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Abstract

Since several years, non-destructive testing of different samples and materi-
als has become a de-facto standard in many fields of research from medicine
and mechanical engineering to cultural heritage and physics. A multitude of
samples and materials with sizes in different magnitudes in this fields requires
different probing techniques, amongst them being X-ray and neutron absorp-
tion based imaging methods. As the state-of-the-art evolves over time, more
and more measuring procedures are developed and therefore the field of appli-
cations gets wider. At the same time these new applications and new samples
offer challenges regarding their processing, especially in regard to imaging speed
and image quality. This work presents the theoretical background of neutron
and X-ray imaging as well as basic concepts of optics and image processing.
An additional chapter is dedicated to the implementation of image processing
techniques in massive parallel programming environments. In the second part
of this work, three current applications are examined in more detail. The first
chapter examines the applicability of super resolution to neutron and X-ray
imaging. The second chapter describes several algorithms and results gained
in the context of neutron radiographies. The third chapter describes the con-
struction of a dual-energy computed tomography setup with a single source
and a layered scintillator to acquire dual-energy data in a single shot. First
results of this setup are also presented.





Zusammenfassung

Seit einigen Jahren sind nicht-destruktive Testverfahren von verschiedenen Pro-
ben und Materialien der Stand der Technik in vielen Forschungsfeldern von Me-
dizin und Maschinenbau bis hin zur Erforschung von Kulturerbe und Grund-
lagenforschung in der Physik. Die verschiedenen Proben und Materialien mit
Strukturen in verschiedenen Längenskalen erfordern verschiedene Messmetho-
den, darunter absorptionsbasierte Bildgebung mit Neutronen- und Röntgen-
strahlen. Da sich der Stand der Technik fortlaufend weiterentwickelt, eröff-
nen sich neue Anwendungsfelder und neue Messtechniken werden entwickelt.
Gleichzeitig stellen diese Messtechniken und Proben neue Herausforderungen
an die Bildverarbeitung, vor allem im Hinblick auf Verarbeitungsgeschwindig-
keit und Bildqualität. Diese Arbeit präsentiert den theoretischen Hintergrund
von Neutronen- und Röntgenbildgebung sowie grundlegende Konzepte der Op-
tik und Bildverarbeitung. Ein zusätzliches Kapitel widmet sich der Implemen-
tierung von Bildverarbeitungsmethoden in massiv parallelen Programmierum-
gebungen. Im zweiten Teil der Arbeit werden drei aktuelle Anwendungsbeispiele
näher betrachtet. Das erste Kapitel behandelt die Anwendbarkeit von super-
resolution Methoden in der Neutronen- und Röntgenbildgebung. Das zweite
Kapitel beschreibt verschiedene Algorithmen und Ergebnisse aus dem Bereich
der Neutronenradiographien. Im dritten Kapitel wird der Aufbau eines Dual-
Energy Tomographiegeräts mit einer einzelnen Quelle und einem geschichteten
Szintillator beschrieben, mit welchem Dual-Energy Aufnahmen innerhalb einer
Belichtung gemacht werden können. Erste Ergebnisse dieses Aufbaus werden
dort vorgestellt.
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Part I

Imaging Theory





Chapter 1

X-ray Imaging

This chapter will give an introduction to the theory behind X-ray imaging,
starting with a short overview over X-ray production and X-ray sources, con-
tinuing with X-ray absorption and detection and closing with an introduction
to scintillation.

1.1 Introduction
X-rays are electromagnetic waves with energies E between 5 keV and several
hundreds of keV. According to the formulas

E = h · f

f =
c0
λ

(1.1)

λ =
h · c0
E

,

where f is the frequency and λ the wavelength of the wave, c0 the speed of light
in vacuum and h Planck’s constant, this energies are linked to wavelengths of
about 250 – 5 pm in vacuum. Besides that, the wavelength interval of X-rays
is not clearly defined and overlaps with that of ultraviolet radiation on the low
energy side, and γ-radiation on the high energy side [Buzug, 2008, p. 16]. X-
rays were discovered in 1895 by Wilhelm Conrad Röntgen, and named after his
original description. X-rays are usually called soft X-rays when the wavelength
λ is larger than the inter-atomic distance in solid matter (≈ 0.1 – 0.5 nm) and
hard X-rays below that limit. Comparable to visible light, X-rays have an
index of refraction, which is a complex number, with the real part describing
dispersion and the imaginary part describing attenuation. The complex index
of refraction of X-ray radiation is usually written as

n∗ = n− iβ, (1.2)

which is often written as
n∗ = 1− δ − iβ, (1.3)

because the refractive index of X-ray radiation is extremely close to 1 and
therefore δ is very small and positive.
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CHAPTER 1. X-RAY IMAGING

1.2 X-ray production
Apart from a negligible amount of natural X-ray radiation through conversion
of high energy particles in the atmosphere and the cosmic X-ray background,
most used X-rays are produced in man-made X-ray sources. Mainly, two dif-
ferent processes exist to produce X-ray radiation. The first process is the
acceleration of charged particles. This is mostly done by deceleration or de-
flection of electrons, in more rare cases, light ions or protons can be used. As
the kinetic energy of one electron can be converted to radiation in a cascading
manner over several subprocesses, this process results in a continuous emission
spectrum, which is known as bremsstrahlung. In X-ray tubes, electrons
from a heated filament are accelerated using a high voltage towards an anode
consisting of a high-Z material, where the electrons are decelerated and emit
bremsstrahlung. Figure 1.1 shows the dominating bremsstrahlung in
the spectrum of a tungsten anode, with energies up to the acceleration voltage
of 60 kV. As this acceleration voltage is an upper-limit to the X-ray spectrum, it
is often designated as peak voltage and written as kVp. The other process that

Figure 1.1: The simulated spectrum of a tungsten anode with an ac-
celeration voltage of 60 kVp. The bremsstrahlung peak is dominating.
Values calculated with x-ray toolbox [SiemensAG, 2017].

yields X-ray radiation is the transition of high-energy states in the electronic
shell of atoms or molecules. If an electron from a low energy state inside an
atom is removed, e.g. by ionisation, an electron from a higher energy state can
fill this void and release the energy difference as fluorescent radiation. Because
of the discrete nature of energy states inside atoms, the spectrum of the emitted
radiation is also discrete. This leads to the so called characteristic peaks in the
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X-ray sources

X-ray spectrum. This peaks are labelled according to the energy state, where
the electron ends up on plus a Greek subscript indicating the difference to the
originating energy state. Figure 1.2 illustrates one possible process for the Kα

line in carbon leading to a peak at 0.277 keV [Bearden, 1967]. In a standard X-

Figure 1.2: One possible process for Kα emission in a carbon atom. A
K-shell electron is removed from the atom by ionization. An electron
from the L-shell fills the vacancy and radiates the excess energy.

ray tube, both those processes occur and the resulting spectrum includes both
bremsstrahlung and the characteristic peaks, as can be seen in Figure 1.3.
Apart from the position of the characteristic peaks, which are dependant on
the anode material, tuning the acceleration voltage between anode and cathode
allows tuning the spectrum, whereas increasing the heating current inside the
filament leads to a higher intensity of radiation as more electrons are emitted.
Not all of the energy of the accelerated electrons is radiated as X-ray radiation.
About 99 % of the kinetic energy gets lost in the form of dissipated heat inside
the anode, which effectively is an upper limit to the tube’s intensity.

1.3 X-ray sources

The first X-ray source of Röntgen himself was nothing more than a very simple
discharge tube, an assembly of two electrodes in a closed glass container, that
could be evacuated or filled with gas. Originally this setup was used to in-
vestigate the so called cathode rays, a dim light between the electrodes, when
an external voltage was applied. The coolidge tube, presented by William
Coolidge in 1913, introduced the concept of a heated filament for thermionic
emission of electrons and allowed the cooling of the anode with circulating wa-
ter. The concept is still in use today, but has been refined in several ways.
X-ray tubes with rotating anode as well as sources using a stream of liquid
metal as anode (liquid metal jet sources) have been developed aside magnetic
optics to focus the electron beam on a small spot on the target to get a smaller
source spot. The discovery of synchrotron radiation opened the way to a whole

3



CHAPTER 1. X-RAY IMAGING

Figure 1.3: The simulated spectrum of a tungsten anode with an accel-
eration voltage of 160 kVp. The characteristic peaks of tungsten can be
seen over the bremsstrahlung spectrum. Values calculated with X-ray
toolbox [SiemensAG, 2017].

new generation of X-ray sources. When a charged particle is accelerated in
an electric or magnetic field, it emits radiation1. This process has been first
observed in synchrotron accelerators [Elder et al., 1947]. Since then, the us-
age of synchrotrons as X-ray sources has been optimized with custom built
facilities, including undulators that accelerate electrons on a sinusoidal track.
This development culminated in the development of Free Electron Laser
(FEL), where the speed of the electrons is matched to the period length of the
undulators, which leads to high flux and coherence via constructive interference
and the process of self-amplified stimulated emission (SASE).

1.3.1 Characterisation of X-ray sources
As there are a lot of different X-ray sources, it is necessary to find some general
describing characteristics to compare them.

Flux

The flux of an X-ray source is a measure for its intensity measured in photons
per unit of time. A higher intensity means shorter exposure time in imaging
applications or higher statistics in general. An approximate measure of the

1The exact cases in which accelerated particles emit radiation are subject to discussion
[Dittus and Lämmerzahl, 2007][Rohrlich, 2001][Soker and Harpaz, 2004].
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expected flux can be given by multiplying the input energy with the tube’s
efficiency, that is approximately

Efficiency ≈ U · Z · 10−6, (1.4)

where U is the acceleration voltage in kV and Z is the atomic number of the
anode material [Sprawls, 1996].

Source geometry

In most imaging applications it is important to know the source size and shape,
as it has an influence on the achievable image resolution [Matsui and Ono, 1985].
This influence will be treated in subsection 3.3.1.

Spectrum

Depending on the production mechanism of X-rays in the source, the spectrum
itself can have various characteristics. X-ray tubes produce the typical mix-
ture between bremsstrahlung and characteristic lines as described above,
whereas synchrotron radiation or radiation from an FEL can be highly mono-
chromatic. Experiments with monochromatic radiation don’t suffer from poly-
chromatic artefacts such as chromatic aberration or beam hardening. On the
other hand, the dependency of processes on the energy, can be used to ex-
tract further information when using polychromatic radiation. This case will
be discussed in chapter 8.

Beam geometry

The beam geometry can be described via the shape and the opening angle of
the radiation profile, emitted from the source, which is also known as collima-
tion and given in units of milli-radian. Together with the geometrical boundary
conditions of the experimental environment, this describes the basis for geo-
metrical optics of the setup. Two common cases are parallel beam and cone
beam geometry. Cone beam geometry allows for the use of geometrical mag-
nification, whereas parallel beam allows the simplification of image acquisition
due to redundancies in the ray paths (e.g. the projection of a vertically rotating
sample under 0° and 180° is only vertically flipped under parallel beam geom-
etry). If the source-sample distance is a lot larger than the sample-detector
distance, the beam geometry can often be approximated to be a parallel one.

Brilliance

The characteristic quantities mentioned above are summarized in the source
brilliance, which is defined as:

B =
N

t · Ω ·A · ∆λ
λ

. (1.5)

In this equation N is the number of photons, t the time in seconds, Ω the beam
divergence in milli-rad-squared, A the source area in milli-meters-squared and
∆λ
λ stands for the spectral bandwith, which is usually defined as the peak-width

5



CHAPTER 1. X-RAY IMAGING

at the Full Width at Half Maximum (FWHM) over the wavelength of the
maximum. It is a convention to take a fixed relative energy bandwidth (BW)
of 0.1% for ∆λ

λ [Als-Nielsen and McMorrow, 2011].

1.4 Interaction with matter

The interaction of photons in this section are both important for understanding
the attenuation of X-rays inside matter and their conversion and detection after
the sample. At first, the different interaction mechanisms are described, after
that, the concept of the absorption coefficient is introduced which is needed to
describe both radiographic as well as tomographic imaging.

1.4.1 Interaction processes

Coherent scattering

Coherent, or elastic scattering, is the group of scattering processes in which the
incident photon changes its direction, but its energy and therefore wavelength
is conserved. The two types of coherent scattering of X-rays with matter are
Rayleigh- and Thompson scattering, that can both be classically described as
wave-particle interaction. An incident wave excites an atom and is therefore
absorbed. The atom relaxes immediately into its undisturbed state via emission
of radiation. There is no net amount of energy transfer to the atom which makes
this process unsuitable for particle detection; in diagnostic radiology its effect
is mostly neglected or seen as a source of image noise [Curry et al., 1990, p.61
f.] [Gilmore, 1992, p. 14]. Following the formulation of [Thompson et al.,
2009], Thomson scattering can be described for a single electron with a total
cross section of

σT = 8πr2
e/3, (1.6)

where re is the classical radius of the electron. In atoms, the total cross section
becomes an integral of all electrons, that can be formulated to be

σR = πr2
e

1ˆ

−1

|f(θ)|2(1 + cos2 θ)d(cos θ). (1.7)

In this formulation, f(θ) is the complex atomic scattering factor as described
in [Hubbell et al., 2000, p. 473].

Incoherent scattering

In contrast to coherent scattering, in incoherent or inelastic scattering the en-
ergy and wavelength of the incident particle is not conserved. One example
is Compton scattering, where an incident photon interacts with an outer shell
electron of an atom. The photon transfers some of its energy to the electron,
which is removed from the atom, and therefore both particles change their
energy. The energy of the photon after scattering depends strongly on the
scattering angle. This energy loss of the incident photon can be described as

6
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the change in energy of the outer shell electron which follows to be

Ee = Eγ

1− 1[
1 + Eγ

1−cos(θ)
m0c2

]
 , (1.8)

with m0 being the rest-mass of the electron [Gilmore, 2008]. Strictly, this equa-
tion only holds true for scattering with a free electron and for bound electrons,
the binding energy has to be taken into account. Especially for small scatter-
ing angles and low energies, the Compton cross section gets small and coherent
scattering gets more dominant [Thompson et al., 2009].

The probability for Compton scattering is dependant on the electron density
inside the material, which is on the one hand dependant on the atomic num-
ber (low atomic numbers have higher electron densities in general) and on the
other hand dependant on the density of the material itself. The energy depen-
dence follows the Klein-Nishina equation, shown in subsection A.3.1, stating
that for higher energies, the probability is slightly decreasing. For the simpler
case of unaligned electrons and unpolarized incident X-rays, the approxima-
tions of the Klein-Nishina equation can be used to describe the cross-section
σKN [Thompson et al., 2009]:

σKN ≈ 8πr2
e

(1 + 2k + 1.2k2)

3(1 + 2k)2
, (1.9)

with k = E0

mec2
being the photon energy formulated in terms of the electron rest

energy.

Photoelectric effect

If the incident energy of a photon is higher than the binding energy of an elec-
tron to its corresponding nucleus, it can transfer all its energy to the electron.
In the process, the photon is absorbed and the electron is removed from the
atom and becomes a free photoelectron, with a kinetic energy Ee that equals
the photon energy Eγ minus the binding energy Eb of the electron inside the
atom so that

Ee = Eγ − Eb. (1.10)

The photoelectron leaves behind an empty state in its origin shell, that can be
filled either from an electron from a higher shell of the same atom or any other
free electron from the vicinity. This process is comparable to de-excitation and
leads to the emission of characteristic radiation as in section 1.2. The inter-
action probability for the photoelectric effect is roughly proportional to the
third power of the atomic number Z, which makes it suitable to detect differ-
ent material compositions inside material. Furthermore it is roughly inverse
proportional to the third power of the incident photon energy Eγ . This leads
to an interaction cross-section τ of

τ ∝ Zn

Emγ
, (1.11)
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with n and m being between 3 and 5 as well as m < n [Gilmore, 2008]. This
leads to the photoelectric effect being more prominent in high-Z materials,
which makes them sought after in the design and development of new detector
materials.

In semiconductors, the same process is called inner photoelectric effect and
leads to the separation of charges in the valence band. The resulting electron-
hole pairs can be separated and the charge carriers can produce a current in the
conduction band or be collected in a potential well. For this process to be able
to occur, the energy of the incident photon has to be larger than the energy
separation or band-gap of the semiconductor. This process is especially impor-
tant for the detection of light in CCD detectors but also for energy conversion
in solar cells.

High energy interactions

If the energy of an incident photon exceeds the energy of the rest mass of an
electron-positron pair (≈ 1.022 MeV), pair production can occur. As this pro-
duction itself isn’t conservative of energy and momentum, some excess energy
has to be carried away either by a nearby nucleus or an electron, resulting in an
even higher threshold energy. Another mechanism of high energy interaction
is the photonuclear absorption, in which photons with energies around 10 MeV
can excite resonant nuclei states. These two interaction mechanisms are not
important in the energy ranges considered in this work and are only mentioned
for the sake of completeness.

1.4.2 Attenuation coefficient

For each interaction cross section, an analogous attenuation coefficient can be
defined. As an example, the photoelectric attenuation coefficient µPE can be
derived from the cross section as

µPE = τ · ρ · NA

A
, (1.12)

where NA is the Avogadro constant, A is the atomic number and ρ is the density
of the material, the incident radiation is interacting with. If all interactions are
combined, the total attenuation coefficient follows, which is a simple sum of the
attenuation coefficients for each interaction process and in this work referred
to simply as µ. This attenuation coefficient is a measure for the decrease of the
beam intensity of an incident X-ray beam when travelling through material
and is in general material- and energy-dependent. A monochromatic beam
with an intensity of I0 that travels through a sample with the thickness d gets
attenuated according to the Lambert-Beer law

I(d) = I0e
−µd. (1.13)

The coefficient µ in this equation is also referred to as the linear attenuation
coefficient, and in general is an energy dependent material constant. The two
main energy dependencies of the attenuation coefficient µ in the imaging energy
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Figure 1.4: The energy dependence of the mass attenuation coefficient
of gold and calcium and the constituting components. Values are cal-
culated with xraylib [Schoonjans et al., 2011].
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range in this work are the photoelectric effect with approximately

µphoto(E) ∝ ρ Z4

A · E3
(1.14)

and the Compton effect with approximately

µCompton ∝ ρ
Z

A
σ(E), (1.15)

where ρ is the material density, Z is the atomic number, A is the atomic weight
and σ(E) is the energy dependent formulation of the Klein-Nishina equation
as given in subsection A.3.1. This leads to the expanded, energy- and material
dependent formulation of Equation 1.13

I(d,E) =

Emaxˆ

E0

I0(E)e

−

dmaxˆ

0

µ(E, d)dd

dE. (1.16)

An example of the energy dependence of the mass attenuation coefficient, which
is defined as the linear attenuation coefficient divided by the material’s density,
is given in Figure 1.4 for two different elements. If the attenuation of a ma-
terial is measured at one constant energy, only materials in the beam path that
have a notable difference in their attenuation coefficient can be distinguished.
If the same sample is scanned at different energies, the energy dependence of
the attenuation coefficient can be used to gain additional information. For
example, it is possible to differentiate between materials, that have a similar
attenuation coefficient at one energy but may differ at another energy. The
reason for this can be a difference in the sudden jumps in the absorption coeffi-
cients due to different binding energies in the atoms and referred to as K-edges,
which can be seen in Figure 1.4 for gold at around 80 keV. Other additional
information that can be extracted from a measurement with multiple energies
is the concentration of elements or the identification of elements. When two dif-
ferent spectra are used, one speaks about dual-energy imaging, a broader
term comprising two or more spectra is spectral imaging. In this work a
novel setup for dual-energy imaging is presented in chapter 8.

1.5 X-ray detection
There are many possibilities to detect X-rays, ranging from ionisation chambers
over solid-state detectors to scintillation counters with photomultipliers. In
this work, the focus lays on imaging of the attenuation of X-rays through a
sample, therefore only detectors suitable for imaging will be discussed. As
imaging in this context is a spatial sampling of the incident X-ray beam, this
naturally leads to the use of pixelated detectors. One possible detection path
is the conversion of X-rays to visible light photons via scintillation and their
subsequent imaging with cameras, which is treated in chapter 4. Another
detection possibility in imaging is the use of semiconductor- or solid-state-
detectors, which will be explained in this section. As the understanding of the
electronic band-structure is important for the working principle of scintillation,
it will be explained first.
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X-ray detection

Electronic structure

As most semiconductor detectors are based on a pn-junction diode, the neces-
sary concepts are introduced first. In a bulk solid, the energy states of atoms
arrange in a so-called band structure, where each band is one or more en-
ergy states. Each band has a defined amount of available states, that can be
occupied by charge carriers. Consequently, one speaks of a full band, when all
energetic states are occupied and of an empty band if none is. The highest
occupied band at 0 K is denoted as valence band, the next higher band is
denoted as conduction band and if no available states exist in some energy
ranges one speaks of the band gap. If the band gap is large enough, no charge
carriers can cross it due to thermal excitation, no conduction can occur and
the material acts as an insulator. On the other hand, if the band gap is small
enough, a few electrons from the valence band can be thermally excited to the
conduction band, where they can freely move. These materials are therefore
called semi-conductors as this conducting behaviour is dependent on ex-
ternal influences such as temperature. Furthermore, the electronic structure of
semiconductors can be altered, by inserting impurities into the bulk material,
that have a different electronic configuration, which is referred to as doping.
If the added impurities provide excess electrons, they are called donors, because
this electrons can be thermalized into the conduction band very easily. As the
excess charge is existent in the form of electrons one speaks of n -doping (for
negative). In the reverse case, elements might provide additional empty spaces,
that can be filled by electrons from the valence band. This elements are called
acceptors and the resulting doping is referred to as p -doping (for positive).

pn-junction

If an n -doped material is brought into contact with a p -doped material (e.g. by
doping different layers of a host crystal with different impurities), the resulting
interface is called pn -junction. The diffusion of excess charge carriers between
these two domains will lead to an internal electric field, that is in equilibrium
with the charge drift. The region in which this happens is spatially limited and
called the depletion region. If a voltage is applied to this pn -junction,
this depletion region is either increased, leading to an insulating behaviour, or
decreases, leading to conduction, depending on the polarity of the applied volt-
age. Therefore, a pn -junction acts as a diode, where the direction in which the
diode acts as an insulator is referred to as reverse-bias. If an incident pho-
ton strikes the depletion region, this may lead to the creation of an electron-hole
pair via the photoelectric effect. This leads to a measurable photocurrent at
the electrodes of the pn -junction and therefore allows the detection of incident
radiation. This process can be amplified by using a high voltage as reverse-bias
and production of the photodiode in a way that facilitates impact ionization
[Renker and Lorenz, 2009].

1.5.1 Scintillation

Until now, all described processes are equally true if the interacting atom is
free or bound in a material. Scintillation is a special case, as it can be used
to convert X-rays into (visible) photons, which are a lot easier to handle by
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optical devices, such as lenses, and to detect in the end. An excited atom emits
a photon when it returns to its ground state. Another possibility to get rid
of that excess energy exists, when an atom may interact with other atoms in
its vicinity. Examples are the excitation of vibrational modes in a complex
molecule or lattice vibrations or more generally speaking phonons. Those two
basically different interaction principles give rise to two different classes of scin-
tillator material, the organic and the inorganic scintillators. This work will be
restricted to inorganic scintillators, more work on organic scintillators can be
found in [Gilmore, 1992, p. 36 ff.], [Blasse and Grabmaier, 1994].

Nikl describes the scintillation as a three-step process consisting of conversion,
transport and luminescence. An incident particle is converted to electron-hole
pairs via photoeffect and Compton scattering. The electrons are thermalized
in the conduction band in which they can move. As impurities and defects in
the material may lead to electronic levels inside the bandgap, charge carriers
can be trapped inside this levels.[Nikl, 2006]
Depending on the nature of these levels, the transition to other states may be
occurring via emission of a photon (luminescence centres), via a radiation-less
process (quenching centres) or re-emission of the electron after some time (elec-
tron traps) [Gilmore, 1992, p. 41]. The emitted photons from the luminescence
centres have an energy below that of the band gap, disallowing them to produce
further electron-hole pairs. This shift of wavelength makes the scintillator (at
least partly) transparent to its own light, which is an important characteristic.
There are more describing parameters of scintillation materials from which the
most important are described in the following sections. A good overview of
different materials and their performance can be found in [Cherepy, 2011], a
regularly updated and extensive list can be found in [Derenzo et al., 2017].

Decay time

Depending on the exact material and introduced impurities, the time scales
for the different transport and luminescence processes vary wildly. Especially
electrons that are trapped and re-emitted may lead to a significant after-glow
of the scintillator. The decay time t0 of a scintillator is defined such, that the
fraction 1/e of all emitted photons are emitted during this time. A shorter
decay time means faster imaging and less overlap between light stemming from
different interactions inside the scintillator, which is important for time-resolved
measurements.

Scintillation efficiency

Depending on the band gap of the scintillation material and the resulting im-
purity states, the number of emitted photons per energy of the incident photon,
which is defined as the conversion efficiency, varies. Especially the quenching
centres, that allow for radiation-less de-excitation lead to a loss of efficiency.
As the number of photons is in many cases a function of the energy of the
incident photon, it is not enough to give one single number for the efficiency.
In many applications, the energy of the incident photons is to be measured via
the intensity of the scintillation light. In these applications, the linearity of the
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light response with respect to the incident energy and intensity is especially
important.

Scintillator resolution

In general, one speaks about resolution as the ability to discriminate two or
more signals based on their properties. In scintillators one important character-
istic is the energy resolution, meaning that two incident particles with different
energy lead to a different output. This is most often quantified as the the ratio
Renergy with

Renergy =
FWHM(keV)

662(keV)
, (1.17)

where the numerator is the full-width at half-maximum of the peak in the pulse-
height spectrum when an incident 662 keV gamma ray from a 137Cs source is
measured [Bell, 2012]. In this work, the more important characteristic is the
optical resolution or spatial resolution, which is the ability to discriminate
between two events that arrive at different positions in the scintillator plane.
As the sources of X-ray radiation in this work are mostly at an effective energy
below 50 keV, the primary interaction in the scintillator is via the photoelectric
effect. Koch et al. have done simulations of a pencil beam of X-ray radiation
at the energies of 14 keV, 30 keV and 100 keV onto a disk of a YAG scintillator
to simulate the dose distribution in the scintillator. The results show, that most
energy of the incident beam is deposited near the center of the pencil beam
resulting in a FWHM of less than 100 nm. This corresponds with the statement
of Hoheisel et al. that "most common detector materials [...] operate far
from fundamental spatial resolution limits" [Hoheisel et al., 2004]. Instead,
the thickness of the scintillator and the imaging optics behind the scintillator
have an influence on the achievable resolution comprising of the depth of focus,
the diffraction and the spherical aberration [Martin and Koch, 2006]. This
dependency is given as

Rspatial(µm) =

√
p

NA

2
+ (qzNA)2, (1.18)

where z is the scintillator thickness in µm, NA is the nummerical aperture of
the optical system and the coefficients are p = 0.18 and q = 0.075 [Koch et al.,
1998]. A more detailed view of resolution can be found in section 3.3.

1.6 Computed tomography
If a sample is being imaged with a pixelated detector, each pixel in the detector
records one ray from the X-ray source through the sample. The resulting
image holds the intensity value of each ray after traversing the sample and is
referred to as radiography. If the intensity of the incident beam is know before
it reaches the sample, the attenuation of the sample along the ray can be
calculated simply by re-ordering Equation 1.13. The problem of radiographies
is their projective nature: elements in the sample that are ordered in different
distances along the optical axis, are imaged on one 2-dimensional plane and
therefore cannot be discriminated easily. This concept is very similar to the
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shadow of a 3-dimensional object being 2-dimensional, except that in the case of
X-ray radiographies each image point holds the value of the projection integral
which is

p(s) =

sˆ

0

µ(η)dη, (1.19)

where s is the thickness of the sample and µ(η) is the attenuation coefficient
at the position η inside the sample. If a sample is being rotated perpendicular
to the optical axis and several radiographies are taken at different angles, the
attenuation coefficient at every voxel - the 3-dimensional equivalent of a pixel
- can be reconstructed, which is referred to as tomography. In the following
discussion, the reconstruction is limited to voxels on one slice through the
sample, perpendicular to the rotation axis of the sample. The expansion to the
3-dimensional case is simply doing the same reconstruction for each of these
slices along the rotation axis. In one sample plane, the distribution of the
attenuation coefficient in carthesian coordinates is simply

µ(x, y). (1.20)

If this coordinate system is transformed into cylindrical coordinates, with the
rotation axis being at the origin this distribution becomes

µ(θ, r), (1.21)

with the coordinate transformations from carthesian coordinates being

r =
√
x2 + y2 (1.22)

as well as

θ =

{
+ arccos xr if y ≥ 0

− arccos xr if y < 0.
(1.23)

A ray through the sample can then be written as

x · cos(θ) + y · cos(θ) = r, (1.24)

where θ is the viewing angle and r the distance from the origin. With this
transformation, Equation 1.19 becomes

p(θ, r) =

ˆ
µ(x, y)δ(x · cos(θ) + y · sin(θ)− r)dxdy (1.25)

with δ being Dirac’s delta function, with the properties described in subsec-
tion A.3.2. To get the attenuation coefficients from the measured projection,
this function has to be reversed. If the projection is formulated as matrix
multiplication with

p = Rµ, (1.26)

with R being the Radon transform, this problem is equivalent to finding the in-
verse Radon transform or the inverse matrix R−1. This is an ill-posed problem,
which means that even the smallest noise in the measurement can completely
destroy the inversion, which poses a problem since real measurements always
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suffer from noise. Furthermore, calculating the inverse matrix directly is un-
feasible due to its enormous size. However lately, the development in paral-
lel computation on the Graphics Processing Unit (GPU), which is also
treated in this work in a later chapter, may allow the computation of parts
of that inverse matrix with reasonable time and computation resources [Gao
and Blumensath, 2017], [Flores et al., 2015]. A different approach in solving
the inverse problem is given by Fourier analysis, which will be explained in the
following.

The Fourier transform F of a function f is defined to be

F (u) =

∞̂

−∞

f(x) · e−2πiuxdx (1.27)

with its inverse being

f(x) = F−1(F (u)) =

∞̂

−∞

F (u) · e2πiuxdu. (1.28)

Now, the Fourier transform of the projections along a ray are equivalent to the
two-dimensional Fourier transform of the object in radial coordinates, which is
known as the Fourier slice theorem [Kalender, 2005, p. 294]. This leads to the
identity

F (ux, uy) = F (u · cos(θ), u · sin(θ)) = Pθ(u), (1.29)

where Pθ(u) is the Fourier transform of pθ(~r), which is defined as

pθ(~r) =

sˆ

0

µ(θ, η)dη. (1.30)

The space defined via the coordinates (ux, uy) is called the spectral space,
and if enough projections are measured the attenuation coefficients can be
reconstructed by doing a backprojection, which can be written as

µ′(x, y) =

π̂

0

pθ(~r)dθ =

π̂

0

pθ(x · cos(θ) + y · sin(θ))dθ. (1.31)

The µ′ in this equation is not yet the correct µ. Due to the nature of the Fourier
transform and because the projection integral is a positive function, there is a
non-zero contribution to the value of a point from all the surrounding points.
This results in a convolution of the attenuation coefficient with the Point
Spread Function (PSF) h(x, y) that can be written as

µ′(x, y) = µ(x, y) ∗ h(x, y), (1.32)

with the convolution as defined in Equation 3.19. If the PSF of a system is
known, its influence can be reversed by deconvolution, however in general the
PSF of a system is not known and another way of minimising its influence has
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to be found. One of these ways is known under the term Filtered Back
Projection (FBP). The FBP takes advantage from the fact, that after the
convolution theorem, the fourier transform of the convolution of two
functions in the real space can be expressed as the multiplication of the Fourier
transforms of those two functions. To minimise the influence of the PSF, a
filter kernel can be multiplied to the projection integral, which approximates
the deconvolution. A simple example of such a filter kernel is the high-pass
filter Hθ(r) which is defined as

Hθ(r) =

∞̂

−∞

Pθ(u)|u|·e2πiurdu. (1.33)

and simply becomes a multiplication due to the convolution theorem. Addi-
tionally, high frequency noise can be suppressed by using a windowing function
w(|u|). Put together, the algorithm for the FBP is

µ(x, y) =

π̂

0

F−1
(
F (pθ(u) · |u|·w(|u|)

)
dθ. (1.34)
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Chapter 2

Neutron Imaging

2.1 Introduction
Neutrons are non-charged hadrons, consisting of one up-quark and two down-
quarks, which is written as (udd). As they are particles with a spin of 1

2 , they
belong both to the family of baryons and fermions. A single neutron has a
mean radius of about 0.8× 10−15 m and a mass ofmn = 1.675× 10−27 kg and is
therefore subject to gravitational forces. Apart from the most common isotope
of hydrogen, the nucleus of all atoms consists of several protons ans neutrons,
which are hold together by the so called residual strong force or nuclear force.
An unbound neutron or free neutron is unstable and suspect to beta decay with
a half-life of about 10 minutes. The propagation of neutrons can be described
by a particle wave following the Schrödinger equations. Therefore, a neutrons
momentum can be described as

~pn = mn · ~v = h̄ · ~k, (2.1)

with ~v being the velocity vector, ~k being the wave vector and h̄ being Planck’s
constant. The energy of a neutron can be linked to its temperature using the
Boltzmann constant kB as in

E =
1

2
mv2 =

h̄2k2

2m
=: kBT. (2.2)

This leads to the useful conversion formula [Schreyer, 2008]

E(meV) = 0.086T (K). (2.3)

Table 2.1 lists some of the properties of neutrons together with their label.
Especially cold neutrons are slow enough to be influenced by mechanical beam
shaping devices such as choppers or velocity selectors.

2.2 Production of neutrons
For the production of neutrons with a flux high enough for imaging, two com-
monly used methods exist: spallation and nuclear fission. In a spallation source,
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Table 2.1: Properties of some selected energy ranges of neutrons
according to [Wagner, 2017], [Schreyer, 2008], [Rangacharyulu, 2014].
Note that these labels are not exclusive.

Label Energy Temperature
(K)

Wavelength
(nm) Velocity

ultrarelativistic > 10 GeV
relativistic 0.1 – 10 GeV
fission 2 MeV
continuum 0.01 – 25 MeV 108 − 1012 0.2 c0

fast <1 MeV 0.4 c0

epithermal
resonance 0.001 – 10 keV 104 − 108 >10−3 0.001 c0

low energy <1 eV ≈ 11000 ≈ 3 km/s
slow 0.4 eV 6000
hot 40 – 103 meV 2300 0.05 5000 m/s
thermal 3 – 150 meV 300 0.2 2200 m/s
cold 0.1 – 20 meV 25 0.2 - 25 600 m/s
ultra cold < 0.01 meV < 0.001 10 - 1000 5 m/s

highly accelerated protons are shot onto a target, where they interact with the
nuclei of the target atoms. This initial transfer of momentum from the imping-
ing particle allows some nucleons (secondary particles) to leave the nucleus,
often after cascading interactions with other nucleons, which leaves the nucleus
in a highly excited state. The de-excitation of the excited nucleus (evapora-
tion) happens via the release of neutrons. The secondary particles from the
intra-nuclear cascade can lead to further spallation reactions in other nuclei,
which are accumulated under the label hadronic cascade [Russell, 1990].

The nuclear fission process is mostly made usable as a neutron source in research
reactors. This reactors have a reactor core with a fuel element, consisting of a
material with a high fission cross-section e.g. 235U. A high fission cross-section
means, that the nucleus can capture an incident neutron, becomes unstable
and decays into two lighter core fragments. This fission process leads to free
neutrons that can lead to further fission reactions in a chain reaction. This
neutron induced fission process is exemplary shown for 235U in one possible
equation:

235
92U + 1

0n −→ 139
56Ba + 95

36Kr + 21
0n, (2.4)

where n stands for a neutron. The fission cross-section depends on the energy
of the incident neutron and is, for most elements used in reactors, higher for
thermal neutrons than for fission neutrons. This is why fission neutrons have to
be slowed down or moderated for an efficient reaction and a high neutron yield.
This is done, by enclosing the fuel element in a suitable moderator medium,
e.g. heavy water. The use of heavy water is preferred over normal water, as
the absorption cross-section of deuterium is several magnitudes below that of
hydrogen. All the neutrons from the hadronic cascade can either be directly
used for experimentation or used in secondary sources. In secondary sources,

18



Interaction with matter

neutrons collide with a heated or cooled object and establish thermal equilib-
rium with it. Primary and secondary neutrons can then be guided towards
experiments in neutron guides, which are beam guiding tubes with a reflective
surface coating on the inside and filled with a gas with low interaction cross-
section for neutrons. To control the speed of the fission chain-reaction, there
is a control rod near to the fuel element, consisting of a material with high
absorption cross-section to prevent excess neutrons from further chain reac-
tions. To bring the reactor to a halt, there are several shutdown rods serving
the same purpose as the control rod, that can usually been brought close to
the fuel element in a very short amount of time for fail-safe operation. A very
simplified schematic drawing of a research reactor for neutron production is
shown in Figure 2.1. The availability of neutron sources is orders of magnitude
below that of X-ray sources, as the facilities to produce neutrons are anything
but trivial. An overview of existing and planned neutron sources can be found
in [Anderson et al., 2016].

Figure 2.1: Simplified schematic drawing of a research reactor for neu-
tron production. Only one shutdown rod and two neutron beam guides
are shown for illustratory purposes. Adapted from [FRM2, 2017].

2.3 Interaction with matter

There are three different neutron interactions, that are useful for non-destructive
testing of solid matter. The first of this three interactions is coherent nuclear
scattering. As neutrons are non-charged nuclear particles, their interaction
with atoms is described with the strong interaction with the neutrons and pro-
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Table 2.2: Interaction cross-sections of neutrons and X-ray photons
for some selected elements. All cross-sections are given in barn with
1 b = 10 × 10−24 cm2. The scattering cross section σsc,N and the absorption
cross section σab,N for neutrons are tabulated for v = 2200 m/s and taken
from [Sears, 1992] and given without the error. The σtot,X−ray is the to-
tal absorption cross-section of X-ray photons calculated with [Berger
et al., 2010] for E = 50 kV.

Isotope σsc,N σab,N σtot,X−ray

1H 82.02 0.3326 0.5616
2
1H 7.64 0.000 519

5B 5.24 767 2.989

13Al 1.503 0.231 16.49

18Ar 0.683 0.675 46.51
36
18Ar 77.9 5.2

64Gd 180 49 700 1008
157
64Gd 1044 259 000

tons in the atomic nuclei. The scattering process can be described by point
scattering, as the short range of the strong interaction and the size of the nu-
cleus are small (order of ≈ 10−15 m) compared to the wavelength of the neutron
(order of ≈ 10−10 m) [Schreyer, 2008]. Furthermore, this leads to the scattering
being independent of the scattering angle (isotropic). The second interaction
is incoherent nuclear scattering. This interaction depends on the net spin of
the neutron and the nucleus with which the neutron scatters. As the strength
of this first two interactions depends on the composition of the atomic nucleus,
the interaction varies wildly over the periodic table and can even be different
for different isotopes of the same element, as can be seen in Table 2.2. The
third interaction is magnetic dipole interaction. Despite its neutral net charge,
the nuclear magnetic moment allows the neutron to interact with magnetic
domains inside different materials. As this information mainly is retrieved via
polarisation measurements, it will not further be discussed in this work. In
general, the scattering lengths of neutrons are smaller than that of X-rays, al-
lowing them to penetrate deeper in most materials. Besides these three main
interaction processes, there are some more complicated interactions, that can
have a contribution to the total absorption cross section but will not be dis-
cussed here, as their contribution to the information about the probed material
is outside the scope of this work.

2.4 Detection of neutrons

As neutrons are electrically neutral particles and not considered to be directly
ionising, they have to be converted to charged particles in order to be detected.
There are several detection techniques that are able to detect the presence of a
neutron, such as gas detectors or nuclear track emulsion detectors. However, for
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imaging purposes, the detection principles are limited to energy and position
sensitive measurements, which are ideally repeatable in short time-frames to
allow for dynamic imaging. One practical detection method is the conversion of
neutrons into secondary particles, that can be detected more easily. Exemplary
the following possible reactions are shown:

10B + 1
0n −→ 7Li

?
+ α+ 2.310 MeV −→ 7Li + γ(0.48 MeV) (2.5)

157Gd + 1
0n −→ 158Gd + γ(0.08, 0.18, 0.82 keV) + e−(0.764 MeV). (2.6)

These converter material can be implemented in a converter foil in front of a
detector, that is able to detect the secondary particles [Jakubek et al., 2009].
Using the same conversion principle, these elements can be mixed with ele-
ments that have fluorescent characteristics for the secondary particles to form
scintillators. Some regularly used scintillators together with their characteris-
tics can be found in [Engels, 2011, p.14]. As the mean free paths of secondary
particles are a main source for loss of resolution in neutron imaging, recent
research is directed towards limiting the movement of the secondary parti-
cles e.g. by filling converter materials into structures such as defined by a
Micro-Channel-Plate (MCP) [Siegmund et al., 2007].
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Chapter 3

Optics

This chapter will give an introduction to imaging optics and establish the nec-
essary foundations and terminology used in subsequent parts of this work. The
field of geometrical optics covers all subjects of reflection and refraction of light
rays through a single optical lens or arrays of lenses, called optical systems. As
the inner workings of the microscope are of special importance for this work,
most discussion will be done along this system as an example for an optical
system. Towards the end of this chapter, some topics will include effects arising
from the treatment of light as a electromagnetic wave rather than a particle.

Wave-particle dualism

Visible light can be described as a particle carrying energy. This particle is
called a photon and exists only at one single place in time and space. At the
same time, visible light can equally well be described as an electromagnetic wave
in the wavelength range of approximately 400 – 700 nm, so that photons show
all wave-optical effects such as interference, colour or diffraction and quantum
effects such as tunneling, self-interference and the uncertainty principle1. This
dualism is formulated in the de Broglie equations, that connect the rest mass
of a particle m0 and the velocity v at which it moves to the wavelength λ as

λ =
h

m0v

√
1− v2

c20
, (3.1)

where h is Planck’s constant and c0 the speed of light. In vacuum, light travels
with a constant velocity c0 ≈ 3.00× 108 m/s and because of that, the rest mass
of a photon is not defined. The de Broglie equation doesn’t hold for that case,
but although the rest mass of the photon being non-defined, or zero, photons
do have momentum and therefore Planck’s equation as shown in Equation 1.1
holds true. In a medium, light travels slower by a factor, that is called the
index of refraction n with

n =
c0
v
, (3.2)

1As there is no non-relativistic description of the photon, the details are a little more
complicated when treating one single photon and often the wave-formalism equally well
describes the observed phenomena.
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where v is the phase velocity, that can be understood as the apparent velocity
of movement of one peak of the wave inside the medium. For imaging purposes,
it makes sense to treat light as a bundle of rays to be able to calculate its way
through optical systems. The neglected effects stemming from the wave-like
nature of light lead to artefacts, which will be treated later in this chapter.

Snell’s law

If a light ray crosses an interface between two media with different indices of
refraction in a non-zero angle Θ to the surface normal, the direction of the ray
will be changed according to Snell’s law as

sin Θ1

sin Θ2
=
n2

n1
=
v1

v2
, (3.3)

where the subscripts stand for the two different media at the interface. This
effect is called refraction.

Diffraction

If one follows the description of light as a wave, the application of the Huygens-
Fresnel principle, which states, that every point of a wave-front acts itself as a
point source, leads to a description of the propagation of this wave-front over
time as a sum over all these secondary waves. This idea is closely related to
the principle of interference, where the term interference is mostly used when a
limited number of coherent light sources interact with each other and the term
diffraction, when the interacting light sources are described via the secondary
point sources of one wave-front [Feynman et al., 1963, 30-1]. In the field of
geometrical optics, diffraction is neglected, as it is a result of the wave-like
nature of light.

3.1 Thin lenses
In the most general sense, a lens is an optical element, leading to refraction of
incident light, which is usually realised in form of one or more surfaces between
continuous optical media. The exact shape of this surfaces has an influence
on the direction of the light rays in the bundle. For example a collection lens
can be shaped in such a way, that incident light-rays from a divergent point
source exit the lens in parallel. If a parallel bundle of light-rays converges in
one point after traversing a collection lens, this point is called the focal point
of the lens. The direction, in which a central light ray hits the surface of the
lens perpendicularly without being refracted is called the optical axis. A
collection lens therefore refracts light rays towards the optical axis. In
contrary, a diverging or dispersing lens, refracts light beams away from the
optical axis. The simplest case is the spherical lens with two surface radii
R1 and R2 as shown in Figure 3.1. If the material of such a spherical lens has
an index of refraction nlens, the distance of the focal point f ′ to the lens can
be calculated to be

1

f ′
=

(
1

R1
− 1

R2

)(
nlens

n0
− 1

)
, (3.4)
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a) b)

Figure 3.1: a) Schematic drawing of a biconvex lens with radii R1 and
R2. The horizontal line denotes the OPTICAL AXIS. Marked in red are
two par-axial light rays intersecting in the focal point f ′. b) Schematic
construction of the image of an object through a thin lens using par-
axial light rays (red).

where n0 is the index of refraction of the medium outside of the lens. This
equation is often referred to as the lens-maker’s equation, because it connects
the geometrical shape of a lens to its optical properties and is true for thin
lenses, where the distance between the zeniths of the spherical surfaces is small
in comparison to the radii [Kühlke, 2011, p.60 f.].

Focal plane

So far, the focal point f ′ has been established as the point in which par-axial
light rays intersect. Other light rays, that arrive at a collection lens in parallel,
intersect at a different point, in the same distance f ′ away from the lens, but
off-axis. All these points form the focal plane. It is an important feature
of geometrical optics, that the way light rays are travelling can be reversed.
Therefore, the focal distance f can also be defined on the other side of the lens,
which will be called the object side. It follows, that light rays reaching the lens
from a point source in the focal plane will exit the lens in parallel to each other.
Furthermore, light rays from the focal point will exit the lens in parallel to the
optical axis.

Magnification

If an object that emits light rays is placed in front of a lens, there is a plane
behind the lens in which all light rays from one plane in the object will in-
tersect, called the image plane The distance of the object to the lens and the
optical characteristics of the lens will have an influence on the distance of the
image plane to the lens and furthermore on the size of the image. The above
mentioned characteristics of the thin lens together with the rule, that a light
ray through the center of the lens is not refracted can be used to construct the
image of a given object through a given lens. For the following discussion, the
dashed variables will refer to the image side of the lens, whereas corresponding
variables without a dash refer to the respective measures on the object side.
According to the intercept theorem, the object size y corresponds to the im-
age size y′ as their distances. As a convention, if the image is upside down,
as shown in Figure 3.1 b), the image size is written as a negative measure.
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Therefore the proportionality can be written as

y

|y′|
=

d

d′
. (3.5)

On the image side the ray through f ′ leads to

y

|y′|
=
f ′

x′
=

f ′

d′ − f ′
. (3.6)

For a simple lens, the focal length is equal on both sides, therefore f ′ can be
exchanged with f in the above equations. The magnificationMoptical is defined
as

Moptical =
y′

y
=
−d′

d
= −f

x
. (3.7)

This means, that the image is smaller than the object if |Moptical|< 1 and
larger otherwise. Furthermore, the image is upside-down if the magnification
is negative.

3.2 Microscope
A microscope is an arrangement of lenses to magnify an object for an observer,
which might be the human eye or a digital image sensor. As described in sec-
tion 3.1, a single lens can already be used as an optical magnification device,
familiarly known as magnifying glass. To get to high magnifications with ob-
jects close to the imaging system, the focal distance has to be very small. A
way to circumvent that is using the image that is produced by such a magni-
fication lens, called the objective lens, as the object for a second lens, referred
to as ocular or eyepiece, to further magnify the original object as shown in Fig-
ure 3.2. In an optical microscope, the tube length t is defined as the distance
between the image side focal distance of the objective and the object side focal
distance. If the image is viewed by a human eye, it is a good idea to arrange
the lenses in such a way, that the intermediate image is in the focal plane of the
second lens. In this arrangement, the rays leave the second lens in parallel and
allow the observer to view the image with a relaxed eye, as the image occurs
to be infinitely far away. In order to facilitate the manufacturing process and
to be able to interchange pieces of the optical system, the tube length t is the
same over many different microscopes and agreed on by many manufacturers
to be t = 160 mm. A microscope is not only a system of lenses, but usually
also includes a light source. In the simplest designs, this light source is shin-
ing through the sample and projects the sample into the optics. Therefore,
the resulting image is a function of the transmittance of the sample. Other
microscope designs are based on reflection or fluorescence.

3.2.1 Magnification
As the microscope was developed as an optical instrument to be used with the
human eye, the magnification is defined via the viewing angle. The viewing
angle θeye is defined as the angle a ray from the object forms with the optical
axis. If this angle is increased to θsystem when the object is viewed through
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Figure 3.2: Schematic drawing of a two lens system. The intermediate
image serves as object for the second lens. The distance t, which is
the distance between the focal distance of the objective and the focal
distance of the ocular is called the tube length.

an optical instrument, the object is seen to be larger. Using this definitions,
the magnification of the system can be written to be

Msystem =
tan(θsystem)

tan(θeye)
(3.8)

With the magnification of the single lens as given in Equation 3.7, the magni-
fication of the first lens can be written to be

Mobjective = − t

f ′objective

(3.9)

with t being the tube length of the microscope. The resulting magnification of
the complete microscope is the product of the magnification of the objective
and the ocular lens

Mmicroscope = Mobjective ·Mocular =
t · as

f ′objective · f ′ocular

, (3.10)

where as = 25 cm is the closest distance in which the human eye can see sharp
[Pedrotti et al., 2008]. As the distances between the optical elements have to
be fixed in a standard microscope, the sample can usually be moved along the
optical axis in order to focus the system.

3.2.2 Imaging aberrations
Until now, all considerations followed ideal circumstances, especially regarding
only points and rays which are close to the optical axis. In real world
applications, there can be different deviations from ideal optical pathways that
lead to errors. The origin of these errors is the small angle approximation

sin(Θ) ≈ Θ, (3.11)

which holds true for small angles and therefore rays close to the optical
axis. If the first two terms of the series expansion of the sine

sin(Θ) = Θ− Θ3

3!
+

Θ5

5!
− Θ7

7!
... (3.12)
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are taken into consideration, one speaks of the third order error theory and
therefore, the aberrations that arise from this approximation are called third-
order aberrations or Seidel aberrations after the formulation of Ludwig von
Seidel in 1857 [Hecht, 2001].

Spherical aberration

Light rays that travel through a lens far away from the optical axis are
refracted stronger than rays close to the axis. When using a collection lens, the
rays further away from the optical axis therefore have their focal point
closer to the axis. In general, spherical aberration is a dependency of the
focal distance on the distance of a ray from the optical axis. A schematic
drawing can be found in Figure 3.3 a). Spherical aberrations also show on
light rays that originate from point sources on the optical axis an reach
the lens in a large angle to the optical axis. The reduction of spherical
aberration can be achieved via the usage of combination of multiple lenses, so
called doublets, that consist of combinations of each a collecting and a dispersing
lens or by using aspherical lenses, which are a lot more difficult to produce than
spherical lenses.

Koma

Koma is an image error, where bundles of light rays farer away from the
optical axis meet in a point farer away from the central ray. The rea-
son is, that the magnification is different for light bundles closer to the center
than for those closer to the edge of the lens. In Figure 3.3 b), positive koma is
depicted, where the rays closer to the edge intersect in points farer away from
the optical axis. If this distance is on the other side of the central beam
and therefore closer to the optical axis, one speaks of negative koma. An
optical system, that is both corrected for spherical aberration and koma is
called aplanatic.

Astigmatism

Light rays from point sources away from the optical axis can have dif-
ferent focal points for different planes. Figure 3.3 c) shows the sagittal- and
meridional-plane of light rays from a circular object. Because these planes in-
tersect the lens in different angles, their focal distance is different. Therefore
the focal point of each plane is deformed into a line on the other plane respec-
tively. Furthermore, the image of a circular object away from the optical
axis is an ellipse, except at one plane between the focal line in the sagittal
plane and the focal line in the meridional plane. This is also known as the
circle of least confusion.

Distortion

Even in a system, that is corrected for all aforementioned aberrations, there can
be further imaging errors. The effective magnification of an optical system can
be different for different points and in general can be dependent on their dis-
tance to the optical axis. If the magnification decreases with the distance,
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a) b)

c)

Figure 3.3: a) spherical aberration and b) Koma: Each set of equally
dotted lines corresponds to a pair of light rays with the same distance
to the central ray (solid black). c) Schematic drawing of astigmatism.
The sagittal-plane is shown in blue, the meridional-plane in green. The
circular object and the ellipsoidal image are shown in black. The red
cylinders mark the position of the focal line of each plane, the black
ring in between marks the circle of least confusion.

one speaks of barrel distortion, the opposite is called pincushion distortion.
The influence of these distortions on a regular grid is shown in Figure 3.4.

Chromatic aberration

So far, the index of refraction n of a material was assumed to be a material
constant. In reality, the index of refraction depends on the wavelength of the
incident radiation, which is called dispersion. Therefore, chromatic aberra-
tion is an effect stemming from the wave-like nature of light. If polychromatic
light is used with an optical system, it might have different characteristics for
different wavelengths. For example, a system might have different focal planes
or different magnifications for different wavelengths. Chromatic aberrations can
be corrected with a suitable system of lenses. This correction is usually done
for two or three characteristic wavelengths. If a system is corrected for the two
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Figure 3.4: Distortion of a regular grid by magnification dependency
on the distance to the OPTICAL AXIS. From left to right: Barrel dis-
tortion, undistorted object, pincushion distortion.

wavelengths C ′ = 643.8 nm and F ′ = 480.0 nm, one speaks of an achromatic
optical system, if it is furthermore corrected for the wavelength λ = 546.1 nm,
one speaks of an apochromatic optical system [Kühlke, 2011].

Corrections of aberrations

To correct for the aforementioned imaging errors, it is often necessary to use
more complicated lens systems instead of single lenses. The focal distances in
Equation 3.10 are then replaced by the effective focal lengths of the respec-
tive optical system. Manufacturers mark this lens systems with the effective
magnification to facilitate the calculation of the system magnification of the
microscope.

3.2.3 Infinity corrected microscope

As mentioned above, the tube length t plays an important role in determining
the optical properties of a microscope. This means also, that by changing
the tube length, these properties are affected. If one wants to add optical
elements in the path between the objective and the ocular, one is limited to
optical elements, that don’t change the effective optical path length. This
allows for the use of (ideal) mirrors inside the tube to change the path of
the light away from the optical axis. The design of the so called infinity
corrected microscope circumvents that requirement by changing the optical
pathway. The objective in an infinity corrected system is designed in such a
way, that light from the object leaves the objective in parallel bundles. The
next optical element, referred to as tube lens, focusses these parallel bundles
to form an intermediate image, which is then again magnified by the ocular.
The area in which the light travels in parallel is often referred to as infinity
space. In this infinity space, optical elements such as polarisers, prisms or beam
splitters can be added without having to correct for the change in optical tube
length [Greb, 2016]. Therefore infinity corrected microscopes can be used for
a larger range of imaging applications such as fluorescence or phase contrast
microscopy. In an infinity corrected microscope, the magnificationMinfinity can
simply be calculated to be the fraction of the focal distances of the objective
and the tube length

Minfinity =
ftubelength

fobjective
. (3.13)
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3.2.4 Depth of field

When imaging with microscopes, it is necessary to focus the optics onto the
sample. One speaks about the focal plane of the objective as the distance in
which the sample is in focus. Due to diffraction, the extend of this plane along
the optical axis is non-zero. This means, that there is a non-zero distance
from the focal plane, in which points from the sample still can be in focus.
This distance is termed depth of field or equally well depth of focus. When
imaging with scintillators, this also corresponds to the optically ideal thickness
of the scintillator, as all layers outside the depth of field only contribute to the
background of the image. Spring and Davidson describe the total depth of
field dtot, resulting from the wave optical case at high numerical apertures and
the geometrical circle of confusion at low numerical apertures to be

dtot =
λn

NA2 +
n

M ·NA
e, (3.14)

where λ is the wavelength of the used light, n is the index of refraction of
the medium between sample and objective, M is the magnification, NA is the
numerical aperture of the objective and e is the smallest distance, that can be
resolved by a detector in the image plane [Spring and Davidson, 2017]. In the
case of pixelated detectors, e is therefore equal to the pixel size. Some values
of the calculated depth of field can be found in Table 6.2.

3.3 Resolution

Resolution describes the ability of an optical system to discriminate two distinct
points of an object in the image plane. For example the resolution of the human
eye can be described via the distance of two black points on a white background
that can be distinguished by an observer. In this section, the theoretical limits
of optical instruments are treated. In chapter 6, the applicability and limits of
these concepts will be discussed.

Abbe-limit

In 1873, Ernst Abbe found an expression for the resolution of optical systems,
that is based on the idea of diffraction of incoming light at an array of lines. The
light from one single object point forms a diffraction pattern in the image plane,
which consists of a central, bright spot, surrounded by rings of alternating high
and low intensity areas. The whole pattern is known under the term Airy disk
and the areas of high intensity are referred to as diffraction spot or diffraction
rings respectively. With an ideal, focussed microscope, the minima in-between
these rings have zero intensity [Silfies et al., 2017]. The Abbe-limit is the
distance two object points can have in such a way, that the central maxima
of their Airy disks in the image plane don’t overlap. This is dependent on
the wavelength λ and the angle Θ of the incident light as well as the index
of refraction n of the medium in which the optical system is operating. The
Abbe-limit therefore is

dAbbecentral =
λ

n sin(Θ)
. (3.15)
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In this equation, the term n sin(Θ) is often referred to as the numerical aperture
NA, which is a measure of the opening angle of a microscope objective. From
Equation 3.15 it is evident, that to achieve higher resolution one can use light
with a lower wavelength or increase the numerical aperture of the microscope.
The upper limit to the NA of an objective working in air (nair = 1) is 1, a
higher NA can only be achieved by using an immersion microscope, where the
medium (immersion oil) between the sample and the objective has an index
of refraction noil > 1. In order to push the resolution of a microscope below
the Abbe-limit in Equation 3.15, one can use an extra lens in the beam path
between light source and sample, referred to as condenser. This lens is used to
focus the incoming light onto the sample and for best performance has to be
matched to the microscope objective. As the condenser lens or system also has
an numerical aperture NAcondensor, the resolution limit becomes

dAbbe =
λ

NAobjective + NAcondensor
, (3.16)

as long as NAobjective > NAcondensor. This equation collapses to Equation 3.15
if no condenser is used and the respective NA becomes zero. Furthermore, if
the condenser and the objective have the same NA, the equation becomes

dAbbe =
λ

2NA
, (3.17)

which is alternatively referred to as Abbe-limit.

Rayleigh-limit

Another approach in defining the theoretical resolution limit of an optical sys-
tem is regarding two points in the object plane as separate light sources. Ac-
cording to the Rayleigh-limit, two points can be resolved as two distinct points
in the image plane if their distance is larger than

dRayleigh = 0.61
λ

NA
. (3.18)

In this distance, the Airy disks of the points overlap in such a way, that the
central maximum of one lays in the first minimum of the other. As both these
definitions rely on the diffraction of light as the ultimate reason for a resolution
limit, they are termed the diffraction limit of resolution.

3.3.1 Transfer functions
So far, the term Airy disk was used to describe one possible diffraction pattern
that stems from light from a point source, that is diffracted at the edges of beam
limiting elements, such as the circular aperture of an objective. An example of
such an Airy disk, produced by a red laser that is being shone unto a pinhole
can be seen in Figure 3.5. This Airy disk is only the result for an ideal optical
system without aberrations. In a real optical system, there might be different
factors influencing the exact size and shape of the diffraction pattern of one
single light source. The resulting diffraction pattern is referred to as the PSF
of the optical system. If the optical system is a linear system, meaning that
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Figure 3.5: Photography of the diffraction pattern of a red laser
through a 0.09 mm big pinhole, known as Airy disk. Image taken by Wiki-
media user Bautsch, published under Creative Commons license CC0 1.0
[Wikimedia Commons, 2017].

the PSF is invariant to shifts in space and time, the intensity of the image is
the convolution of the object intensity with the PSF [Kühlke, 2011, p.105].
The convolution of two functions is defined as

f1 ∗ f2 :=

∞̈

−∞

f1(x− x′, y − y′)f2(x′, y′)dx′dy′. (3.19)

Following the derivation of Pedrotti et al., the imaging path of the object
intensity Iobject with an imaging operator A can be written as

Iimage(X,Y ) = AIobject(x, y). (3.20)

The PSF of a spatial invariant optical system is introduced to be

h(X,Y ) = Aδ(0, 0), (3.21)

where δ defines the delta function, whose most important characteristics are
described in subsection A.3.2. Therefore, the image intensity follows to be the
addition of the PSF of each point in the object weighted with their intensity:

Iimage(X,Y ) =

¨
h(X − x, Y − y)Iobject(x, y)dxdy. (3.22)

This can be written as convolution

Iimage = h ∗ Iobject. (3.23)

The Fourier transformation F of a one-dimensional function is defined to be

F(f(y)) :=
1

2π

ˆ
f(x)e−iyxdx. (3.24)
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It is an important characteristic of the Fourier transformation, that the Fourier
transformation of the convolution of two functions becomes a multiplication
of their Fourier-transforms, and therefore it follows that

F(Iimage) = F(h ∗ Iobject) = F(h)F(Iobject), (3.25)

which is also known as convolution theorem. [Pedrotti et al., 2008, p.746 ff.] The
Fourier transform of the PSF is often referred to as Optical Transfer Function
(OTF). As this OTF is a complex function in general, its magnitude is referred
to as Modulation Transfer Function (MTF) and its phase as Phase Transfer
Function (PTF). It is evident, that there is a connection between these transfer
functions and the achievable resolution of an optical system. Therefore an
alternative way of specifying the resolution of an optical system is measuring
the width of the PSF, where it has fallen to 50 % of its peak value. This is
known as the Full Width at Half Maximum (FWHM). Figure 3.6 shows the
simulation of two point sources with varying distances as seen by a pixelated
detector. Several characteristics of a detection setup influence the MTF of the

a) b) c)

Figure 3.6: Top row: Simulated image of two point sources with vary-
ing distance and Gaussian intensity distribution. Bottom row: Line plot
through the center of the corresponding image, normalized to the max-
imum. Grey lines show the contribution of the single light source, the
blue dots show the resulting intensity profile. In a), the point sources
are far away. In b), the distance of the light sources is chosen to be
equal to the FWHM of the resulting intensity distribution on the de-
tector, whereas in c) the distance is smaller and the two light sources
are no longer resolved.

system. In the general case of a linear system, it is enough to multiply the MTFs
of the respective imaging elements together to get the resulting MTF of the
whole system. If the MTF of other processes, such as scattering, is additionally
taken into consideration, the expression can become more complicated. As an
example, Jain et al. show the Generalized MTF (GMTF) of a system to be
the combinations of "the MTFs for detector (MTFD), focal spot (MTFF), and
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scatter (MTF S)[...]:

(3.26)

GMTF (u, v, ρ,m) =

(1− ρ)MTFF

((
m− 1

m

)
(u, v)

)

+ ρMTF S

(
(u, v)

m

) ·MTFD

(
(u, v)

m

)
,

where u and v are spatial frequency in the object plane, m is the magnification
of features in the object plane onto the detector plane, and the scatter fraction
ρ is defined as,

ρ =
S

S + P
(3.27)

where S and P are scatter and primary components, respectively" [Jain et al.,
2010].
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Image Processing

This chapter will start with the image processing basics and establish the termi-
nology. Following, the imaging pathway through the camera will be explained
with a focus on noise. Image processing steps and methods will be explained
and demonstrated along some examples. The chapter will finish with some
information about the implementation of the image processing algorithms.

4.1 Terminology
Sampling and interpolation

Sampling can be understood as a mapping of a continuous function onto a
discrete representation. This can be done in the spatial or the temporal domain,
and one speaks of spatial- or temporal-sampling correspondingly. One single
value of the underlying continuous function at one specific point in space or time
(or both) is called a sample. If the number of samples from a given function
is decreased, one speaks of downsampling. As an example, the downsampling
of an image with the factor two, halves its resolution. Increasing the number
of samples without knowing the original continuous function does not lead
to any additional information. For image processing, it is often necessary to
get information between sampling points. This is done via interpolation. In
the simplest case, the value of the sample next to the desired point is taken.
This process is called nearest neighbour interpolation. For higher precision,
a function is fitted to the discrete data points and the interpolated value is
taken from that fitted function. Depending on the type of the function, one
speaks about square-, cubic-, or spline interpolation and it is possible to take
more points into account than just the two samples closest to the interpolation
position. If the underlying function is a higher-dimensional one, which is true
for images, the interpolation steps can be repeated for the different independent
variables. The linear interpolation on each axis of a two-dimensional image is
e.g. called the bilinear interpolation.

Digitalisation

To store and process information which is given in continuous, analogous form,
a digitalisation step is necessary in addition to a sampling step. Usually this
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can be described as mapping a continuous input range of values to a discrete
range of values, that can be stored and therefore is comparable to sampling in
the data domain.

Image

For image processing concerns, we are talking about digital images rather than
images in the optical sense. A digital image is an array of discrete samples
in two- or three-dimensional space, sampling a continuous object with regard
to the imaging modality. For example a picture taken with a digital camera
is a spatial and temporal sampling of the light rays transmitted, reflected or
emitted from the pictured object during the acquisition time.

Pixel and voxel

The word pixel is used ambiguously, as a unit cell on a detector, the smallest
unit on a data displaying device or the smallest bit of information in a two-
dimensional image. In this work, the latter use of the word is used when talking
about image processing. However, there is an intrinsic connection: When imag-
ing an object, using a pixelated detector, the recorded data points correspond
to the digitalised information from the detector pixels and are represented in
the image pixels in the case of an unprocessed image. If the concept of pixels
is transferred to three-dimensional space, one speaks about voxels.

Resolution

Resolution is another term, used widely and in different meanings. In sec-
tion 3.3, the optical resolution is defined. However, in image processing the
resolution of an image is merely its size given in pixels or the density of phys-
ical pixels on a surface on e.g. a detector or a sensor. In this work, the term
resolution will always refer to the optical resolution, in contrast the term pixel-
size is used where appropriate.

4.2 Imaging with pixelated detectors
Pixelated detectors are detectors, whose active area is physically subdivided
into elements that often share a common set of readout electronics. One dis-
tinguishes between counting and integrating detectors. Counting detectors are
able to record one single event e.g. an incident particle per pixel inside the
boundary condition of low light levels. Integrating detectors have an output
that corresponds to the integrated signal over the area of one pixel and the
acquisition time. This thesis will focus on EMCCD cameras, which are inte-
grating pixel detectors.

4.2.1 Particle detection
Any detection of particles by a detector involves the transfer of energy from the
particle to the detector. As the amount of this energy transfer usually is very
low compared to the thermal energy of the detector’s particles it does not suffice
to simply measure the energy transfer directly. However, in suitable materials,
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the energy transfer of a particle to a detector can lead to localized effects, which
are distinguishable from those caused by thermal effects [Gilmore, 1992]. Some
of the interaction processes described in section 1.4 and section 2.3 inhibit this
property, the photo effect being the primary one when it comes to the detection
of light with CCDs.

4.2.2 Charge coupled devices (CCD)

A charge coupled device (CCD) sensor, usually is an array of photodiodes,
with each photodiode corresponding to one detector pixel. In principle, each
photodiode is a doped semiconductor, coated with an insulator and contacted
with two electrodes. If a voltage is applied to the electrodes, the band-structure
of the semiconductor forms a potential well, in which charge can be trapped.
If a particle, with an energy exceeding the band-gap in the semiconductor hits
this arrangement, it can produce an electron-hole pair via the photo effect.
The applied voltage leads to a separation of charge and a collection inside the
potential well. The applied voltage of such an array can be varied in a way,
that the trapped charges are shifted along a row or a line inside a CCD array
from one pixel to another neighbouring one. This can be done subsequently,
until the charges reach the readout electronics of the CCD chip, called readout
registers. Therefore, the signal of neighbouring pixels arrives at the readout
registers in serial.

4.2.3 EMCCD

The further development of CCD chips lead to an additional electron mul-
tiplication register directly behind the readout register, giving the Electron
Multiplying Charge Coupled Device (EMCCD) their name. In princi-
ple, with each transfer of electrons to a neighbouring register, there is a non-zero
probability, that any electron leads to the formation of another electron-hole
pair via impact ionisation. To facilitate the process of impact ionisation and
therefore an effective gain in signal, the EM gain registers are contacted with
a second electrode at a much higher voltage than necessary for charge transfer
alone and multiple instances of this gain register cells are chained together.

4.2.4 Signal count

Due to the inner workings of (EM)CCD cameras, the number of counts retrieved
does not directly correspond to the number of incident photons. The process
to retrieve the number of photons from the signal count is a multi-stage process
and will be explained in the following. In most cameras, a constant electronic
offset is added to the signal in order to improve the dynamic range close to
zero. This constant bias might be different for different settings of the readout
electronics and therefore has to be measured. This can be easily done via
subtraction of an empty dark-current image. In a next step, the signal counts
are corrected for the sensitivity of the electronics. The sensitivity gives the
number of electrons needed to produce one count in the analog-digital (A/D)
converter of the system. The now retrieved counts correspond to the electrons
reaching the A/D converter. In an EMCCD, this signal has to be divided with
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the EM gain factor to retrieve the numbers of electrons (actually electron-hole
pairs) produced in the semiconductor of the CCD chip. To get the number of
photons from this number, the quantum efficiency (QE) of the CCD has to be
known. The QE defines the number of electrons that can be produced by one
photon with given wavelength. Due to the principle of the inner photo effect,
this number is dependent on the wavelength of the incident light and always
smaller than unity. Therefore it can also be interpreted as the probability that
one single photon produces one electron-hole pair.

4.2.5 Noise

In general, noise is an inherent uncertainty in any measured signal. If for exam-
ple a constant number of photons fall onto a CCD sensor, due to the statistical
quality of the conversion and detection process, the signal may show different
outputs for the same number of incident photons per unit of time. Different
sources of noise can be distinguished and their influence on the detection pro-
cess explained. Furthermore, the strength of the different noise sources usually
depends on different external parameters. This section will treat the different
sources of noise, typically present in experiments where light is detected with
CCDs or flat-panel detectors.

Dark current

Even if no actual signal is measured with a CCD, there can be a non-zero
output. This can be due to the thermal energy of electrons inside the semi-
conductor material. If any thermal movement leads to the release of a charge
carrying particle, this can be detected as a non-zero current. The strength of
this effect is strongly dependent on the movement of particles inside the detector
material and therefore on the temperature of the detector. This is why cooling
of the detector helps in significantly reducing this source of noise. The strength
of the dark current is exponentially falling with decreasing temperatures with a
rule of thumb giving half the dark current with a decrease in temperature of 7 K
[Widenhorn et al., 2002][ON Semiconductor, 2014]. Besides the possibility to
lower the dark current via cooling, its effect on the final image can be decreased
via the subtraction of an image which is taken without any signal present (dark
image).

Readout noise

During the readout process, the electronic signals pass through a very sophisti-
cated set of electronic circuits. Especially any electronic amplification of signal
levels introduces noise. Furthermore there is the chance of electronic interfer-
ence (for example with the power supply of the camera). This type of signal
is independent on signal levels and varies only slightly with the temperature.
The readout noise has a very strong dependence on the set of used readout
electronics together with their intrinsic settings. If a camera has one ore more
distinct sets of readouts, amplifiers or analog-digital converters, the readout
noise is characteristic for each of this sets and might differ in orders of magni-
tude. The readout noise is modelled to be a Gaussian distribution around the
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electronic bias of the readout, which is a fixed number. For the camera, used
mostly in this work, the values are given in Table 4.1.

Table 4.1: Noise values from the Andor iXon Ultra Performance Sheet.
The two different readout channels with and without EM amplification
are listed at different readout rates and different settings of the pre-
amplifier. The sensitivity defines how many electrons are needed to
give one single count in the analog-digital converter. The Noise is the
measured RMS of the single pixel noise at −75 ◦C and corresponds to the
standard deviation of the Gaussian noise distribution.

System Readout Rate Preamp Sensitivity Noise

17 MHz
EM amplifier

1 16.2 284
2 9.02 158
3 5.11 86.7

10 MHz
EM amplifier

1 15.0 162
2 7.91 92
3 4.79 64.9

5 MHz
EM amplifier

1 16.8 69.1
2 8.03 45.3
3 4.28 37.5

1 MHz
EM amplifier

1 16.9 25.5
2 8.17 17.4
3 4.27 15.0

3 MHz
conventional amplifier

1 3.86 13.7
2 2.98 11.8
3 1.40 9.66

1 MHz
conventional amplifier

1 3.86 7.18
2 2.95 6.43
3 1.38 5.33

0.08 MHz
conventional amplifier

1 3.81 3.54
2 2.99 3.38
3 1.39 2.97

As the readout noise is pretty much constant in regard to the signal level,
it gets smaller in relation to the signal if the signal is amplified before readout.
Therefore, with a high enough sensitivity of the CCD or strong amplification
of the signal, the readout noise gets insignificant. In an EMCCD this leads to a
trade-off between readout noise and the multiplicative noise mentioned below.

Shot noise

Shot noise is the representation of the statistical nature of signals. If for ex-
ample the same number of photons is incident onto a CCD detector per image,
the pixel count may vary due to the exact position of each single photon being
randomly distributed. The probability of the arrival of a single photon per
unit of time follows a Poisson distribution. This source of noise is especially
dominant if only a small number of photons is collected during the exposure
time. Therefore the influence of shot noise is reduced when the signal count
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is increased, either by increasing the incident flux or the exposure time. Both
signal and dark current are suspect to shot noise. The shot noise is scaling as√
n, with n being the number of events, therefore amplifying the signal before

readout improves the signal to noise ratio. This can be achieved by using the
gain register in an EMCCD.

Fixed Pattern Noise (FPN)

As a CCD chip is a semiconductor device, there might be impurities, defects
or other influences that lead to different pixels having a different response to
the incident signal. Defective pixels might produce no signal at all (cold pixels)
or a very high signal close to saturation (hot pixels). On top of that, as the
CCD readout is a serial one, the different readout time of pixels may lead
to a different level of dark current or to a noise contribution by the readout
electronics if they are not temporally stable. This noise source can be reduced
by background subtraction, which is usually done with flat-field correction.
Additionally a mask for dead pixels can be used to eliminate their influence.

Multiplicative noise

Especially in EMCCDs, the effective gain from one single signal electron travers-
ing the gain register is unknown. As the underlying process is a stochastic one,
it is only possible to calculate probabilities for certain output gains with a given
input signal. Robbins et al. define the noise factor F to be

F 2 =
σout

2

M2σin
2
, (4.1)

where M is the mean gain and σ2 are the respective variances of the input
and output signals [Robbins and Hadwen, 2003]. Furthermore, they derive an
equation for the noise factor, that depends only on the number N of gain stages
in the gain register and the gain factor M :

F 2 = 2(M − 1) ·M−
N+1
N +

1

M
. (4.2)

From this equation, it can be seen, that F 2 rapidly goes towards 2 when the
gain is increased and is unity for no gain. This result is pretty much constant
for a wide range of gain stages. There are two equivalent ways to interpret
the influence of multiplicative noise onto the signal. On the one hand, one
can simply multiply the noise with the shot noise to get the resulting overall
readout noise. On the other hand, the multiplicative noise can be seen as a
factor decreasing the effective quantum efficiency of the sensor. Therefore, a
multiplicative noise factor of F 2 = 2 halves the quantum efficiency of the sensor
[Basden et al., 2003].

Total noise

The total noise is dependent on many different factors mentioned above. All of
the sources of noise mentioned above add together to yield the total noise. After
the rules of the Gaussian propagation of uncertainty and under the assumption,
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that the different sources of noise are mostly independent, the total noise is
calculated as:

noisetotal =

√
noisereadout

2 + shotnoisedark
2 + shotnoisesignal

2. (4.3)

4.2.6 Background
In contrast to noise, which is inherent to the measured signal, there is also
the possibility to measure events, which are objectionable or unwanted and
therefore referred to as background or underground signal.

Stray light

Especially in applications, where very low light levels are to be detected, it
is crucial to operate the measuring setup in light tight environments. At the
same time, it is desirable for an operator to access the setup for sample changes
or modifications. Special care has to be taken, that no stray light is allowed
to arrive inside the setup through any encasing and the setup itself has to be
constructed in such a way, that for example auto-fluorescence of any part or
even the light from signal LEDs on any device might not reach the sensor. If
imaging a scintillator with a microscope objective, another source of stray light
is the scintillator itself. As the focal depth of any objective is limited, parts
of the scintillator that lay outside the focal depth contribute light, that is in
effect unfocussed and contributes to the overall background. In the design of a
setup, it is therefore necessary to match the scintillator thickness to the focal
depth of the employed optics for the lowest possible background.

Gamma spots

When high energy particles directly hit the detector inside the camera, they can
produce a signal via the photoelectric effect. This signal usually is a lot higher
than the signal produced by visible light photons. In cases, where the resulting
charge is too large to be completely trapped inside the potential well of the
pixel, the charge can spread to neighbouring pixels. This effect is also known
as blooming. If the energy of the incoming particle is high enough or the particle
hits the detector during the readout phase, the charge spread can lead to one
or more lines of subsequent pixels being over-exposed. This effect is known as
smear effect. Both effects lead to corrupted data in the affected sensor area.
As CCD sensors are designed to facilitate the flow of charges in the vertical
direction, the excess charge manifests as streaks along the vertical direction of
the CCD sensor. An example of two direct detections of high energy gammas
on the sensor are shown in Figure 4.1. In the described setup, those high energy
particles are X-ray photons, therefore there are always present, when the X-
ray tube is running. When measuring with neutron sources, those high-energy
particles can stem from nuclear reactions such as activation of materials close
to the detector. This means that both the signal image and the flat-field image
have to be corrected before they are used further. The registration of gamma
spots can be decreased, if adequate shielding is introduced into the setup. This
requirement often leads to design choices in the setup, where the detector is
placed outside the direction of the primary beam.
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Figure 4.1: Direct hits of two high energy particles on the detector.
The camera is rotated 90° counter-clockwise; the bottom of the camera
is on the right side of the image.

Scintillator effects

When a scintillation screen is employed inside the setup, there can be additional
effects leading to a background signal. If the decay time of a scintillator is larger
than the acquisition time per frame in a dynamic measurement, there is chance
to register light contributions from events that occurred in the past. This
is referred to afterglow and can only be minimised by choosing an adequate
scintillator material. Another inherent problem is the temporal non-linearity
of some scintillator materials. It is possible, that scintillation properties change
over time, e.g. by bleaching, and the efficiency therefore changes during the
measurement. This effect can be minimised by taking several flat-field images
without a sample in the beam at different times and correct each acquisition
with the nearest set of correction images.

4.3 Image registration

4.3.1 Motivation

In imaging, one often deals with movement of the measuring system relative
to the sample or different beam paths for different imaging modalities. This
leads to images from the same sample being distorted relative to each other.
When the measuring system is stable over time and one only deals with shifts of
relative positions between the datasets from different beam paths or different
modalities, there is often a simple geometric transformation to overlay both
results over each other. In this case, the goal is to find this transformation.
If this transformation is then applied to the dataset, the resulting dataset is
registered, meaning that pixels or voxels from one dataset correspond to pixels
or voxels from the other dataset. This is an essential step to gain additional
information in imaging with different modalities. For the following sections,
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the image which is not transformed during the registration is referred to as the
template T and the image which is transformed as image I.

4.3.2 Implementation

Registration models

Depending on the origin of distortion of the image, there can be a restriction
on the free parameters of the image transform needed to register the image
to the template. This free parameters are grouped in different registration
models. More general, a model can be understood as a mapping from one
set of coordinates to another. The affine transformation is a very commonly
used transformation and is therefore used as an illustrative example. If an
image has the coordinates x and y, the new coordinates X and Y after affine
transformation can be written as

X = sx · cos(r) · x− sy · sin(r + c) · y + a2 = a0 · x+ a1 · y + a2 (4.4)

and

Y = sx · sin(r) · x− sy · cos(r + c) · y + b2 = b0 · x+ b1 · y + b2, (4.5)

where s is the scaling factor in both dimensions respectively, r is the rotation, c
is the shear and a2 and b2 are the shifts in each dimension. With this definition,
the image transform can be written asXY

1

 =

a1 a2 a3

b1 b2 b3
0 0 1

xy
1

 . (4.6)

In general, this equation is a function of the coordinate vector ~x and the vector
~p = [p0, ..., pn] that holds the n free parameters [a1, ..., b3]. Any subset of these
six free parameters is a restriction to the general affine transformation. Most
transforms will lead to non-integer coordinates, and therefore the transformed
image has to be interpolated to yield values at the original coordinates. The
following, most often used and implemented, transforms are ordered on their
degrees of freedom.

• RotationCenter: A rotation around the image center.

• Shift: A shift of the image along its x- and y-axis.

• IsoscaleShift: A shift transform and a scale of the x- and y-axis with
the same scaling factor.

• Rotation: A rotation around an arbitrary point.

• Rigid: Like the Shift but with added rotation around the origin.

• ScaleShift: Like IsoscaleShift but with different scaling factors for each
axis.

• Affine: Fit of all six free parameters of the affine transformation.
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More complex image transforms can be implemented by defining this trans-
formation matrices and finding the respective Jacobian. Furthermore, affine
transformations can be chained together in a multiplicative manner. As an
example, the rotation around an arbitrary point was found by shifting the co-
ordinate system to the origin, by a translation T (−x,−y), a rotation around
the origin R(θ) and a shift back to the original position T (x, y). The resulting
rotation matrix can be found by the matrix multiplication

T (x, y)R(θ)T (−x,−y), (4.7)

where the transformations appear from right to left in order of execution, be-
cause the point on which they are acting is multiplied on the right. The result
and explicit notation of the transformation matrices and the corresponding Ja-
cobians can be found in section A.4. Projective transforms are implemented in
the same way, but are outside of the scope of this work.

Registration step

The implemented registration in this work is a slightly modified version of the
iterative registration algorithm as described by Lucas and Kanade in [Lucas
and Kanade, 1981]. This section follows closely the derivations of Baker and
Matthews in [Baker and Matthews, 2004]. The right hand side of Equation 4.6
is often called a warp and written as W (~x, ~p). The goal of image registration
is, to minimize the difference, between the template and the warped image∑

x

[I(W (~x, ~p))− T (~x)]2. (4.8)

The idea behind the Lucas-Kanade algorithm, is to start with an initial guess
for the vector ~p and updating it in each iteration step to minimize the equation
above. With this in mind, the first order Taylor expansion of Equation 4.8 on
~p+ ∆~p leads to ∑

x

[I(W (~x, ~p)) +∇IJ∆p− T (~x)]2, (4.9)

where J is the Jacobian of the warp as defined in Equation A.4 and ∇I is the
gradient of the image under the actual estimated warp. The equation

S = ∇IJ (4.10)

will be used as a shortcut and introduced as it is an frequently used quantity,
termed the steepest descent image. Furthermore, this leads to a very
simple expression for the Gauss-Newton approximation to the Hessianmatrix
H:

H =
∑
x

SᵀS. (4.11)

With this, the partial derivative of Equation 4.9 can be written as

2
∑
x

Sᵀ[I(W (~x, ~p)) + S∆p− T (~x)]. (4.12)
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This leads to the parameter update ∆p that minimizes Equation 4.9:

∆p = H−1
∑
x

Sᵀ[T (~x)− I(W (~x, ~p))]. (4.13)

With the new estimate
pnew = p+ ∆p, (4.14)

the next iteration is started. The iteration is stopped, when either the error
metric, as defined in Equation 4.8, or the parameter update reaches a predefined
threshold ε.

Problems in image registration

One drawback of the Lucas-Kanade method is, that the calculated Hessian
might not be positive definite at points outside the local minimum, leading
to divergent iterations. This issue can be addressed by the introduction of a
dampening factor, that is added to the diagonals of the Hessian matrix and
that decreases, if the error decreases during one iteration step. Furthermore,
the Lucas-Kanade method can get stuck in local minima, especially when reg-
istering images with periodic structures. This can be addressed by using the
Gaussian pyramid approach, described below. In general, the chance to get
stuck in a local minimum can be substantially decreased with an adequate ini-
tial guess of the free parameters to be fit, which also increases the convergence
speed of the algorithm.

Gaussian pyramid

The image registration algorithm used in this thesis is a multi-resolution ap-
proach, that can be used iteratively. In a first step, the image is smoothed
using a Gaussian kernel and downsampled by a factor of two. The standard
deviation σ of the Gaussian kernel is chosen to be twice the size of the scale
factor. This procedure is repeated, so that each subsequent image has half
the size and the resolution of its predecessor. The result is often referred to
as Gaussian pyramid. The whole registration process is initialized on the
chosen layer in the Gaussian pyramid and iteratively repeated for each higher
layer with the upscaled result of the last step being the initial guess of the
next step. This minimizes the optimisation steps in each iteration and ensures,
that the whole registration does not get stuck in a local minimum of the error
function. The results of each iteration step have to be scaled accordingly before
being fed into the next iteration step.

Graphical User Interface
As the selection of the starting parameters and the choice of the correct regis-
tration model is essential for the speed and quality of the convergence of the
algorithm, a Graphical User Interface (GUI) was developed. Besides giving
the user the choice between different registration models and tweaking the free
variables for a good starting estimate, the GUI should be used to visualise
the fitting iterations and the initial and end difference between the image and
the template. An exemplary workflow is visualised in Figure 4.2. The GUI
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in this example is initialised with an image and a transformed template, both
taken from scipy.misc. The error corresponds to the maximal values seen on
the histogram and equals ±1 for the unregistered image with normalised grey
scales. To optimise visual presentation, the colour map can be chosen as well
as displaying the image or the template only as well as their difference. After
choosing the registration model from a dropdown-menu, the free parameters
can be tweaked and are applied to the preview in real-time. After starting the
fitting procedure, each update step is shown in the preview window and the
resulting transform can be copied after the fit is converged. The quality of
the end result is shown in Figure 4.2, where the bottom row shows the trans-
formed image after user input and the final converged registration with the
corresponding total error in the colourbar.
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Figure 4.2: The Graphical User Interface (GUI) used for visual feed-
back and user input to facilitate pre-alignment of image and template.
Top: The difference between the image and the randomly rotated and
shifted template. Bottom: The pre-alignment done with user-input
(left) and the converged registration after 42 iterations (right).
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Chapter 5

Implementation

This chapter gives an introduction on the implementation details of the image
processing techniques described in this work. It begins with an overview over
massive multiprocessing possibilities and discusses the used model in detail.
The chapter ends with some specific problems and solutions in multiprocessing
environments.

5.1 Compute model

This section will introduce different computing models and mention some core
differences before moving to the description of the underlying framework used
in this work in section 5.2.

5.1.1 Processing unit

A processing unit is a collection of electronic circuits, that can be programmed
to execute calculations, implement algorithms or in general move and manip-
ulate data. Most commonly, the word processor refers to the Central
Processing Unit (CPU), which is the main logical component of nearly
every modern computing device from mobile phone to desktop computer. The
CPU is a electronic component that consists of different logical compartments,
which have different tasks. The different parts of the CPU consist of memory
modules, different calculation units or more advanced subsystems for sound-
or audio-processing. In this work, the word core will refer to one logical
group, consisting of at least one Arithmetic Logic Unit (ALU) and some kind
of memory unit which is connected to this ALU via one or more buses and
usually managed via the Memory Management Unit (MMU). Modern CPUs
most often have multiple cores and a multitude of other processing elements to
make all these cores work together. One important element is a global clock,
which is needed to synchronise work done by different cores and memory ac-
cess. This system clock is realised in the form of an oscillating electronic signal
that changes periodically between a high and a low state.

51



CHAPTER 5. IMPLEMENTATION

5.1.2 Processing speed

The system clock is distributed to each core and used as the base clock of the
core. The core clock doesn’t have to be identical with the system clock, but
can be a fixed or variable multiple. The core clock defines the upper limit
of the processing speed of one core and is given in cycles per second. As an
example, a recent generation Core i9 7980XE CPU from Intel has 18 cores
with a base core clock of 2.60 GHz, with an option to increase the multiplication
factor to achieve a maximum core clock of 4.20 GHz. The execution speed of
a program run on one core depends on more variables than just pure clock
speed. Some instructions of a program might take more than one cycle, in fact
simple things such as the division of two floating point numbers might take
as long as 40 cycles, whereas one read from global system memory (Random
Access Memory, RAM) can easily cost 100-150 cycles [Agner, 2017],[Levinthal,
2009]. Floating point operations are of such essential importance to program
execution, that the speed of big computer systems is compared in Floating
Point Operations per Second (FLOPS). Core clock speed is one part of the
underlying measures to define the overall processing speed. The other part is
circuit design and complexity, which will be discussed in the following section.

5.1.3 Moore’s law

The essential building block of an electronic circuit that is capable of storing and
manipulating data is the transistor, an electronic component, that can switch a
current between two of its terminals depending on a signal on its third terminal.
In the 1950s, the first computers were built, that used transistors instead of
vacuum tubes, as used before [Cooke-Yarborough, 1998]. As an increasing
number of transistors in a circuit allows for a more complex circuit design,
it steadily increased and allowed for more powerful computers with a higher
processing speed. In 1965, Gordon E. Moore predicted, that the number
of components in a circuit that can be manufactured at the cost minimum
roughly doubles every year [Moore, 1965]. In 1975, this projection was revised
and adjusted to project the increase of the complexity to a factor of 2 every two
years [Moore, 1975]. This projection, known as Moore’s law hold true several
decades and is stated to have slowed down only until around 2012. As a modern
example, the transistor count in the 32-core AMD Epyc CPU, presented in
2017 was around 2× 1010.

5.1.4 Multicore systems

As mentioned above, processing speed is dependent on circuit complexity and
core clock speed. Another important factor for the efficiency of a system is the
connection between power consumption and processing speed. Chandrakasan
et al. derived, that the power consumption of an integrated circuit on a
microprocessor scales as

P = CV 2f, (5.1)

where C is the capacitance of the circuit, while V is the operating voltage and
f is the clock speed [Chandrakasan et al., 1995]. In the same paper they show,
that the processing speed of a system can be maintained when moving from a
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single core to a multi-core design. In the simple example of switching from one
to two cores, they show, that for such a system with the constraint of equal
data throughput, the capacitance roughly doubles, whereas the voltage and
the core clock speed can be roughly halved. This leads to a decrease of power
consumption of about 62 % for the whole system. Power consumption is directly
connected to heat production and those two factors are an important point
especially in portable consumer electronics, which makes multi-core design a
favoured choice in many systems.

5.1.5 GPUs
Starting around the 1970s, graphical output for computer systems became more
and more popular and increasing complexity of graphical applications such as
graphical desktop environments and games defined the needs for dedicated pro-
cessing units handling graphics. These GPUs are different from CPUs especially
in their design and function. Where CPUs are designed to cope with every task
from user input to memory handling, GPUs are especially designed to suit the
needs in graphics processing, namely massive parallel execution of very simple
mathematical functions to update pixels in images or frame buffers. This spe-
cialisation in function also comes with specialisations on the hardware level,
that allows this simple mathematical functions to be implemented more effi-
ciently than on the CPU. The GPU can be designed as a part of a discrete part,
known as graphics card, which also implements memory that can be accessed
by the GPU, or as part of a CPU assembly and also as part of the CPU itself.
Dedicated modern graphics cards can have core counts of several thousands,
with each core running on a core clock of 1 – 2 GHz.

5.2 Heterogeneous computing
Amodern computer might have different processing units, organised in different
hardware units. For example a modern portable computer usually has a CPU
with an integrated GPU and an additional dedicated graphics card with a GPU on
it. There are a lot of other processing units, specialised for different tasks, and
they can be built in as discrete devices or as part of other processing units. The
advantage such a heterogeneous system has over its homogeneous counterpart
is, that each different task can be run on the most suitable hardware, leveraging
their hardware acceleration feature and therefore being more efficiently run.
The challenge of this approach is, that different processing units might be
essentially incompatible to each other because of hardware optimizations or
specializations that include, but are not limited to

• incompatible bus connections,

• different memory organisation, -layout or -management or

• different performance, power consumption or clock speed.

5.2.1 OpenCL
The Open Computing Language (OpenCL) is a framework for program-
ming the different processing units of heterogeneous computer systems with one

53



CHAPTER 5. IMPLEMENTATION

unified programming model. OpenCL was first released in 2008 in version 1.0
by the Khronos Group as an open, royalty-free standard1. OpenCL defines a
set of abstraction layers, that define a general concept. The application of this
concept and the realization and transfer to hardware is the responsibility of the
hardware manufacturer. In the following sections, the platform- and memory-
model of OpenCL will be explained. The advantage of this abstraction layer
is, that a programmer can use this concepts on all different hardware imple-
mentations without the need to take special care of the variety of underlying
circuitry. This section will only introduce the basic concepts needed for the
implementations in this work, elaborate information can be found in the public
available OpenCL specifications [Khronos Group, 2015].

Platform model

The OpenCL platform model describes the infrastructure of the hardware ab-
straction layer used. The most important element in the OpenCL platform
model is the host. The host is the connection between the external resources
of a system, such as memory and user input and the other parts of the OpenCL
environment. There is always only one single host in every OpenCL environ-
ment. The next element is a compute device, often referred to as simply device.
An OpenCL device does not necessarily have to map to a physical device, but
most often this is the case. A device can be one graphics card, one CPU, an
Field Programmable Gate Array (FPGA), Digital Signal Processors (DSPs) or
others. On each device, there are one or more compute units. These can for
example be the single cores inside a graphics card or a CPU. In some cases,
one compute unit can handle more than one task in parallel, which is taken
into account by the OpenCL processing elements or work-items. Furthermore,
several work-items can be organised together in a work-group. Figure 5.1 shows
one possible realisation of an OpenCL platform with two devices. Each device
is managed by the implementation or platform of the hardware manufacturer
or vendor, where it is possible that multiple compatible devices can be man-
aged by the same implementation. The scope of one program is referred to
as context. It is possible to use several devices, several implementations and
combinations of those in one and the same context.

Memory model

Comparable to the platform model, a similar abstraction model exists for dif-
ferent memory spaces. All memory outside the OpenCL implementation, that
is accessible only by the host is referred to as host memory. Host memory can
be realised as hard drive or the Random Access Memory (RAM) of the host
and therefore be both arbitrarily big in size and slow in access speeds. On the
device, there is device memory, which is fractioned into four sub-regions global
memory, constant memory, local memory and private memory. Global mem-
ory is a memory region, which is accessible by both the host and the device
and is therefore used for memory transfers between host and device and vice
versa. Furthermore global memory is both readable and writeable from each

1Although the implementations in this work are based on the 2.2 specifications, most of
the basic concepts are true for all versions of the standard.
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Figure 5.1: Schematic drawing of one possible realisation of an OpenCL
environment. One host manages two devices, where Device 1 has six
compute units with six processing elements each and Device 2 has 48
compute units with one processing element each.

work-item on all devices in the same context. The constant memory region is a
region of the global memory, that is read-only to the work-items and writeable
by the host. It is used for memory objects, that are unchanged during the exe-
cution of a program, such as the program code itself. Local memory belongs to
one work-group and is writeable and readable by all work-items in the group.
It is therefore used for the allocation of variables that are shared by all items
in a work-group. Each work-item has its own private memory and memory
objects in this memory space are not visible to other work-items. Memory
management in OpenCL is not done implicitly, the user or programmer has to
explicitly define which memory object to store in which memory region. As the
different regions have differences in access speed in orders of magnitudes, this
is a very sensitive choice that reflects in execution performance. In general, the
speed increases from global over local to private memory, whereas in the same
direction the available memory size decreases.

Memory objects

OpenCL implements two essentially different memory objects. Buffer objects
are contiguous blocks of memory, which can be addressed using pointers. This
buffer object is optimized for sequential access, meaning that coalesced access
of threads to this memory object are substantially faster than misaligned access
patterns. As an example on anNVIDIA GeForce GTX 8800 graphics card,
the transfer speed with an optimal access pattern is ≈ 74 GB/s whereas with an
offset access pattern it is decreased to ≈ 7 GB/s [Nvidia, 2011]. The situation is
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a little different for image objects, which are the second type of memory objects
in OpenCL. The image object is optimized for the storage and manipulation
of digital images as defined in section 4.1. As GPUs are originally designed for
graphics processing, they usually posses a dedicated hardware memory region
often referred to as texture memory or texture cache that is the basis of the
optimisations which are exposed to the implementation via the OpenCL image
object. The most important optimisation of the image object is the caching of
memory reads, meaning if a value is read from a pixel coordinate in an image,
subsequent reads to the same pixel or pixels in a close 2D neighbourhood are
a lot faster. The image object has other optimisations that include automatic
bound-checking or coordinate normalisation and unpacking of multi-channel
data. A downside of using image objects is, that one single OpenCL kernel can
not write and read to the same image object2.

Execution model

The smallest entity of an OpenCL program is a kernel. A kernel is a set
of instructions executed by one single processing element. In a parallel mul-
tiprocessing environment, a large number of processing elements can each run
its own instance of the same kernel only differing in parameters, data input or
private memory. Several kernels make up an OpenCL program. The kernels
are compiled by the OpenCL implementation for each device in the context.
After that the memory objects are created and send to the processing elements
together with the compiled kernels via command queues, where they are then
executed one after another. If not explicitly changed, a kernel run is only
started before the kernel before has finished execution. The OpenCL standard
supports the usage of events, that can be used to measure execution timing on
the device, which is used in this work as the host only sees the points in time
where tasks such as kernel executions or memory transfers are pushed into the
queue for scheduling on the device. In some scenarios, it is beneficial to leave
the order of tasks to the device, in other scenarios this is impossible due to the
need of later kernel executions to access data from earlier kernel executions.
This dependencies can also be handled via OpenCL events or OpenCL synchro-
nisation primitives. A schematic diagram of this execution model is shown in
Figure 5.2. The kernels shown in this diagram are written in a static subset
of the C or C++ programming language. To interface the OpenCL implemen-
tation from the host, there exist several Application Programming Interfaces
(API), in different languages. In this work, the Python binding pyopenCL is
used [Klöckner et al., 2012].

5.3 Selected problems

5.3.1 Non-locality

A lot of image processing algorithms rely on values of other pixels to adjust
or correct the value of one pixel. As an example this is true in the correction
of the streak artefacts from high energy particles as shown in Figure 4.1. As

2This is something that might be handled different by certain devices and in different
OpenCL versions.
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Figure 5.2: A block diagram of OpenCL components and the execution
model as seen from the host [Munshi et al., 2012, p.35].

the speed of all implementations in this work is highly due to the parallelism
of the underlying platform, an approach where each pixel is handled by the
instance of a kernel run on one single processing element is natural. One has
no influence on the execution speed of one kernel instance relative to an other
and therefore a race-condition exists between pixel reads and updates. In this
work, three strategies were used to circumvent this problem, which are shortly
outlined in the following. The first strategy is a temporary storage strategy.
Each processing element reads the needed pixel values to its private memory,
and stores its result in local memory. A subsequent kernel reads this temporary
memory chunks and combines them together into global memory. This strategy
is possible, if the end result in global memory is a commutative combination of
the results in local storage, such as a simple addition, multiplication or averag-
ing. The second strategy is the usage of masks. The dimension of an image is
expanded by one or more dimensions that are used to store intermediate values.
The first kernel only reads values from the image and marks the pixels in which
there is a change to be applied in the mask. A subsequent kernel reads only
the masked values and writes back the updated values to the original image.
This strategy can be applied, if the application of the first kernel leads to a
sparse distribution of pixels in the mask, so that the constraint of non-locality
is no longer true for the second kernel, e.g. an algorithm that finds exclusive
maxima in a pixel neighbourhood. The downside in using this strategy is, that
writes and reads to the same image in one kernel are not always supported and
memory usage goes up as an additional image has to be used as source or des-
tination respectively. The third strategy is to use synchronisation primitives
offered by OpenCL. This strategy is not used in this work as it only allows
synchronization between work-items inside the same work-group and not over
multiple devices and therefore is a lot harder to scale up.
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5.3.2 Iterative mean

When a set of n measurements xk is given, the empirical mean of the values is
simply

x̄ =
1

n

n∑
k=1

xk. (5.2)

Furthermore, the empirical standard deviation σ is defined3 via this mean as

σ =

√√√√ 1

n

n∑
k=1

(xk − x̄)
2
. (5.3)

However the calculations of both these equations require an a priori knowledge
of all xk for the calculation. In a setup, where values are continuously arriving,
as given in most long exposure imaging applications, an iterative replacement of
Equation 5.3 is needed. One possible iterative formulation of the two equations
above is

x̄k+1 = x̄k +
xk+1 − x̄k
k + 1

(5.4)

and

σ2
k+1 =

k · σ2
k + (xk+1 − x̄k)(xk+1 − x̄k+1)

k + 1
(5.5)

respectively. There is a more intricate problem with these two iterative formu-
las. Especially for a large number of datapoints, the update in each iteration
step tends to get relatively small in comparison to the end result. When using
simple floating point arithmetics as implemented in most programming envi-
ronments, this error accumulates quite fast. A formula that circumvents this
problem is given in [Knuth, 1997](section 4.2.2 eq. 15 f.):

M1 = x1 Mk = Mk−1 + (xk −Mk−1)/k (5.6)
S1 = 0 Sk = Sk−1 + (xk −Mk−1)(xk −Mk) (5.7)

with
σn =

√
Sn/n (5.8)

for 2 ≤ k ≤ n. Note, that Equation 5.8 was adapted to conform with Equa-
tion 5.3.

5.3.3 Floating point precision

Another possible source of error is floating point precision and its implemen-
tation in OpenCL. In the compile step of a kernel, some optimisations are
applied, that are implementation specific and may vary between hardware ven-
dors. This optimisations can in some rare cases lead to different results in
simple mathematical operations that can be optimised at compile time. One
of these exampled will be presented here. Assume at some point in a program
this code

3Note, that there is another definition, using n − 1 in the normalizing fraction. This is
the unbiased estimate of the underlying population, the random samples xk are drawn from.
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1 x = 3
2 y = x∗x
3 z = sq r t ( y )

is executed. The value of z after this code block is assumed to be equal to the
value of x. However, calculating the square root of any number might lead to
numbers that have no exact representation in finite length decimal numbers.
Even worse, some decimal numbers have no exact representation in floating
point data types. Therefore the above code might lead to numerical errors. A
possible compiler optimisation in this case is to take the absolute value of x
instead of calculating the square root of a square, which leads to an exact value
in cases where x can be represented exactly in the chosen data type. The loss
of precision is an intrinsic problem of floating point mathematics and cannot
be circumvented in general. The problem that can be circumvented is having
different numerical output if the same code is run on different devices. One
possible way to achieve this is to completely turn off compiler optimisations
which has extensive consequences in performance degradation. The approach
in this work was to make sure, that all different computing devices are run
under the same implementation and therefore the same compiler can be used
for each device. To minimise the errors arising from floating point operations,
all calculations on the device are done with double precision wherever possible.
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Chapter 6

Super Resolution

6.1 Introduction

As described in section 3.3, there seems to be an intrinsic limit in resolution
to any optical system, either being the diffraction limit or being the charac-
teristics of single components of the system which are combined in the General
Material Transfer Function (GMTF). But this statement does not hold
true for all imaging systems. In the early years of the 20th century, fluorescence
microscopy has been discovered and further developed. This technique is based
on light of a specific wavelength that excites fluorescence and therefore emission
of a different wavelength. The resulting image can show structures, which are
not resolvable by simple diffraction limited systems. Several other techniques
have been developed that find other or more sophisticated ways of circumvent-
ing the resolution limit. These techniques are collected under the term super
resolution to emphasize, that structure sizes below the classical resolution
limit can be resolved. In this work, the main focus is imaging with X-ray and
neutron sources, so the application of this super resolution techniques to
this imaging modalities is of main interest and will be discussed in this chapter.
Before that, the most common imaging techniques in the super resolution
domain will be presented together with a discussion of resolution in these ap-
plications.

6.1.1 STED

In 2014, the Nobel prize in chemistry was shared by three different scientists
for their recent work in the development of super resolution microscopy
using stimulated emission: Stefan Hell, W.E. Moerner and Eric Betzig.
The method they developed is known under the term STimulated Emission
Depletion (STED)-microscopy. The basis for STED is a concept called RE-
versible Saturable OpticaL Fluorescent Transitions (RESOLFT). Incident light
can not only excite molecules which then relax via fluorescent emission but
also stimulate emission itself. An important characteristic of this stimulated
emission is, that its wavelength is equal to the incident light. This is not true
for fluorescent light and therefore light stemming from those different processes
can easily be discriminated using e.g. a beam splitter such as a dichroic mir-
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ror. Furthermore, it is important, that the process of excitation and stimulated
emission is reversible and can be repeated several times. If a part of the flu-
orescent states of molecules inside the sample are excited by light from the
excitation beam, this process follows the diffraction limit [Hell and Wichmann,
1994]. A second beam (referred to as STED-beam) can now be used to stimulate
emission in those molecules. The shape of the STED beam can be chosen to
have a minimum in the middle, which leads to a small spot inside the sample,
where stimulated emission is not happening. This small spot is still excited
and can cause fluorescent emission. The two incident light beams are then ras-
terised over the whole sample to record the full image. The resulting resolution
follows to be

∆d ≥ λ

2n sin(α)
√

1 + I
Isat

, (6.1)

where Isat is the saturation intensity at which the fluorescence of a molecule is
suppressed with a probability of 0.5 [Hell, 2005]. The approach of Betzig is a
little different as light with different wavelength is used together with switchable
fluorescent molecules but in principle is based on the same idea [Betzig et al.,
2006]. An example of the resolution gain from STED over confocal microscopy
is illustrated in Figure 6.1.

Figure 6.1: Comparison between the resolution of confocal microscopy
and gated STED (gSTED) of a tubulin sample. The elongated structures
are microtubuli with a diameter of ≈ 20 – 30 nm. Courtesy of PicoQuant
[PicoQuant, 2018].
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6.1.2 STORM and (F)PALM

The main problem regarding resolution is overlapping of the PSFs from multi-
ple light sources in the object plane. If objects are further away from each
other than the distance defined by the resolution criteria above, they can
be resolved as single objects. Furthermore, if the PSF of the single light
source is known, it’s exact position can be reconstructed from the PSF via
simple deconvolution or fitting. This essential sparsity of light sources is in
STED provided via the scanning approach in the spatial domain. The meth-
ods under the terms (Fluorescence) PhotoActivated Localization
Microscopy ((F)PALM) and STochastic Optical Reconstruction
Microscopy (STORM) make use of the fact, that this sparsity of light sources
also can be provided in the temporal domain. If at any given exposure of an
image only a small enough subset of fluorescent centres in the object are acti-
vated, their PSFs do not overlap in the image plane and therefore their exact
position can be fitted with a resolution below the diffraction limit and below
the FWHM of the GMTF of the system. If this is repeated several times with
different subsets of light sources, a super-resolution image can be calculated
simply as an addition of all these subsets. The main difference between STED
and STORM/(F)PALM is, that the former is a scanning approach, while in the
latter multiple light sources can be captured at once, which is typical for wide-
field applications. There is no difference between (F)PALM and STORM in
the regard, that both techniques rely on the temporal sparsity of fluorescence
events, however the way how this is achieved chemically and structurally is dif-
ferent, which is treated in detail elsewhere [Huang et al., 2008], [Huang et al.,
2012], [Knorpp and Templin, 2009], [Rust et al., 2006].

6.1.3 Resolution

In contrast to classical, optical microscopy, the PSF no longer dictates the
overall achievable resolution in super resolution techniques but rather
the achievable resolution is dependent on the knowledge one has about the
PSF and the possibility to reverse its effect on image formation. Therefore,
resolution becomes a statistical problem, where the precision depends on signal
statistics and the Signal to Noise Ratio (SNR) of the imaging system [Passon
and Grebe-Ellis, 2016]. Furthermore, for different emitters that are localized
via fitting, there might be different fitting precisions due to different signal
statistics and the underlying luminescent properties of the sample. This leads
to the image formation description as a convolution with a single PSF to hold
true no longer. Ram et al. have established a stochastic framework to define a
Fundamental REsolution Measure (FREM) that is applicable to single
molecular imaging and super resolution techniques in general. They give
an analytical expression for the FREM, that gives the best-case estimate of
achievable localisation precision dependent on the distance d of two point light
sources as

δd :=
1√

4πΛ0 · (t− t0)Γ0(d)
· λ

NA
, (6.2)

where λ is the wavelength of the photons emitted by the light sources, NA is
the numerical aperture Λ0 is the photon detection rate of one single emitter,
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[t0, t] is the acquisition time interval and Γ0(d) is defined as

(6.3)
Γ0(d) :=

ˆ
R2

1

J2
1 (αr01)

r2
01

+
J2

1 (αr02)

r2
02

((
x+

d

2

)
J1(αr01)J2(αr01)

r3
01

−
(
x− d

2

)
J1(αr02)J2(αr02)

r3
02

)2

dxdy,

with Jn denoting the n-th order Bessel function of the first kind and

α =
2πNA

λ

r01 =

√(
x+

d

2

)2

+ y2

r02 =

√(
x− d

2

)2

+ y2.

This definition is in analogy to the Abbe limit a theoretical limit in absence
of noise and therefore a lower limit to the achievable resolution. From this
result it is possible to derive an analytical expression for the Practical
REsolution Measure (PREM), which takes the pixelsize of pixelated de-
tectors into account as well as additional noise sources. [Ram et al., 2006][Ram
et al., 2007]

6.2 Application to particle detection

In a classical particle detection setup, the convolution approach of image forma-
tion holds true. Therefore, the resolution is mainly determined by the detection
element with the largest PSF. As described in the section above, this formalism
can be circumvented by super resolution techniques. In this section, the
applicability of super resolution techniques to the case of particle detec-
tion with pixelated detectors will be discussed. The discussion will be done for
X-ray detection systems, but most results are applicable to neutron detection
as well with the exception of intrinsic scintillator resolution.

6.2.1 Boundary conditions

super resolution as described above deals with detection of single, fluores-
cent molecules as emitters. In a particle detection setup, the interaction of the
detected particle with the scintillation screen takes the place of the fluorescent
molecule. Therefore two constraints can be established. The first constraint is
to be able to detect two distinct particle-scintillator interactions, which will be
referred to as the constraint of separability. The second and more fundamental
constraint is, to actually detect a single particle interaction at all. The best
case scenario of the first constraint of separability can be quantified using Equa-
tion 6.3. This equation is dependent on the numerical aperture NA, the photon
count of the light source, the emitted wavelength λ and the quite complicated
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Γ0(d) function. According to Derenzo et al. the scintillator with the highest
light yield per incident X-ray photon to the time of this writing is LuI3:Ce with
up to 115 000 photons/MeV at an emission wavelength of λ = 522 nm [Glodo
et al., 2008], [Derenzo et al., 2017]. At a typical medical X-ray energy of about
60 keV this leads to a scintillator light yield of 6900 photons per interaction. For
these ideal values, Equation 6.3 yields a FREM of 1.02 – 3.33 nm for distances of
the particle-scintillator interactions of 500 – 10 nm. This result confirms, that
in theory a separation of particle-scintillator interactions is possible down to a
few nanometres. However this result neglects the complex interdependencies
between several parameters in a practical setup that will be discussed in the
next section.

6.2.2 Parameter dependencies

The discussion of parameter dependencies will be done along the light path
from the source towards the detector.

Particle source

The source flux will determine the number of particle-scintillator interactions
per time. In a super resolution setup, the events have to be separated
in the temporal domain or in the spatial domain. The boundary condition in
the spatial domain is given by the separability criterion in the section above.
The spatial separation is dependant on the time resolution of the scintillator
together with the readout speed of the detector. These numbers will together
determine the image statistics of the super resolution image and therefore
have an influence on the acquisition time of the whole system. The spectrum
of the source will on the one hand determine the possible imaging applications
regarding the penetrable materials and thicknesses. On the other hand the
spectrum will have an influence on the scintillator choice, as particles with
higher energy require a higher stopping power and therefore either a higher
atomic number or a higher scintillator thickness. Furthermore, a higher particle
energy leads to a higher light-yield in a particle-scintillator interaction.

Scintillator

As already mentioned the scintillator choice depends on the source in the re-
gards of stopping power. The thickness of the scintillator is limited by the
depth-of-field of the optical elements behind the scintillator as defined in Equa-
tion 3.14. A thinner scintillator will limit the stopping power and therefore have
an influence on the available source spectra as well as the detection efficiency.
A thicker scintillator will in general have a lower scintillator resolution and
furthermore negatively influence the SNR as out of focus planes in the scintil-
lator add to background noise. The choice of scintillator material furthermore
depends on the mechanical characteristics which can limit the lowest achiev-
able thickness and furthermore powder scintillators start to loose scintillation
properties when manufactured in very thin layers. Some scintillation materials
are hygroscopic, meaning that they need an encasing to ensure their proper
function over longer periods. Furthermore the emission wavelength of the scin-
tillator should be in a region where the optics have a high transmittance and
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the detector has a high quantum efficiency. In these boundaries the scintillator
should have the highest possible light yield per particle-scintillator interaction.
With a substrate-mounted scintillator the light yield is optimal, when the re-
fractive index of the scintillator is matched to this of the substrate. In an
immersion configuration this should also be close to the refractive index of the
immersion liquid.

Optics

The highest light yield is achieved, when the entry-piece of the optics has the
largest possible NA. Typically high NA is only available in high-magnification
or immersion objectives. These two factors together with the emission wave-
length determine the useful scintillator thickness according to Equation 3.14.
The magnification defines the field-of-view of the system together with the
pixel-size of the detector. The optics should have the highest possible trans-
mittance in the region where the scintillator has its emission peak to achieve
the best possible sensitivity of the whole setup.

Detector

The detector should have the best quantum efficiency in a regime where the
scintillator emission is maximal. The pixel-size and numbers of pixels defines
the sampling on the detector plane and therefore the usable magnification of
the optics and the field of view. Readout speed of the detector is essential for
the temporal separation of events and therefore is a limit to count rate, im-
age statistics and overall exposure time. The most important factor is readout
noise. This defines the lower limit of single event detectability and furthermore
limits the statistical precision and with this has an influence on the PREM.

These dependencies show, that the optimisation of a super resolution
system has to be done in a very complex multidimensional parameter space.

6.3 Light yield

In order to calculate the light from one X-ray photon in the scintillator, that
reaches the camera the following calculation is done. All scintillation photons
from one interaction are assumed to be irradiated homogeneously on a sphere
with the surface of the sphere being

Asphere = 4πr2, (6.4)

where r is the radius of the sphere and therefore the distance from the scintil-
lation center. The formula of the surface of a spherical cap is given by

Asphere,cap = 2πrh = π(a2 + h2), (6.5)

where a is the radius of the circular ground plane of the spherical cap, h is the
height of the spherical cap and r is the radius of the sphere as also shown in
Figure 6.2. The spherical cap corresponds to the light emitted by a scintillation
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Figure 6.2: Schematic drawing of the variables needed to describe a
spherical cap. Illustration by Wikimedia user Ag2gaeh, published under
creative commons license BY-SA 4.0 [Wikimedia Commons, 2015].

centre into a cone with opening angle θ0. With the transformations

a = r sin(θ0), h = r(1− cos(θ0)), (6.6)

Equation 6.5 becomes

Asphere,cap(θ0) = 2πr2 · (1− cos(θ0)). (6.7)

The percentage of light emitted in this cone relative to the whole sphere is

Asphere,cap

Asphere
=

(1− cos(θ0))

2
. (6.8)

This opening angle of the light cone can be limited by two different boundaries.
On the one hand, total reflection on material boundaries can occur, for example
between scintillator and substrate material due to their different index of re-
fraction. On the other hand the opening angle can be limited by the numerical
aperture and the entrance aperture of the optical system. Both cases involve
calculations for optical beam paths using Snell’s law:

n1 sin(θ1) = n2 sin(θ2). (6.9)

This law connects the two angles of refraction inside two media with their
indices of refraction. In the case of the second angle being perpendicular to
the normal of the surface, the incident angle is called critical angle, because all
light coming in with larger angles will be completely reflected. The equation
for the critical angle becomes

θcritical = arcsin

(
n2

n1

)
. (6.10)

In all cases regarded for the presented system, the numerical aperture is a
stricter limit than the critical angle. The numerical aperture NA is defined
with the index of refraction n of the medium in which the optical system is
working and its maximum possible opening angle θopening to be

NA = n sin(θopening). (6.11)
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Inversely, an optical system, working in air, with a given NA accepts light in a
maximum opening angle of

θopening = arcsin(NA). (6.12)

This can be translated to an opening angle in the scintillation material by appli-
cation of Equation 6.9. Depending on the exact composition of the scintillator,
it is possible to have different materials in the optical beam path and Equa-
tion 6.9 has to be applied multiple times. As the scintillator in the presented
case was produced on a substrate and the scintillator could be placed with the
substrate towards source or detector, this two cases were treated differently.
The calculation is shown exemplary for the latter case. The angle θsubstrate

inside the substrate can be calculated as 1

θsubstrate = arcsin

(
NA

nsubstrate

)
. (6.13)

In this case, the visible opening angle inside the scintillator can be calculated
with

θscintillator = arcsin

[
sin

(
θsubstrate ·

nsubstrate

nscintillator

)]
. (6.14)

Putting this angle into Equation 6.8, one can calculate the percentage of light
that can be captured from an isotropic emitting scintillator with an objective
with given NA.

If light traverses a boundary interface between two media with different in-
dices of refraction, there can also be a loss of light due to reflection. After the
Fresnel equations, the strength of reflection depends on the angle and polar-
ization of the incident wave and two cases for s-polarization and p-polarization
are distinguished. The respective reflectance is given as

Rs =


n1 cos(θ)− n2

√
1−

(
n1

n2
sin(θ)

)2

n1 cos(θ) + n2

√
1−

(
n1

n2
sin(θ)

)2


2

(6.15)

and

Rp =


−n2 cos(θ) + n1

√
1−

(
n1

n2
sin(θ)

)2

n2 cos(θ) + n1

√
1−

(
n1

n2
sin(θ)

)2


2

(6.16)

and for unpolarized light the effective reflectance is the average of these two.
To account for the reflectance for rays under different angles, first an array
of equidistant angles is calculated. For each ray in this array, a ray-tracing
calculation of refraction and reflection at each interface is done iteratively. The
resulting reflection coefficients for each ray are averaged to yield an effective
reflection coefficient for the complete beam profile.

1This is not true for immersion optics, as the index of refraction of the immersion medium
is neglected in this formula.
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6.3.1 Detector plane

With the results from the above section, an estimation for the amount of light
that reaches the scintillator is given. In most cases, where the PSF has to be
fitted in order to achieve super resolution, the PSF can be approximated
as a Gaussian function without loosing fitting precision significantly [Quirin
et al., 2012] [Stallinga and Rieger, 2010]. Its shape can then be described via
the two-dimensional Gauss-function

G(x, y) = A · exp

−( (x− x0)2

2σ2
x

+
(y − y0)2

2σ2
y

) , (6.17)

where A is the amplitude, x0 and y0 are the coordinates of the center and the
σ are the standard deviations in each direction. The indefinite integral over
the whole plane can be evaluated to be

∞̂

−∞

∞̂

−∞

G(x, y) dx dy = 2πAσxσy, (6.18)

which corresponds to the total number of recorded photons. To determine
the values for the free parameters in Equation 6.17, the values for σ can be
calculated. If a Gaussian function is taken into account, the FWHM and the
standard deviation are connected via

FWHM = 2 ·
√

2 ln 2σ. (6.19)

When determining the resolution of an optical system, the PSF can be taken
as a limiting factor. The PSF defines the spread of a point source through an
optical system. Objects with a distance lower than the FWHM of the PSF can
not be optically separated because of their overlapping PSFs. In reverse, if the
PSF is known and estimated to be in the shape of a Gaussian function, the
resolution of a setup is equally connected to the σ of Equation 6.17. Koch
et al. defined an equation for the resolution R of an optical system, where a
microscope with an numerical aperture NA is looking onto a scintillation plane
with the thickness z to be

R =

√(
p

NA

)2

+ (qzNA)
2
, (6.20)

where the parameters p and q are found via fitting of numerically simulated
resolution curves and in the case of the FWHM are p = 0.18 µm and q = 0.075
[Koch et al., 1998]. The calculated parameters can then be used to model
the signal on the detector plane. To calculate the amount of light each pixel
on the detector plane sees, the signal has to be integrated over the area of a
pixel. The integration of a two-dimensional Gaussian function over rectangular
areas is non-trivial and has to be done numerical. For this task, a python
implementation of the 7th degree Stoud formula C2 : 7 − 3 was used [Stoud,
1971]. A short overview of this principle is given in section A.1. The results of
this calculation are included in Table 6.1. An important relation is as following:
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The expected number of counts inside a region of ±xµ around the mean value
of a Gaussian function can be calculated as

erf(
x√
2

), (6.21)

with erf being the error function, defined as

erf(x) =
2√
π

xˆ

0

exp(−t2) dt. (6.22)

If the standard deviation is known in terms of the pixel size, one can there-
fore calculate the needed area on the detector to capture a certain fraction of
incident photons.

6.3.2 Best case scenario
The calculation of the highest possible light yield is done with the aforemen-
tioned LuI3:Ce scintillator at X-ray energies of 60 kV. This corresponds to an
initial light production of 6900 photons. As the index of refraction is not yet
consistently documented in literature, it was set to nScintillator = 1.84 and used
with the same substrate as in the real application example mentioned below
with nSubstrate = 1.45. The results of this calculation are given in Table 6.1.

Table 6.1: Light collection efficiency for the different objectives.
Listed are the objective ID as in Table 6.2, values for the maximal cap-
turing angle at the objective entrance αentry, the corresponding opening
angle in the scintillator material αscin, the transmission T with Fresnel
reflection and the total capture ratio for all effects combined. Using
the scintillator yield, the numbers of photons, that can be captured per
one 60 kV gamma are calculated for an ideal case as described in subsec-
tion 6.3.2 and for a real example as described in the following sections.
Additionally the calculated standard deviation σ as mentioned in sub-
section 6.3.1 is given. For objective 5 the light yield is calculated in
immersion oil with n = 1.515.

ID αentry (°) αscin (°) T (%) Capture
ratio (%) Nideal Nreal σ (pixel)

1 14.48 7.81 95.27 0.44 31 3 0.205
2 26.74 14.16 95.24 1.45 100 11± 1 0.342
3 48.59 24.05 94.88 4.12 285 31± 1 0.931
4 64.16 29.28 93.82 5.99 414 45± 1 1.096
5 59.10 44.95 97.44 14.24 983 107± 3 1.560

6.3.3 Practical scenario
According to the aforementioned boundary conditions, the parts of the system
were chosen as following. As an X-ray source, the MCBM 65B-50 Mo from
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Table 6.2: A list of the used objectives together with their most impor-
tant characteristics: Magnification M , numerical aperture NA, work-
ing distance wd and depth of field dtot, which is calculated according to
Equation 3.14 for a wavelength of 545 nm and a pixel size of 16 µm

ID M NA wd (mm) dtot (µm) Manufacturer

1 10 0.25 4.4 15.12 Carl Zeiss
2 20 0.45 0.51 4.47 Carl Zeiss
3 40 0.75 0.66 1.50 Nikon
4 40 0.90 0.30 1.12 Nikon
5 40 1.30 0.2 0.95 Olympus

RTW with a peak voltage of UPeak = 65 kVp and a molybdenum target was
chosen. To match the effective energy, as mentioned in the following section,
and the focal depth of the desired microscope objective a LuAg:Ce screen from
CRYTUR with a thickness of d = 15 µm on a quartz substrate with d =
170 µm was chosen. The light yield of this scintillator is reported to be up to
12 500 photons/MeV [Mares et al., 2004] which gives a light production of 750
photons per 60 kV gamma. Furthermore, this scintillator has a high stopping
power and can be produced with the desired thickness to fit into the focal depth
of a wide range of microscope objectives. The detection system is a Andor
iXon Ultra EMCCD with a very high frame-rate at a very low readout noise.
The calculation of light yield was done for each objective through all layers in
the scintillator-substrate complex for both possible directions. As the forward
case, with the scintillator layer being closer to the detector than the substrate
layer, shows a better light yield, the forward case is chosen for the setup and
the calculated values are shown in Table 6.1. For completeness, the results of
the calculations for the reverse case can be found in section A.2. The results
from this calculations will be further decreased by the effects of a polychromatic
spectrum as mentioned below.

Mean energy

As the experiments with X-ray radiation in this work were all done at labora-
tory X-ray sources, the underlying spectrum is always a broad, polychromatic
spectrum showing both characteristic peaks at the anode material X-ray emis-
sion lines and a broad bremsstrahlung spectrum. In order to facilitate calcula-
tions, the mean energy of the spectrum was defined. If a distribution of values
is sorted into bins, with the centres of the bins being the values xi and their
corresponding frequency of occurrence is yi, a simple weighted mean can be
calculated to be

meani =

∑
i

(xi · yi)∑
i

yi
. (6.23)

In order to calculate the mean energy of the spectrum in use, the spectrum was
measured with an Amptek XD-123 X-ray spectrometer. The spectrometer
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was placed at the position of the scintillator screen and the spectrum of the tube
running at the maximum voltage of Upeak = 65 kVp and the minimum current
of A = 0.5 µA was measured for five minutes. The resulting measurement is
given in counts over detector bins. This measurement was calibrated linearly
with the two characteristic peaks of molybdenum at 17.4 keV and 19.6 keV
and verified with the small fluorescent peak of the detector at 25 keV. The
signal, plotted in Figure 6.3, shows, that the detector is prone to pile-up in
the high energy bins above 65 keV. All values above that peak tube voltage
were neglected for the calculation, which results in a mean energy of Emean =
15.2 keV.
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Figure 6.3: Spectrum of the molybdenum X-ray tube at 65 keV. The
vertical red line marks the mean value of 15.2 keV.

Energy dependent light yield

The mean energy of the spectrum as defined and calculated in section 6.3.3 is
given to 15.2 keV. According to the measurements of [Chewpraditkul et al.,
2009], the scintillator light yield does depend non-linearly on the incident ra-
diation and at the mean energy is 75 % of the photon yield of LuAG:Ce at the
662 keV photo-peak. This results in a light production of 143 photons per in-
teraction at the effective energy of the system and a total count of 20 captured
photons for the objective with the highest capture ratio.
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6.4 Calculated pixel counts
To get the estimated photon count each detector pixel sees, the PSF on the
detector plane is integrated over the area of the underlying detector pixels.
Depending on where the center of the PSF is placed relative to the pixel matrix,
the light spread to the neighbouring pixels is different. In an ideal case, the
PSF is exactly centred over one pixel, and the light spreads evenly onto its
nearest neighbours. In a worst case scenario, the peak of the PSF is exactly in
the point where the corners of four adjacent pixels meet. All positions of the
PSF relative to one single pixels are situated between those two extreme border
cases, which were representatively chosen because of their inherent symmetries.
The resulting integration areas for the calculation are shown in Figure 6.4 and
the resulting pixel counts for three selected cases are shown in Figure 6.5.

a) b)

Figure 6.4: Placement of integration areas for the PSF in a best case
scenario a) and a worst case scenario b). The ticks on the axis are 0.5
in arbitrary units, so that each pixel has one unit area. The grey pixels
are the central pixels, the blue pixels the edge pixels and the red pixels
the corner pixels. Note that figure b) has four central pixels. In both
cases, the PSF is centred over the origin.
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Figure 6.5: The numerical results of integrating a PSF according to the two scenarios described
in Figure 6.4, rounded to two decimals. Each subfigure corresponds to one objective, where the
top row gives the best and the bottom row the worst case scenario. The first and second
columns give the values for the LuI3:Ce scintillator at a wavelength of 545 nm at 60 kV (first
column) and the effective energy of 15.2 kV (second column). The third and last column give
the values for LuAg:Ce at a wavelength of 545 nm and a energy of 60 kV (third column) and the
effective energy of 15.2 kV (last column).
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6.5 Results and discussion

From the simulated detector counts, it is evident, that in the case of a real
setup at the effective energy the expected photon count is around 1 even with
the highest NA immersion objective. Even with an assumed quantum effi-
ciency of 1 and no further loss of light inside the optical system, this is below
the detection limit of the detector in use, as can be seen in the column for
CCD sensitivity in Table 4.1. In the case of the LuAg:Ce scintillator at X-ray
energies of 60 keV (third column of Figure 6.5), the signal is detectable with
the conventional amplifier in terms of sensitivity, but the single pixel noise is
too high to discriminate the signal over the noise. The overall pixel count in
the LuI3:Ce scintillator is overall higher. At the mean energy of 15.2 kV, some
objectives lead to photon counts over the detection limit, which can be seen in
the second column of Figure 6.5. With objective 1, the expected photon counts
are right below the detection level and starting with objective 2, the central
pixel has photon counts right above the detection level. However, this is not
enough to calculate the centroid of the PSF needed for super resolution.
With the other objectives, more pixels show expected photon counts above the
detection limit but another problem arises. A simple estimation of the expected
fitting precision can be given by the ability to discriminate between the best
and the worst case scenario of pixel counts. Even this coarse discrimination is
not given, as the differences of expected pixel counts between worst and best
case scenario lie inside the readout noise for the conventional amplifier and in-
side the sensitivity for the EM amplifier and therefore cannot be resolved. The
pixel count for the theoretical case of the LuI3:Ce at X-ray energies of 60 keV
(Figure 6.5 leftmost column) is high enough to be detected even with the EM
amplifier and therefore readout noise can be neglected as the gain of the EM-
CCD can be used. Furthermore, the dynamic range in the difference between
the worst and the best case scenario look promising to allow for a discrimination
of these cases which is the precondition for the fitting step for resolution. This
leaves two possible approaches to enable STORM super resolution with
thin films and pixelated detectors. The first approach is going to scintillators
with higher light yields. The theoretical light output of LuI3:Ce is high enough
to match the detectability criteria. To the time of the writing of this work, this
scintillator was not yet commercially available and the academically produced
samples do not yet match the high criteria of high resolution imaging thin film
screens especially when it comes to producing the needed very low thicknesses.
The other approach is going to higher energies of the incident radiation as this
increases the light yield. Increasing the energy of a setup is not trivial, as
the stopping power of the scintillator decreases with increasing energy. As an
example, the absorption coefficient of LuI3:Ce at an X-ray energy of 60 keV is
approximately µ = 3543 m−1. With the Lambert-Beer law

I0 = Id · e−µd, (6.24)

where I0 is the intensity of the incident radiation, Id is the intensity of radiation
after travelling through a material with the thickness of d and an absorption
coefficient of µ, the amount of radiation that is captured by a scintillation,
and therefore available to produce scintillation light, can be calculated as the
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difference
1− e−µd. (6.25)

For the exemplary case, this leads to an attenuation of the incident radiation
of approximately 5.18 %.

Imaging speed

So far, the pixel count based on one single interaction of an X-ray photon with
the scintillator has been discussed. A very big challenge is the readout speed of
a STORM system. The highest density of events that can be registered is given
by the extend of the PSF on the detection plane and therefore is dependent on
the numerical aperture of the microscope objective. The separation of events
in the same image has to be larger than the FWHM of the underlying PSF and
therefore even in the low NA cases not more than one event per array of 3 pixels
in each dimension can be captured. To get a super resolution image with
half the effective pixel size in each dimension, this leads to a fourfold increase of
sub-pixel count and in this example to 36 sub-pixels that can capture at most
one event per image. In the discussed application, the camera can record 59
images in one second, which is referred to as the frame-rate. This means, that
in this example a maximum of approximately 1.64 events per second per sub-
pixel can be captured, which results in an acquisition time of approximately
156 seconds for an image with a dynamic range of 8 bits. This is a very low
capture rate even in comparison to intrinsically low-flux applications as neu-
tron imaging.

In neutron imaging, the same problem exist, but will be described from the
source perspective: The ANTARES beam-line described in chapter 7 has a
capture ratio of approximately 1 neutron per second and square micron. With
a pixel size of 16 µm and a super resolution with half the physical pixel
size in each dimension, the virtual pixels would have an area of 64 µm2, cor-
responding to approximately 64 counts per second. For a dynamic range of 8
bits, the needed 256 counts in this setup could be collected in 4 seconds. To be
able to discriminate these events in the temporal domain and to be able to do
the super resolution fits, not more than one event is allowed to be cap-
tured on a sub-area comprising three by three pixels. With the aforementioned
factor-two super resolution, the needed frame-rate f of a camera is the
number of events per second times the pixel area times the number of super
resolution sub-pixels and in this case equals to

f =
64

s
∗ (3 ∗ 3) ∗ 4 = 2304fps. (6.26)

The frame-rate of the cameras used in this work is way below this limit when
imaging the full sensor without binning. The possibility to go to higher frame-
rates is given when going to smaller FOVs. This means, that the needed frame-
rates have to be traded against the achievable FOV which essentially makes
the STORM approach only possible in scanning mode, with additional overhead.
The needed frame-rate also is an estimate of frames to be taken per super
resolution projection per second. In the example mentioned above, one
projection with a dynamic range of 8 bits would result in over 9000 frames as
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raw material for one super resolution image. For an image with a region
of interest in the size of 1024x1024 pixels, the resulting uncompressed raw data
would amount to approximately 9 GB.

All the above considerations show, that unless a way is found to increase the
light yield about one to two orders of magnitude, the STORM approach to
super resolution with thin film screens and pixelated detectors is unfeasi-
ble. However, recently two other approaches to achieve super resolution
in X-ray imaging have been investigated, which will be shortly discussed in the
next section.

6.6 Outlook
The problem of the detection of very low light levels is well suited for single-
photon counting and charge-integrating hybrid detectors. In these detector
type, the incident X-rays are directly converted to a charge cloud, which can
then be electronically read out. Incident X-ray photons produce numerous
electron-hole pairs in a layer of silicon which are accelerated towards the read-
out by the application of an electric field. This process is prone to diffusion
and results in the distribution of the readout signal over the pixels in the neigh-
bourhood of the pixel that experienced the primary interaction, which is known
under the term charge sharing. This charge sharing process can be exploited to
calculate the interaction point of the incident particle with sub-pixel precision,
which has been demonstrated by Cartier et al. However, this approach suffers
from a low field of view as well as even lower capture speeds in comparison to
the EMCCD approach that result in an exposure time of approximately 1440
seconds for a super-resolution image with a virtual pixel size of 1 micron and
the aforementioned dynamic range of 8 bits [Cartier et al., 2016].

As mentioned above, another possibility to reduce the PSF is by using STED.
Alekhin et al. have recently shown a proof of concept, that STED can also
be used on an X-ray scintillator in order to achieve super resolution to-
gether with thin film X-ray imaging [Alekhin et al., 2017]. In principle, the
STED beam was used to deactivate an X-ray scintillator everywhere but in a
small active region inside the minimum of the STED beam. Effectively this
limits the PSF of the X-ray interaction in the scintillator to this active area.
However, this is a scanning approach, which is inherently different to the other
described approaches, being full-field techniques.

As a conclusion, the principles of super resolution techniques can be
transferred into X-ray imaging and will enable new imaging applications such
as G2-less grating interferometry in the near future. The main challenges are
the readout speed and light collection efficiencies which are intrinsic in the
STORM and STED case and subject to technical development in the case of
super resolution imaging with charge-integrating hybrid detectors.
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Neutron Radiographies

In this chapter, the setup for neutron radiographies used for this work will be
introduced. Some image processing techniques will be introduced and shown
along with examples.

7.1 Setup

All neutron imaging experiments in this work were done at the Heinz Maier-
Leibnitz Zentrum (MLZ) in Garching, Germany either at the advanced neu-
tron tomography and radiography experimental system ANTARES or the
NECTAR facility inside the research neutron source facility Forschungs-
Neutronenquelle Heinz Maier-Leibnitz (FRM II). The neutron source
itself is a nuclear fission reactor running on one single nuclear fuel element
which runs on an average power of 20 MW in cycles of a maximum of 60 days.
Besides the fuel element and the moderator tank, the reactor pool holds several
secondary sources that can be used to convert the neutrons from the hadronic
cascade either to neutrons with different energies or positrons. A schematic
drawing of the reactor is shown in Figure 2.1. The experiments are placed at
the end of the neutron beam guides and work with different secondary sources.

7.1.1 ANTARES

Neutron source

The experiment ANTARES is supplied with cold neutrons from a secondary
neutron source with a 20 l tank of deuterium with a temperature of about
25 K [Calzada et al., 2009]. The cold neutrons are fed into the first chamber
of the hutch of the experiment via neutron beam guides. The first chamber
holds space for beam- and spectrum shaping devices, amongst them being a
mechanical velocity selector, a double crystal monochromator or interference
gratings for grating based phase contrast imaging [Schulz and Schillinger, 2015].
An additional pinhole allows for different spot sizes and thus corresponds to a
difference in the flux at the sample positions. The largest pinhole corresponds
to an L/D = 200, where L is the detector-source distance and D is the source
size, with a resulting neutron flux of 4× 108 n

cm2s .
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Sample stage

The ANTARES experiment has two distinct measuring chambers, situated one
behind the other in the direction of the travelling beam. The difference is,
that in the rear chamber, the beam divergence leads to a bigger usable field
of view. All experiments in this work have been done in the front chamber,
as indicated in Figure 7.1. The sample stage itself is an XY-Phi-table with a
travel range of x = 800 mm, y = 600 mm and an additional 360° rotation axis
for tomographies, that can carry a sample weight of up to 500 kg.

Figure 7.1: Schematic drawing of the ANTARES experiment inside FRM
II. The blue area marks the beam shaping chamber, red and green mark
measuring chambers 1 and 2. The hatched area in chamber 1 marks the
position of the sample stage, approximately 8 m away from the beam entry
into the hutch. The beam direction is shown with the white, dotted
arrows. Adapted from [Calzada et al., 2009].

Detector system

The detection system of ANTARES is a modular system consisting of a cam-
era box with an entry window that can be fitted with different scintillation
screens. A neutron beam is able to dope semiconductors and therefore of do-
ing irreversible damage to semiconductor devices such as (EM)CCD cameras.
Therefore, the camera box is fitted with a mirror system, to be able to place
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the camera outside the primary beam. The camera box itself is encased with
borated polyethylene and can be filled with lead blocks to further shield the
camera from neutrons and secondary high energy particles.

7.1.2 NECTAR
The NECTAR setup is identical in its working principle as a neutron radiog-
raphy and -tomography setup. The main difference to the ANTARES setup
is the installation at a different neutron source and therefore a different spec-
trum. The neutron beam port SR10 at which NECTAR is placed allows for
the use of two different spectra, a fission neutron spectrum with a mean energy
of 1.9 MeV and, by changing the assembly in front of the entrance window of
the beam tube, a thermal neutron beam option [Mühlbauer et al., 2017].

7.2 Fuel-cell radiographies
As neutrons have a relative low interaction cross-section with metal in compar-
ison to water, the investigation of water management in fuel-cells is a suitable
application. In the next sections the investigated fuel-cell will shortly be intro-
duced and the resulting neutron radiographies will be presented and discussed.
Partial results of the work presented in this section have been published in
[Breitwieser et al., 2016] and parts of the following subsections are adapted
from this article.

7.2.1 PEMFC
A fuel-cell is a device to convert chemical energy into electrical energy. The

Figure 7.2: Schematic explosion drawing of the prototype of the
PEMFC used in this work. The MEA is shown in the middle together
with the gas diffusion layers, contacting plates with embedded flow-
channels as well as the outer assembly for mounting and connection.

fuel-cell used in this work is a Proton Exchange Membrane Fuel Cell
(PEMFC) which is also known under the terms Polymer Electrolyte - or Solid
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Polymer Fuel Cell. A PEMFC gains its name from the polymer membrane in the
middle of the cell, which usually has thicknesses of 50 – 200 µm. On both sides
of this membrane, a catalyst layer is added to enable the chemical reaction of
the two reactants, in this case oxygen and hydrogen to water and electricity.
The catalyst layer is coated with a micro-porous layer and a gas diffusion layer
to facilitate the distribution of the reactants over the whole surface of the ac-
tive layer. This assembly is referred to as Membrane Electrode Assembly
(MEA). On the outside, this MEA is contacted with conducting current collec-
tors, which at the same time act as gas distributors via embedded flow-channels.
A schematic drawing of the PEMFC used in this work is shown in Figure 7.2.

At the anode side of a PEMFC, hydrogen is split into single protons and electrons
inside the catalyst layer. The protons diffuse through the PEM to the cathode
side, where they react with oxygen to produce water while the electrons can be
used in an external circuit. The overall reaction

H2 +
1

2
O2 −−→ H2O (7.1)

can be split into the anode-side reaction

H2 −−→ 2 H+ + 2 e− (7.2)

and the cathode-side reaction

1

2
O2 + 2 H+ + 2 e− −−→ H2O. (7.3)

In order for that process to work, a constant level of humidification inside the
MEA is needed, a too low level decreases the proton permeability of the mem-
brane whereas a too high level decreases the flow of reagents to and from the
MEA [Sridhar et al., 2001]. This water management can be controlled via hu-
midification of the reactant gas. Direct Membrane Deposition (DMD)
is a novel MEA fabrication method, where the membrane layer of a PEMFC is
directly deposited onto its anode and cathode gas diffusion electrodes using a
process comparable to inkjet printing. Beside a high cell power density, fuel-
cells with this membrane show a stable performance over the whole range of
reactant gas humidification from 0 – 100 % relative humidity [Klingele et al.,
2015].

7.2.2 Measurements
As a first step of the experiment, the usability of the design for X-ray and
neutron radiographies was confirmed before moving to the in-situ radiographies.

Ex situ radiographies

In a first measurement row, the overall absorption and contrast of the sample
was measured. One through-plane projection of the fuel cell was taken at a
grating based Talbot-Lau interferometer as described in [Prade et al., 2015]
and [Prade, 2017] and the results of the three different imaging modalities are
shown in Figure 7.3. All three modalities can be used to show the flow channels
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a) b) c)

Figure 7.3: Trough-plane radiographies of the prototype fuel cell in
three different contrast modalities. Absorption image a), differential
phase contrast b) and dark-field contrast c).

inside the fuel cell, whereas the MEA only is visible in the darkfield or small
angle scattering contrast (Figure 7.3 c) ). The results from this measurements
lead to a redesign of the fuel cell in order to maximize the field of view to
contain the largest possible active area of the fuel cell with minimal absorption
in the beam direction. A resulting micro resolution X-ray Computed Tomogra-
phy (microCT) from the optimized design, done at the Zeiss/X-radia Versa
XRM, is shown in Figure 7.4.

7.2.3 In situ radiographies

The in-situ measurements for this work were done at the ANTARES beam-line
described above and the sample location is indicated by the hatched area in
Figure 7.1. The mounting assembly of the fuel-cell was designed using alu-
minium to be as transparent as possible to the neutron beam. The fuel cell
was contacted with 5 m long heated gas lines to assure constant temperature of
the reactant gases and to allow control over the setup from outside of the beam
chamber. This is especially important, as the ionizing characteristic of neu-
trons can otherwise damage the readout and control electronics of the setup.
For the neutron experiments, the fuel cell was placed in-plane with the beam
direction to observe the dynamic water evolution inside its anode and cathode
flow channels separately. An 18 mm pinhole was used, resulting in an L/D
ratio of 500 at the sample position. The detector in use was an Andor Ikon
L CCD sensor with 2048 pixels in each dimension. The effective pixel size was
about 27 µm and was determined experimentally from the known geometry of
the micro-milled gas flow channels of 500 µm width. All additional measure-
ments beside the neutron radiographies were done with a Scribner 850e fuel
cell testing system. To extract the actual water generation in the flow chan-
nels, the neutron absorption of the dry fuel cell was taken as reference and all
images were corrected with a dark image, recorded with a closed beam shutter.
The additionally applied gamma spot correction will be explained in detail in
the next section. Before each in situ experiment a neutron image under open-
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a) b)

Figure 7.4: X-ray micro CT of the optimized fuel cell layout. a) Re-
constructed slice through the flow channel plate. The black square
indicates the cut-out region which is shown magnified in figure b), the
scalebar is 5 mm. b) Volume rendering of the cut-out marked in sub-
figure a). On top, the flow channels are visible, in the middle the MEA
with the carbon fibre structure of the gas distribution layer is visible.
Scalebar is 500 µm.

circuit voltage conditions was recorded to exclude a falsification by residual
water from previous operation. The two different test series described below
were done for a DMD sample and repeated with a commercially available N-
112 Nafion membrane. Both samples were stacked with the same gas diffusion
media for comparability.

Application of a voltage step

In a first test series, the dynamics of water evolution from application of a
voltage step to steady state condition was investigated. A fixed potential of
0.5 V was applied to the fuel cell and in situ neutron radiographies were taken
each with an integration time of 5 s. During this test series, the high frequency
resistance (HFR) was measured by a frequency response analyser, which is
part of the aforementioned fuel cell tester. Both current density and HFR are
measured with 1 s precision, and can therefore be correlated with the neutron
radiographies. In Figure 7.6, the results from this correlated measurements are
shown. From this figure it can be seen, that besides having a significantly higher
current density, the DMD sample converges to a stable current density whereas
the N-112 sample shows a drop in current density with a rise of HFR, which in
contrary is stable for the DMD sample over the whole measurement period. The
correlation with the water evolution measurement shows, that this is connected
to a very constant humidification of the MEA in the DMD sample and a drop in
humidification in the N-112 sample. Furthermore the huge amount of water on
the anode side are a sign for increased back diffusion of water into the MEA in
the DMD sample.

86



Fuel-cell radiographies

Figure 7.5: Water evolution in different PEMFCs during stepped cur-
rent densities in a polarisation measurement. a) The cell voltage and
HFR is plotted at each current density step. b) Shows the sum of the
water profile along the x-axis of the cell as in Figure 7.6. The three
different profiles correspond to the current densities marked in a) at
125, 500 and 1250 mA/cm2. The blue and green lines correspond to the
DMD sample, the yellow line corresponds to the N-112 sample. Rela-
tive humidities are given below each plot for the anode/cathode side
respectively. Taken from [Breitwieser et al., 2016].

Figure 7.6: Water evolution in different PEMFCs after application of
a voltage step. a) The current density and HFR is plotted. b) Shows
a radiography of the dry cell for reference of the axis used in c), the
scalebar corresponds to 1 mm. c) Shows the sum of the water profile
along the x-axis of the cell marked in b). The three different profiles
correspond to the points in time marked in a) at 20 s, 140 s and 560 s. In
a) and c) the blue and green lines correspond to the DMD sample, the
yellow line corresponds to the N-112 sample. Relative humidities are
given below each plot for the anode/cathode side respectively. Taken
from [Breitwieser et al., 2016].
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Polarisation measurement

In a second test series, polarisation curves are measured and a neutron image
with an integration time of 60 s was taken at each current density step. At the
same time, the resulting cell voltage and HFR were measured. The results are
shown in Figure 7.5. As this figure shows, the HFR of the reference sample
increases rapidly with the current density and leads to a breakdown of operation
at a current density of 500 mA/cm2. Below a RH of 35 % no operation of the
reference cell was possible at all, as even slight loads lead to an immediate
breakdown of the fuel cell voltage. For the DMD sample, the HFR is very
constant over the whole range of current densities measured. Furthermore the
two different operating conditions of the DMD sample lead to very similar HFR
curves and at the same time the water profiles are nearly identical. This again
shows, the correlation between water management and fuel cell performance. In
the N-112 fuel cell, the increase in HFR and the breakdown of fuel cell operation
hints to a decrease in proton conductivity due to poor humidification, whereas
in the DMD sample the water level evolution hints to an enhanced back diffusion
which results in constant membrane humidification.

7.3 Image processing

In this section, the three main image processing procedures used for the neutron
radiographies in this work are described in detail. The results in the next
section have been published in [Schock and Schulz, 2018].

7.3.1 Gamma spot removal

As mentioned in subsection 4.2.6, high energy particles may lead to unwanted
noise in an image, which are referred to in this work as gamma spots. This
is especially true for neutron imaging, as secondary particles in the form of
high energy gamma radiation are present in nearly every image and therefore
massively deteriorate image quality. Simple image filters like a median filter
or a Gaussian blur can be used to correct images for this kind of noise with
the compromise of decreasing image quality in respect to image detail due to
the spatial averaging nature of these filters. To preserve image detail and at
the same time eliminate bright spots, adaptive algorithms can be used that
match the strength of a image filter to some metric, describing the presence
and strength of image artefacts. As a result, this kind of filters act locally at
image areas where noise is present and have minimal influence in the remaining
image area. Li et al. describe such an adaptive algorithm suitable for gamma
spot removal and their findings will be shortly summarized in the following.

To define the areas, where gamma spots are present in an image, an edge
finding filter is applied to the image. Gamma spots are bright spots in a rel-
atively uniform background, therefore they represent a fast changing intensity
in a small, confined area. In contrast, image edges are relatively smooth and
can therefore be discriminated by a suitable edge finding algorithm. A Lapla-
cian of Gaussian (LoG) filter is a well-known edge finding algorithm and is a
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convolution with the LoG kernel, that can be written in the discrete form

h(n1, n2) =
(n2

1 + n2
2 − 2σ2)hg(n1, n2)

2πσ6
∑
n1

∑
n2

hg
, (7.4)

with the abbreviation

hg(n1, n2) = e−(n2
1+n2

2)/(2σ2) (7.5)

and n1 and n2 denoting the position of the kernel element in each dimension.
The filtered image shows high intensities in areas, where a fast change in image
intensities is present in the original image. By thresholding the filtered image,
only the high intensity pixels corresponding to gamma spots in the original
image can be selected. If different threshold levels are chosen, the intensity of
the gamma spots can further be divided into classes. A subsequent smoothing
filter, such as the aforementioned median filter, can be adaptively chosen to
act stronger on those gamma spots with a higher intensity and weaker on low
intensity spots, therefore preserving as much as possible image detail. [Li et al.,
2006]

Especially when dealing with huge datasets, the performance of image process-
ing algorithms is crucial. Dynamic measurements can easily comprise several
hundreds of projections and the numbers increase drastically when moving to-
wards high frame-rate acquisitions as needed in super resolution measurements.
This is also true for tomographic reconstruction, where the whole processing
chain has to be done several times in order to tweak free parameters to optimize
the end result. The proposed LoG filter has been chosen as a proof of concept,
how such an image processing pipeline with several steps can be implemented
in a performant way and optimized for throughput and speed.

Profiling

In a simple test implementation, it can be seen, that in principle the running
time for the algorithm is a simple addition of the running time for the convo-
lution with the LoG kernel and the running time for the median filter as the
time needed for thresholding can be neglected. Figure 7.7 shows the running
time of the convolution and the two-dimensional median with three different
window sizes acting on three-dimensional arrays with variable z-size and equal
x and y sizes of 1024. This array corresponds to a stack of z images with a
1024 × 1024 shape. The resulting runtime of the complete LoG-filter based
gamma spot removal strongly depends on the chosen thresholds: In the ob-
served range, both the median and the convolution scale linearly with the size
of the z-axis and therefore also linearly with the number of pixels in the array.
As in the adaptive filter described above, three different thresholds are set and
the corresponding median kernel size is selected accordingly, the median filter
only acts on pixels between the respective thresholds. Linearly extrapolating
the values measured and plotted in Figure 7.7, the calculated values for one
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Figure 7.7: Running time of different image processing algorithms com-
pared with the z-size of the three-dimensional array [z, 1024, 1024] on
which they are acting. All implementations are single-threaded and
scale approximately linear. The median runs are two-dimensional median
filters with the size being the x and y dimensions of the lookup-window.
The convolution is done with the LoG Kernel with a size of 9 × 9 and
σ = 0.8. Benchmark implementations are done with scipy.ndimage [Jones
et al., 2001].

2048× 2048 pixel image can be calculated to be:

Convolution = 0.91 s

Median3 = 0.59 s

Median5 = 1.63 s

Median7 = 2.89 s.

To get an estimate of the running time for the whole image, the median run-
times can simply be multiplied with the noise density which is the number
of resulting points in each threshold band. The example in [Li et al., 2006]
mentions a noise density of 13.35 %, 1.68 % and 0.33 % in the chosen threshold
bands for a respective median size of 3, 5 and 7. With these noise densities,
the overall runtime is dominated by the time taken in the convolution step and
is about 1 s. Compared with the running time of 5 s mentioned by Li et al.,
this suggests, that there is room for improvement in the implementation.
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Optimization

In order to speed up the LoG filter, it was massively parallelized and ported
to OpenCL to make use of GPUs as processors. The outline of the resulting
algorithm is described in the following. In a first step, the input array is split
along its z-axis into sub-arrays that fit into the texture memory on the GPU.
The z-axis was chosen in order to not have image boundaries inside the image
area, which would arise when tiling in x- or y-direction and would have to be
treated with special care due to arising boundary conditions. As all file transfers
from the host to the OpenCL device tend to be slow, the whole sub-array is
copied at once and the whole LoG filter is run on the sub-array before copying
the next work junk. The convolution part is split into one kernel per window,
so that the result can be calculated for each pixel in parallel. The same is true
for the subsequent runs of the threshold kernel and the binary dilation. As an
example, the source code of the LoG convolution is shown in Listing 1. The last
kernel is an adaptive median, that runs the median parallelized on each pixel
with the size defined by the threshold kernel. The OpenCL kernel is listed in
Listing 2. This algorithm ensures, that no additional copies between host and
device are necessary between the single image processing steps. Furthermore,
by using OpenCL’s image memory object, subsequent reads to neighbouring
pixels are cached and therefore speed-up. On the host, each kernel invocation
is passed through a wrapper, that enriches each kernel call with an OpenCL
event and allows exact timing from the moment the kernel is enqueued into the
job queue up to it being finished. For benchmarking a worst case scenario, a 3D
array containing 64× 1024× 1024 random integers between 0 and 1000 where
created, which corresponds to an image stack of 64 images with the resolution
delivered by the camera. The result of the LoG kernels acting on this array
with thresholds set to 50, 100 and 400, running on one Nvidia Tesla K10 G2
is shown in Figure 7.8. The resulting running time is about 0.5 s for the whole

0.0 0.1 0.2 0.3 0.4 0.5

Running time [s]

Queue1

Queue2 Coefficients
0 ms

Input_copy
134 ms

gaussian_laplacian
228 ms

threshold
6 ms

threshold_dilate
6 ms

adaptive_median
133 ms

Figure 7.8: Running time of an optimized version of the Laplacian of
Gaussian adaptive median filter. Queue 1 lists all input timings, Queue
2 holds all numeric calculations, each coloured block is one separate
kernel. Shown is the timing for one run of the whole LoG filter on a
3D array with a size of 64×1024×1024 random values between 0 and 1000
with thresholds at 50, 100 and 400.
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image stack, including transfers to the device. This is a speed increase of 160
times compared to the non-parallelized version presented by Li et al.. Transfer
time back to the host from the device is not included, as this time depends
strongly on the speed of the output storage destination. The time needed for
output is roughly equal to the input time and scales linearly with the size of
the output. Furthermore, if necessary, the speed can simply be increased by
using multiple OpenCL devices, each with their own command queues. As
in this implementation, all pixels are handled in parallel, the running time
is constant over a whole range of noise densities, as additional pixels do not
add to the overall run-time as long as the calculations can be covered in the
unoccupied workspace on the GPU device. When running the algorithm on
larger arrays, it is automatically tiled in a way, that each sub-array can be
handled by the benchmarked algorithm. Each subsequent block of 64 images
takes exactly the same time. On devices, where the copy kernels are allowed to
run in parallel with the numerical calculations (which is true for most modern
graphics cards), the input transfers can be overlapped with the calculation for
additional speed-up.

Results

The result of the LoG filter applied to the in-situ fuel-cell neutron radiographies
is shown in Figure 7.9. It can be seen, that the noise can be effectively removed
while keeping the image structure. This filter has been applied to all images
acquired at the ANTARES setup.

a) b) c)

Figure 7.9: One projection of the in-situ neutron radiographies of a
fuel-cell. Subfigure a) shows the uncorrected radiography, c) shows
the same radiography after correction. Red boxes indicate the regions
shown in the magnification in b) with the corrected version being below
the uncorrected version.
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7.3.2 Adaptive mean

In the section above, all image processing steps were applied to one single image.
The information to correct outliers is taken from a spatial neighbourhood. This
is especially useful in environments where a change over time has to be recorded
with a temporal resolution that results in changes in the image series over
time. In contrast to this situations, there are several applications, in which
statistics over an image series has to be gathered. As an example, in order
to get the standard deviation of the camera noise, several frames have to be
acquired in order to be able to calculate the desired measure. Especially in
low-light environments, these values have to be calculated very precisely in
order to discriminate low-count events from e.g. pixel noise. Extreme outliers
as seen in the examples above can be corrected for with a spatial filter as
e.g. the median filter. However, the replacement values are from the spatial
neighbourhood and differences in the noise of single pixels are therefore not
taken into consideration. Furthermore, there are cases, where a local event
has a large influence area, which makes locally acting filters impossible. One
example is the large tail caused by charge overflow of direct hits, as depicted
in Figure 4.1. Therefore to get correct values for statistical measures of single
pixels over time that are free from additional external noise, the affected pixels
have to be detected in each frame and excluded from the calculation.

Implementation

In a first step, the mean and standard deviation of one image in the stack is
calculated. Depending on the quality of the noise, three different noise finding
methods can be applied. In simple cases of additive salt and pepper noise,
constant thresholds can be given. If the noise is dependent on image intensity,
which is especially the case for noise that is scaled with the image gain e.g in
EMCCDs, the threshold can be chosen in terms of standard deviations from the
image mean. The third approach is taking the first step of the LoG algorithm
above for edge finding. Once chosen, the threshold can usually been used for
the whole stack of images. The images are transferred to the OpenCL compute
device and a mask is built on the device, that has the same dimensions as the
image. The mask is pre-populated with ones. Depending on the threshold,
a region of the mask in the neighbourhood of affected pixels is set to zero to
indicate, that these pixels are to be excluded from further calculations. As an
example, the long streaks resulting from charge transfer in Figure 4.1 can be
masked by taking a structure that extends several tens of pixels in the direction
of camera read-out which in this case is towards the right direction in the image.
After masking is done, the image statistic measures can be calculated using
the mask as multiplicative weight. In order to preserve numerical precision,
algorithms as described in subsection 5.3.3 are used. The adaptive mean is
used in this work for averaging of dark- and open-beam-images produced at
the neutron source, as these images are prone to noise from scattered radiation,
activation of elements close to the detector or high energy gammas from nuclear
reactions.
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7.3.3 Image stitching
The image registration algorithm described in section 4.3 can be used to min-
imize differences between a template and an image, which is a slightly trans-
formed versions of the image. The output of this algorithm are the free variables
needed to apply this transform to the image to match the template as closely
as possible. Another application of this algorithm is the fusion of two images,
that have been acquired at slightly different detector positions. This image
fusion is often referred to as stitching as several input images are combined to
form one big, continuous image. Image stitching is essential in imaging appli-
cations, where the sample exceeds the field of view of the detector system and
the sample has to be scanned at different positions. An example of a stitched
image is shown in Figure 7.10. It is possible to shift either the sample relative
to the source-detector assembly, or the detector relative to the sample. The
first approach has the advantage, that the beam geometry stays constant and
therefore the magnification, opening angle, beam intensity etc. stay the same.
However, in this approach, areas of the sample which are at the edge of the
FOV in one scan, can end up in a central position in a subsequent scan. This
leads to same areas of the sample being pictured in different magnifications rel-
ative to each other due to image aberrations as described in subsection 3.2.2. In
the second approach, the mechanical shift of the detector can be seen as sam-
pling a bigger, virtual detector. Therefore, the imaging aberrations are limited
to those introduced by the optical system and the aberrations introduced via
the beam geometry can be neglected. If the relative shifts are kept constant
between measurements, the resulting image aberrations can be measured and
corrected for, by picturing a template sample. This approach will be discussed
in detail in the next chapter.
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a) b) c)

d)

e) f)

Figure 7.10: An illustrative example of image stitching. The original image, taken from
scipy.misc.ascent, is shown in a) [Jones et al., 2001]. b) and c) show overlapping regions
of a), where c) is the inverse of the original image, the vertical lines indicate the border of
the overlap. d)-f) show the result of blending the images together with a two-pixel mismatch
and different blending functions. d) is the average, e) is a linear and f) a sigmoid blending.
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Implementation

Especially in neutron radiography, the source-detector distance is much larger
than the sample-detector distance, which leads to an approximate parallel beam
geometry. Therefore, the transform in the image space to map one stitching
section to another is mainly dominated by shifts. In cone beam geometries,
as experienced in most X-ray setups, this doesn’t hold true and an additional
homography has to be added to account for the resulting camera shift, pitch
and yaw. In order to be able to stitch two subsequent FOVs together, they have
to be taken with a common, overlapping area in order to calculate the relative
transform between the two images from that shared information. The relative
transform is calculated for this regions, using the Lukas-Kanade algorithm as
described in section 4.3, and applied to the complete image.

Image blending

After calculating the transform to connect two subsequent FOVs together, the
images have to be combined. The area in which the common information is
present has to be treated with special care. The reason is, that although the
Lukas-Kanade algorithm minimises pixel differences between the overlapping
areas, the resulting difference is usually non-zero due to uncorrected aberrations
or sampling differences due to slightly different imaging positions. If two regions
of the image are combined by simply adding them side by side, the edges of the
regions become visible in the image. In order to get a homogeneous transition
between stitched regions, the overlapping areas can be blended into each other.
If the two overlapping regions are referred to as A and B and the coordinate
transforms have been applied to both images, in a way that the pixel at (x, y)
pictures the same sample area, the resulting blended overlap C can be written
as a function of the pixel values of A and B:

C(x, y) = f(A(x, y), B(x, y), x, y), (7.6)

where f is a general function, referred to as blend function, acting on the
intensity values of A and B and can (but doesn’t have to) depend on the
position. The pixel-wise addition of A and B or the pixel-wise mean of A and
B are simple examples of possible blend functions. All blend functions used in
the scope of this work can be written as weighted additions of the pixel values
in the form

f = a(x)A(x, y) + a′(x)B(x, y), (7.7)

where a and a′ follow several boundary conditions. Both functions are normal-
ized and output values in the interval [0, 1] with a(x) + a′(x) = 1 everywhere.
Furthermore if the two functions are not identical and constant, a is strictly
monotonously falling and a′ is strictly monotonously rising. These conditions
ensure, that the overall intensity of the blended area is continuous and there
is a smooth transition between A and B. Examples of functions that follow
these conditions are linear or sigmoid functions such as the error function. An
example of the influence of different blend functions can be seen in Figure 7.10
d)-f). The average blend in Figure 7.10 d) leaves visible edges in the resulting
image, which is no longer visible in the linear or sigmoid blend. The sigmoid
blend results in a smaller intermediate region compared to the linear blend but
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also to faster changing intensity values in the case of strongly different image
intensities. An example of a projection stitched together from several ROI pro-
jections is shown in Figure 7.11. The sigmoid blend is chosen here, because the
image borders are prone to noise, which is suppressed in the result.

Figure 7.11: Image stitching with neutron radiographies from a cul-
tural heritage sample scanned at the NECTAR experiment. Top row:
Single ROI radiographies with approximately 150 pixel overlap. Bottom
row: Stitched projection.

7.4 Conclusion and outlook
Neutron imaging is a valuable tool in non destructive testing and can be used
complementary to X-ray applications especially when materials are involved
that show a poor contrast in one of the two modalities but an enhanced con-
trast in the other. The fuel-cell measurements show, that neutron radiography
can give dynamic information as shown along the example of water evolution.
The image processing tools developed in this work are applicable to a wide
range of neutron imaging applications and can be optimised for high through-
put using massive parallel implementations as shown along the example of the
implementation of the LoG filter on GPUs. In general, a lot of image processing
algorithms that are already in use in the X-ray community can be easily trans-
ferred to neutron imaging with only slight adjustments needed, which arise
from lower image statistics and a difference in noise characteristic. Increas-
ing the resolution in neutron imaging is mainly driven by the development of
new scintillators, so that enhancing image quality by post-processing will be
an important field in the future.
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Chapter 8

Dual Energy CT

All presented results in this work so far are based on absorption measurements
from a single source. As mentioned in chapter 1 and chapter 2, the source
spectrum is a defining characteristic of sources both in X-ray and in neutron
radiographies and tomographies. In subsection 1.4.2, the advantage of us-
ing different spectra to gain additional information is discussed. This chapter
presents a conceptual dual energy X-ray setup, that is an application of this
principle. Parts of the results in this chapter are published in [Maier et al.,
2017].

8.1 Introduction

The realisation of the dual-energy imaging methods described in subsec-
tion 1.4.2 can be separated into two classes, source based and detector based.
Source based methods use different sources or one source at different energies
to produce distinct spectra. This can be done by doing two imaging passes
with the same sample and changing the source parameters in between or dur-
ing the measurement (known as rapid voltage switching). These methods have
in common, that the dose absorbed by the specimen is increased in comparison
to the single energy measurements. Besides from the approach with multiple
sources, the measuring time is also increased. The advantage of this approach
is the relatively free choice of spectra, that can be matched to the desired
application. The other class of spectral methods are detector based. In this
approach the measurement has to be done with a polychromatic spectrum com-
ing from one single source. The detector has to be built in a way that allows
differentiation between particles of different energies. This can be realised by
using photon-counting detectors or layered detector assemblies. The advan-
tages of this approach are the constant dose and measuring time compared to
the mono-energetic case. Disadvantages are worse separation of the spectra
and more complicated detector design. In the next section, the application of a
layered detector together with a laboratory polychromatic X-ray tube to allow
for dual-energy imaging will be presented.
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8.2 Setup
In this section the different parts of the setup are presented together with the
considerations behind their planning and realisation.

8.2.1 Hutch
As all experiments are done in a laboratory environment with supervisors
present, all expected radiation has to be contained inside an experiment hutch
to minimise the dose an operator or user experiences. The most important
factor for all this considerations is the peak energy of the source in use and
therefore of the expected radiation. Lead has a very high total absorption cross
section of

µ(Lead, 65keV) = µm(Lead, 65keV) · ρLead = 46.35 cm−1 (8.1)

due to its high atomic number, where µm is the mass attenuation coefficient.
The proposed thickness to shield medical X-ray tubes with a peak voltage of
70 kV is 1 mm [Petrantonaki et al., 1999]. The hutch designed during this work

Figure 8.1: A 3D rendering of the X-ray hutch designed for this work,
view from the back of the hutch, back-, side- and top-shielding are hid-
den for illustrative purposes. The chicane is on the bottom right, two
door-switches from the interlock system are shown in yellow holding
both of the doors shut on the top.

is expected to be reused in a variety of applications and therefore the shielding
is dimensioned to allow for X-ray tubes of a peak voltage up to 125 kV. In
direction of the primary radiation (beam direction) a lead thickness of 3 mm is
chosen, everywhere else the chosen thickness is 2 mm. The walls are constructed
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Figure 8.2: 3D rendering of the source assembly. The yellow area
indicates the beam direction and opening angle.

as aluminium-lead-aluminium sandwich-plates in order to not expose any user
to possibly toxic lead contaminations. To allow for connections to the outside,
a zig-zag shaped chicane is constructed in a way that no direct pathways for
radiation are present. The design was optimised with a Monte-Carlo simulation
of the expected scattering pathways usingGeant4. The hutch is equipped with
doors that incorporate a security interlock system that only allows the X-ray
source to be switched on when fully closed. A rendering of the hutch is shown
in Figure 8.1.

8.2.2 X-ray source

The X-ray source used for the test measurements is the same source as men-
tioned in subsection 6.3.3, a MCBM 65B-50 Mo from RTW with a peak
voltage of UPeak = 65 kVp and a molybdenum target. However, after opti-
mising the parameters in the scintillator stack, the source was changed to an
X-ray tube with a tungsten target and a peak voltage of UPeak = 160 kVp
to demonstrate the full potential of the energy separation. The high-voltage
generator, a SpellmanHV µX, is connected to the interlock system to allow
for secure operation and emergency shutdown. The X-ray source is mounted
on a height-adjustable rail for flexibility of the beam position and fixed to an
optical breadboard together with the optical system for enhanced stability of
the whole setup. A rendering of the setup is shown in Figure 8.2.

8.2.3 Detector system

The detector system is the most complicated part of the setup and will be
broken down into three components: the scintillator, the optical system and
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the camera assembly.

Scintillator

As this setup is designed as a layered detector to enable dual energy measure-
ments, two different scintillators are employed that absorb different portions
of the broad polychromatic spectrum produced by the X-ray source. When X-
rays traverse material, the photons with lower energy are more easily absorbed
than those with higher energies and the remaining spectrum has a higher mean
energy, an effect that is known under the term beam hardening. Therefore,
when choosing two different scintillators that are to be positioned behind one
another, the front/top scintillator should be optimised for the absorption of low
energies and the back/bottom scintillator should be optimized for high energy
absorption. By introducing a separation layer between the two scintillators,
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Figure 8.3: Conceptual drawing of the scintillator arrangement and
the different beam paths behind the beamsplitter. The objective lens
collects the emitted light from the two scintillators, where the red
beam refers to light from the top scintillator (T) and the green beam
path refers to the bottom scintillator (B), D marks the dividing layer.
The beamsplitter reflects the high energy portion of the incoming spec-
trum and transmits the low energy portion. The inset shows the energy
spectra absorbed by each layer in the scintillator stack. Image taken
from [Maier et al., 2017].

the beam hardening effect can be used to further separate the recorded spec-
tra. All three layers have to be transparent for the produced light in order
to be able to record the emission behind the whole stack. Furthermore, the
emission spectra of the two scintillation layers should not overlap in order to
be distinguishable by the optical system. At last, the thickness of the layers
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has to be chosen to compromise between light yield and achievable resolution.
The chosen scintillator materials are ZnSe:Te for the low energy absorption and
lutetium-yttrium oxy-orthosilicate (LYSO:Ce) for the high energy absorption.
The dividing layer was chosen to be ZrO2 due to its high attenuation in
energy ranges of 19 – 80 keV.Further characteristics of the three layers in the
stack are listed in Table 8.1.

Table 8.1: Characteristics of the three layers in the scintillator stack.
The employed layer thickness is d, the mean absorption Ē is calculated
with an input spectrum of a tungsten anode at 160 kVp and with a water
target of 10 mm. The emission is given at the peak value.

Layer Material d (µm) Ē (keV) Emission (nm)

Front/Top ZnSe:Te 200 35.08 640
Dividing ZrO2 200 51.03 –

Back/Bottom LYSO:Ce 600 70.83 425

Optical setup

The optical setup is used to split the light coming from the scintillator stack
into two distinct beam paths to allow for separate recording with two charge
integrating detectors. The core piece of this assembly is a dichroic mirror. A
dichroic mirror is an optical device that consists of layers of materials with
different refractive indices. Incoming light gets diffracted differently dependent
on the wavelength. Such a device can be tuned to reflect light below a certain
wavelength and transmit light above this wavelength, referred to as cut-off
wavelength. Such a dichroic mirror is also referred to as beam-splitter. If
the cut-off wavelength is chosen to be in between the emission wavelengths of
the two different scintillators, the beam is split by the dichroic mirror and light
from each scintillator reaches only one detector. A principle drawing of this
concept is shown in Figure 8.3. The other parts of the optical system form a
modular microscope. The objective produces a parallel beam path in which
the mirror can be placed without considerable aberrations. In each subsequent
beam path, focussing optics are present in the form of a tube lens to project
the image onto the detector plane of the camera.

Cameras

The main imaging sensors are the two identical Finger Lakes Instrumen-
tation (FLI) PL1001E cameras with a FOV of 1024 × 1024 pixels with a
pixel-size of 24 µm. They are connected to the tube lens of their correspond-
ing individual beam path via a Precision Digital Focuser (PDF), which is a
motorized device to adjust the distance between imaging plane and tube lens.
This assembly is shown in Figure 8.4. If the middle of the scintillator stack is
placed in the working distance of the objective and the focal depth comprises
both scintillator layers, the PDF can be used to focus each camera on their
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Figure 8.4: Explosion drawing and 3D rendering of the dual-detector
assembly.
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corresponding scintillator. To adjust the system for large differences in scin-
tillator thicknesses, distance adjuster rings with different thicknesses can be
introduced between tube lens and PDF.

8.2.4 Image registration
For dual energy imaging it is important, that one region in the sample is pic-
tured by corresponding pixels in the two different beam paths. As the optical
paths are different for the two scintillators and therefore for the two different
energies, the resulting images are not identical in position. Small misalignments

Figure 8.5: The difference between the high- and low-energy mea-
surement before (left) and after alignment (right). The sample is a
stainless-steel plate with drilled-in holes in different sizes.

in the beam paths lead to shifts or rotations from the image of one detector to
the other. Furthermore the intrinsic different image distances lead to a different
scaling of the images due to slightly different magnification. This image offset
could be corrected in post processing via image registration. However, as the
misalignments are constant between measurements once the setup is focussed,
it is also possible to measure the image offset once and apply the correspond-
ing correction to all images. For this correction measurement, a sample with
very high contrast was produced and measured. The resulting images for each
detector can then be registered with the algorithms mentioned in section 4.3
using the affine transformation model which allows for shift, rotation, scale and
shear. The resulting affine transformation matrix holds the offset information
of the setup and can be directly applied to the images for correction. The effect
of image registration is shown in Figure 8.5, where the two images before and
after registration are shown.

8.3 Results
Simple radiographies with one spectrum result in one value of attenuation
per pixel. In spectral imaging, each used spectrum used results in one value of
energy dependent attenuation per pixel and therefore adds one dimension
in the result space. In the mono-spectral case, image segmentation can be done
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on a histogram basis, where the occurrence of attenuation values is counted
and sorted into bins. Another possibility to segment images is working on the
attenuation values directly and e.g. setting thresholds. For dual-energy
measurements this principles are transferable. If the attenuation values are
plotted in a two-dimensional histogram, referred to as energy map, pixels
that correspond to sample areas containing the same material show clusters of
points in the energy map. Pixels that contain the same materials can be selected

Figure 8.6: Dual energy radiography of three different metal plates
visualised in an energy map. The inlet shows the low- (a) and high-
energy (b) radiographies and a photography of the sample (c). Each
metal plate is 1 mm thick. The radiographies are taken at 160 kVp with
an exposure time of 30 s. Image taken from [Maier et al., 2017].

by identification and selection of these cluster in the energy map. An example
is shown in Figure 8.6, where an aluminium- an iron- and a copper plate show
distinct clusters in the energy map. The same principle can be applied to to-
mographies, where the energy map can be used to segment point clusters, that
correspond to pixels within the same material in the sample. In Figure 8.7,
an example is shown, where material segmentation is shown on the two mono-
spectral measurements and on the combined dual-energy measurement. In the
mono-spectral case, histogram thresholding is used to segment pixels corre-
sponding to a high-absorption material. In both subfigures Figure 8.7 a) and
b), the threshold is chosen to be as low as possible to include all of the selected
material without getting a selection in the rest of the bulk material. It can al-
ready be seen from these two images, that the quality of the selection strongly
depends on the employed spectrum. In Figure 8.7 c), the segmentation is done
on the energy-map of the dual-energy acquisition. Two distinct materials can
be separated and their effective atomic number can be estimated. Due to the
statistic nature of the acquisition, the dual energy segmentation shows slightly
smaller segmented volumes. However, this can be circumvented by using the
information from the dual-energy segmentation to label the result gained by
the segmentation on the mono-spectral measurements.
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Figure 8.7: Top: Energy map of a tomographic scan of an ore sample.
The selections are shown in red and blue and the line indicates the
effective atomic number of the material. Bottom: 3D volume rendering
of ore sample with segmentations. The result from thresholding on
the mono-spectral low- (a) and high-energy (b) images show only one
material. The result from the segmentation using the dual-energy scan
and the energy map is shown in c), where different materials can be
distinguished. Adapted from [Maier et al., 2017].
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8.4 Conclusion and Outlook
With the use of a layered detector and after registration of the separate beam
paths, it is possible to record dual-energy datasets with a lab based X-ray source
in one single shot. This allows the use of this technique as a standard in non-
destructive testing and research. The two biggest advantages of this approach
are the dose and the exposure time, which are equal to those in a mono-spectral
scan. Although the optimisation of such a setup is difficult due to the enormous
range of variables such as scintillation materials and thicknesses, once the setup
is assembled, it is usable for a big range of applications. The modular nature
of the setup allows for fast changes and adaptions to different applications.
The setup can be optimised in different directions, such as resolution, spectral
sensitivity or light output and therefore imaging time. Future development
could investigate the possibility to use more than two layers in the scintillator
stack, allowing fluorescence imaging or using the second beam path to couple-in
other light sources to enable e.g. STED imaging.
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Glossary

Notation Description Page
List

(F)PALM (Fluorescence) PhotoActivated Localization Mi-
croscopy ((F)PALM) is a super resolution imag-
ing technique with a full field approach.

65

attenuation Attenuation describes the decrease of the ampli-
tude of an electromagnetic wave or the decrease
of the number of particles in a beam and there-
fore its intensity.

10, 103,
105,
106

background Background or underground refers to a non-zero
signal that is unwanted and therefore has to be
corrected for e.g. by subtraction of a dark im-
age.

43

band gap The band gap is an energy range where no elec-
tron states are allowed to exist.

11

band structure The band structure describes the position of the
energy levels in a bulk solid.

11

beam hardening Beam hardening is an effect where the mean en-
ergy of a polychromatic beam increases when
travelling through material due to the higher
absorption-probability of low energies.

102

bremsstrahlung Bremsstrahlung is the continuous part of the X-
ray spectrum, created by acceleration of charges
in an electric field.

2, 3, 5

conduction band The conduction band is the energy level above
the valence band. Electrons in the conduction
band can mostly move freely and therefore par-
ticipate to conduction.

11

convolution The convolution of two functions as described
in Equation 3.19, describes the overlap of two
functions.

15, 16,
33, 34

core A core is a logical unit consisting of dedicated
processor and memory management units.

51

CPU The Central Processing Unit (CPU) of a PC is
the main logical unit which does memory and
resource management as well as computations.

51–54
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Notation Description Page
List

cut-off wavelength The cut-off wavelength of optical elements, such
as dichroic mirrors, is the wavelength at which
an incident beam changes from being reflected
to being transmitted.

103

depletion region The depletion region is a region inside doped
semi-conductor material, where the excess
charges are moved away either by diffusion or
the application of an external potential. The
depletion region therefore acts as an insulator.

11

dispersion Dispersion is the name of the effect, that light
with different wavelengths can take different
beam paths in optical media.

29

DMD Direct Membrane Deposition (DMD) is a pro-
duction technique comparable to inkjet printing
in which the active layers are directly applied to
the membrane of a fuel-cell.

84, 86–
88

doping Doping is a process where impurities with dif-
ferent electronic configuration are introduced
into a semi-conductor material to alter its band
structure.

11

dual-energy imaging Dual-energy imaging refers to imaging applica-
tions with two distinct energy spectra.

10, 99

EMCCD An Electron Multiplying Charge Coupled De-
vice (EMCCD) is a solid state detector, where
the readout electrons are multiplied inside a
gain register and therefore have very low read-
out noise.

39

energy map refers to the two-dimensional histogram from a
dual-energy measurement where each axis cor-
responds to one spectrum.

106

FBP Filtered Back Projection (FBP) is a reconstruc-
tion technique in computed tomograhpy where
the influence of the PSF is minimised by the ad-
dition of a filter kernel.

16
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FEL A Free Electron Laser (FEL) is a high brilliance
X-ray source with highly monochromatic radi-
ation due to microbunching of electrons in an
undulator and their coherent emission.

4, 5

FREM Fundamental REsolution Measure 65, 67
FWHM The Full Width at Half Maximum (FWHM)

describes the width of a function between the
points where it has fallen to half its maximum.

6, 13,
65, 71,
79

Gaussian pyramid The Gaussian pyramid describes an image stack,
where each layer holds the same image in dif-
ferent sizes and therefore different pixel resolu-
tions.

47

GMTF General Material Transfer Function 63, 65
GPU The Graphics Processing Unit (GPU) is a pro-

cessing unit that is highly specialised for image
processing tasks.

15, 53,
56

Hessian The Hessian is a matrix holding all second par-
tial derivatives of a multi-dimensional function
and is equal to the transposed Jacobian of the
gradient.

46

host The host is the central managing device in
OpenCL that sends commands to connected de-
vices or other secondary systems.

54

image In image registration, the image is referred to as
the image that is transformed in order to match
the template.

45

kernel A kernel is one logical unit of an OpenCL pro-
gram. One instance of a kernel can be run on
many working elements at the same time, but
only one kernel can be run at a time per work-
ing element.

56
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MCP A Micro-Channel-Plate (MCP) is a structure
with several parallel channels that are micro-
fabricated. MCPs are used to create structured
scintillators in neutron imaging to restrict the
movement of secondary particles to the inside of
one single micro-channel and therefore enhance
resolution.

21

MEA The Membrane Electrode Assembly (MEA) is
the active stack inside a fuel cell consisting of the
membrane and the contacting electrodes and if
present the gas-diffusion layer.

84–86

OpenCL The Open Computing Language (OpenCL) is a
framework for unified programming on hetero-
geneous computing system with one universal
language.

53–58

optical axis The optical axis is defined as the path of a ray
that traverses an optical element without being
refracted. This often is the center of a lens.

24–28,
30, 31

PEMFC A Proton Exchange Membrane Fuel Cell
(PEMFC) is a device that converts chemical
energy into electrical energy. PEMFCs usually
have a polymer membrane.

83, 84

PREM Practical REsolution Measure 66, 68
processor The general term processor refers to any elec-

tronic circuit that consists of data input, output
and processing elements.

51

PSF The Point Spread Function (PSF) is a function
that describes the diffraction pattern of one sin-
gle light source when passing an optical system.

15, 16,
32–34,
65, 66,
71, 75,
77–80,
111
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reverse-bias Reverse-bias is the direction of the voltage ap-
plied to a pn-junction that increases the deple-
tion region.

11

semi-conductors Semi-conductors are materials where conduc-
tion can occur due to electronic states in the
conduction bands resulting from excitation from
the valence band.

11

spectral imaging Spectral imaging generally refers to all imaging
modalities where more than one energy spec-
trum of incident radiation is used.

10

STED STimulated Emission Depletion (STED) is a su-
per resolution technique with a scanning ap-
proach.

63–65,
80

steepest descent image The steepest descent image refers to the gra-
dient of an image under a warp. The term
includes the fact, that the steepest descent of
a multi-variable and differentiable function de-
creases fastest in the direction of the gradient.

46

STORM STochastic Optical Reconstruction Microscopy
(STORM) is a super resolution imaging tech-
nique with a full field approach.

65, 78–
80

super resolution Super resolution is a term, comprising all imag-
ing techniques in which the achieved resolution
is higher than fundamental classical limits such
as the diffraction limit.

63, 65–
68, 71,
78–80

template In image registration, the template is the version
of an image to which another image is matched
to as closely as possible.

45

valence band The valence band is the highest occupied energy
level in a bulk solid at 0 K.

11

warp A warp refers to an image under a certain ap-
plied image transform.

46
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Constants for Stoud’s integration scheme

A.1 Constants for Stoud’s integration scheme
This section is meant as a reference for the constants and weights used in
the numerical integration scheme. All information in this section is adapted
from [Stoud, 1971] and more information about the establishment of the used
formulas as well as error calculations can be found there. A square in R2 can
be defined as

Rsquare = {xi|−1 ≤ xi ≤ 1 i ∈ [1, 2]} (2)

with the monomial integral

Iα1,α2
=

¨

Rsquare

w(x1, x2)xα1
1 xα2

2 dx1 dx2, (3)

where w is the weight function, which is non-negative and can be evaluated to
be

I0,0 =

¨

Rsquare

w(x1, x2)dx1 dx2,= V = 2n = 4. (4)

For a square as defined in Equation 2, Equation 3 can be approximated in the
form

Iα1,α2 '
N∑
i=1

Bif(vi,1, vi,2), (5)

where the vi are the nodes of the formula, and Bi are the coefficients, which
are not dependant on f . According to formula C2 : 7 − 3 [Stoud, 1971, p.253
f.] the nodes of the formula are

vi = [[0, 0], [r, 0]FS , [s, t]FS ], (6)

where the subscript FS denotes a fully symmetrical set of points, where [a, b]FS
includes all permutations of [±a,±b] and the plus and minus sign is varied
independently, leading to a node count of 13. The coefficients are constant per
set, and in the same order as in the equation above:

Bi =

(
1

81
V,

49

324
V,

31

649
V

)
. (7)

The values for r, s and t are defined as

r2 =
12

35
s2 =

93 + 3
√

186

155
t2 =

93− 3
√

186

155
. (8)

The coefficients and nodes are visualised in Figure 8.
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Figure 8: Schematic drawing of the nodes vi and the coefficients Bi
in the used Stroud scheme. The diameter of each circle corresponds
to its weight. The red circle is the central point, the green circles
correspond to [r, 0]FS and the blue circles to [s, t]FS.

A.2 Reverse case
Table 2 gives the results for the calculation of the reverse case, meaning the
scintillator-substrate complex being placed bottom up in the beam, so that the
substrate layer faces the source and the scintillator layer faces the detector.

A.3 Mathematical functions

A.3.1 The Klein-Nishina equation
The Klein-Nishina equation can be used to calculate the differential cross-
section of the photon-electron interaction in the Compton effect. The cross-
section σ of a scattered photon with the incident energy E0 inside the solid
angle element dΩ is

dσ

dΩ
=

1
2r02

[
1 + cos(θ)2

]
1 + 2ε sin( θ2 )2

1 +
4ε2 sin( θ2 )4[

1 + cos(θ)2
] [

1 + 2ε sin( θ2 )2
]
 , (9)

where ε is the energy fraction ε = E0

mec2
. This equation can be integrated over

all angles and leads to the energy dependant formula [Huston, 2008]

σ = 2πr0
2

(
1 + ε

ε

[
2 + 2ε

1 + 2ε
− ln(1 + 2ε)

ε

]
+

ln(1 + 2ε)

2ε
− 1 + ε

(1 + 2ε)2

)
. (10)
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Table 2: Light collection efficiency for the different objectives in the
reverse configuration. Listed are the values for the maximal capturing
angle in air αmax,air, the corresponding opening angle in the scintillator
material αscin, the transmission T with Fresnel reflection and the total
capture ratio for all effects combined. Together with the scintillator
yield the number of photons, that can be captured per one 60 kV gamma
is calculated.

ID αmax,air [°] αscin[°] T [%] Capture
ratio [%] Nphotons

1 14.48 7.81 91.25 0.42 3

2 26.74 14.16 91.22 1.38 11

3 48.59 24.05 94.88 4.12 31± 1

A.3.2 Delta function

The Dirac delta function δ is not a real function in the mathematical sense,
instead it is most often defined via its characteristics. The two most important
characteristics are its behaviour around the origin and the normalization:

δ(x) =

{
∞ for x = 0

0 elsewhere
(11)

and
∞̂

−∞

δ(x)dx = 1. (12)

Another important characteristic is the sifting property
ˆ
f(y)δ(x− y)dy = f(x). (13)

A.4 Transform matrices

This section describes the transformation matrices used in the image registra-
tion. If possible, all matrices are chosen in such a way, that the zero vector of
the same length as the vector ~p is the identity. The Jacobian is defined as

J =


∂X
∂p0

∂X
∂p1

∂X
∂p2

∂Y
∂p0

∂Y
∂p1

∂Y
∂p2

 , (14)

where X and Y are defined as in Equation 4.6. The subscripted values pn are
the entries of ~p (zero-indexed).
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RotationCenter
The vector, defining the degrees of freedom is

~p = [θ], (15)

where θ is the angle of rotation around the image center, positive being in the
counter-clockwise direction. The transformation matrix is given as

cos(p0) − sin(p0) −xc cos(p0) + yc sin(p0) + xc

sin(p0) cos(p0) −xc sin(p0)− yc cos(p0) + yc

0 0 1

 , (16)

where xc and yc are the coordinates of the image center. The Jacobian becomessin(p0)(xc − x) + cos(p0)(yc − y)

sin(p0)(yc − y)− cos(p0)(xc − x)

 . (17)

Shift
The vector, defining the degrees of freedom is

~p = [xs, ys], (18)

where xs and ys are the shifts along each respective axis. The transformation
matrix then becomes 

1 0 p0

0 1 p1

0 0 1

 . (19)

The Jacobian becomes 1 0 0

0 1 0

 . (20)

IscoscaleShift
The vector, defining the degrees of freedom is

~p = [s, xs, ys], (21)

where xs and ys are the shifts along each respective axis and s is the scale
factor along both axes. The transformation matrix then becomes

1 + p0 0 p1

0 1 + p0 p2

0 0 1

 . (22)

The Jacobian becomes x 1 0

y 0 1

 . (23)
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Rotation
The vector, defining the degrees of freedom is

~p = [θ, xc, yc], (24)

where xc and yc are the coordinates of the center of rotation and θ is the rotation
angle, which is measured positive as counter-clockwise. The transformation
matrix then becomes

cos(p0) − sin(p0) −p1 cos(p0) + p2 sin(p0) + p1

sin(p0) cos(p0) −p1 sin(p0)− p2 cos(p0) + p2

0 0 1

 . (25)

The Jacobian becomessin(p0)(p1 − x) + cos(p0)(p2 − y) 1− cos(p0) sin(p0)

cos(p0)(x− p1) + sin(p0)(p2 − y) − sin(p0) 1− cos(p0)

 . (26)

As in this case, the inverse functions are not trivial, they will be mentioned.
To get p out of the transformation matrix H, one can use:

~p =



[0, 0, 0] if H[0,0] = 1;
arccos(H[0,0])

H[0,2]−H[1,0]·p2
1−H[0,0]

H[1,2](1−H[0,0])+H[0,1]H[1,0]

H[1,0]
2+(1−H[0,0])

2


ᵀ

otherwise.
(27)

The notation H[m,n] is the element in row m and column n starting at zero to
be compliant with the implementation in code.

A.5 Source code
This section lists the OpenCL kernels developed in this work and used for
benchmarking.

A.5.1 Laplacian of Gaussian

1 __kernel void LoG(__read_only image3d_t d_image ,
2 __read_only image3d_t d_coe f f i c i e n t s ,
3 __write_only image3d_t d_out_image ,
4 int s i z e ,
5 int of f set_x ,
6 int o f f s e t_y )
7 {
8 // Laplac ian Gaussian Kernel i s :
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9 int x_i = get_global_id (0)+ o f f s e t_x ;
10 int y_i = get_global_id (1)+ o f f s e t_y ;
11 int z = get_global_id ( 2 ) ;
12 f loat gauss_lap lac ian = 0 . 0 ;
13 f loat weight = 0 . 0 ;
14 int get_x = 0 ;
15 int get_y = 0 ;
16 int o f f s e t = ( s i z e −1)/2;
17 for ( int y = y_i−o f f s e t ; y <= y_i+o f f s e t ; y++)
18 {
19 get_x = 0 ;
20 for ( int x = x_i−o f f s e t ; x <= x_i+o f f s e t ; x++)
21 {
22 weight = read_imagef (
23 d_coe f f i c i e n t s ,
24 sampler ,
25 ( i n t4 ) ( get_x , get_y , 0 , 0 ) ) . s0 ;
26 gauss_lap lac ian += ( read_imagef (
27 d_image ,
28 sampler ,
29 ( i n t4 ) ( x , y , z , 0 ) ) . s0 ∗ weight ) ;
30 get_x++;
31 }
32 get_y++;
33 }
34

35 //Write the output va lue to the r e s u l t Matrix :
36 write_imagef (
37 d_out_image ,
38 ( i n t4 ) ( x_i , y_i , z , 0 ) ,
39 ( f l o a t 4 ) ( gauss_lap lac ian ) ) ;
40 }

Listing 1: OpenCL kernel used for convolution of an input image with
a coefficient image.

A.5.2 Adaptive median

1 __kernel void a_median (__read_only image3d_t d_image ,
2 __read_only image3d_t d_mask ,
3 __write_only image3d_t d_out_image ,
4 int t_low ,
5 int t_middle ,
6 int t_high ,
7 int of f set_x ,
8 int o f f s e t_y )
9 {

10 __private int x = get_global_id (0)+ of f s e t_x ;
11 __private int y = get_global_id (1)+ of f s e t_y ;
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12 __private int z = get_global_id ( 2 ) ;
13 __private int get_x , get_y , i , j ;
14 __private int pos = 0 ;
15 __private f loat mask_value = read_imagef (
16 d_mask ,
17 sampler ,
18 ( i n t4 ) ( x , y , z , 0 ) ) . s0 ;
19 __private int s i z e ;
20 i f (mask_value < t_low )
21 {
22 s i z e = 1 ;
23 }
24 else i f ( t_low<=mask_value && mask_value<t_middle )
25 {
26 s i z e = 3 ;
27 }
28 else i f ( t_middle<=mask_value && mask_value<t_high )
29 {
30 s i z e =5;
31 }
32 else i f (mask_value>=t_high )
33 {
34 s i z e =7;
35 }
36 __private int o f f s e t = ( s i z e −1)/2;
37 __private int window_size = s i z e ∗ s i z e ;
38 __private f loat window [ 8 1 ] = {0} ;
39 __private f loat temp , median ;
40 __private f loat win_value ;
41 //Get t ing a l l v a l u e s from the window
42 for ( get_x=−1∗ o f f s e t ; get_x<=o f f s e t ; get_x++)
43 {
44 for ( get_y=−1∗ o f f s e t ; get_y<=o f f s e t ; get_y++)
45 {
46 win_value = read_imagef (
47 d_image ,
48 sampler ,
49 ( i n t4 ) ( x+get_x , y+get_y , z , 0 ) ) . s0 ;
50 window [ pos ] = win_value ;
51 pos++;
52 }
53 }
54

55 // Sor t ing the array in ascending order
56 for ( i =0; i<window_size−1; i++) {
57 for ( j =0; j<window_size−i −1; j++) {
58 i f (window [ j ] > window [ j +1]) {
59 // swap e lements
60 temp = window [ j ] ;
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61 window [ j ] = window [ j +1] ;
62 window [ j +1] = temp ;
63 }
64 }
65 }
66 median = window [ ( ( s i z e ∗ s i z e ) −1)/2 ] ;
67 write_imagef (
68 d_out_image ,
69 ( i n t4 ) ( x , y , z , 0 ) ,
70 ( f l o a t 4 ) ( median ) ) ;
71

72 }
Listing 2: OpenCL kernel used for an adaptive median with 3 different
levels and three corresponding thresholds.
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