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Abstract v

Abstract

Advancements in the field of organic and flexible electronics have paved path for low

cost electronic devices. Sensor technology is another field which has seen tremendous

progress over the past few years. Combining these two growing technologies, has led to

the development of low cost sensors which are highly sensitive, robust against mechanical

deformation and are bio compatible.

In the present thesis, significant contributions are made to this growing field of flexible

electronic biosensors. The major transducing element in the current work is an electrolye

gated field effect transistor. Two semiconductors, carbon nanotube and indium gallium

zinc oxide are used which can be deposited by low cost solution processable techniques

like spray deposition. Several different sensing systems like enzyme-based, non enzymatic

and immunosensing are demonstrated along with the factors that can potentially affect

the sensor response. We have also investigated the use of ion-selective membranes in

transistors for sensing ions like H+ and NH4+. In this thesis, we have also discussed

the impact on the transistor device characteristics when an ion-selective membrane is

replaced by a lipophilic membrane. Significant changes in the transistor performance

are observed as the composition of lipophilic membrane is varied. This also led to a

novel n-type water- and air- stable carbon nanotube field effect transistor. We also

demonstrated use of logic circuits like inverters in sensing of molecules like H+ ions.

Different inverter circuits are explored to find the best sensor in terms of high gain and

high noise margin. Various studies are performed which prove that the electrolyte gated

systems with transistors and inverters developed in this work are mechanically robust

and reusable, and have high potential in making the dream of point-of-care diagnostics

a reality.
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Zusammenfassung

Die Fortschritte auf dem Gebiet der organischen und flexiblen Elektronik haben den Weg

für kostengünstige elektronische Geräte geebnet. Die Sensorik ist ein weiterer Bereich,

der in den letzten Jahren enorme Fortschritte erzielt hat. Die Kombination dieser beiden

wachsenden Technologien hat zur Entwicklung von kostengünstigen Sensoren geführt,

die hochempfindlich, robust gegen mechanische Verformung und biokompatibel sind.

In der vorliegenden Arbeit werden wichtige Beiträge zu diesem wachsenden Bereich

der flexiblen elektronischen Biosensoren geleistet. Das wichtigste Wandlerelement in

der aktuellen Arbeit ist ein elektrolyt-gesteuerter Feldeffekttransistor. Es werden zwei

Halbleiter, Kohlenstoff-Nanoröhrchen und Indium-Gallium-Zinkoxid verwendet, die mit

kostengünstigen, lösungsverarbeitbaren Verfahren wie das Sprühverfahren aufgebracht

werden können. Mehrere verschiedene Sensorsysteme wie enzymatische, nicht-enzymatische

und immunosensorische Detektionserfahren werden zusammen mit den Faktoren, die

die Sensorantwort potenziell beeinflussen können, gezeigt. Wir haben auch den Einsatz

von ionenselektiven Membranen in Transistoren zur Messung von Ionen wie H+ und

NH4+ untersucht. Verschiedene Inverterschaltungen werden untersucht, um den besten

Sensor in Bezug auf hohe Verstärkung und hohe Rauschgrenze zu finden. Es werden

verschiedene Studien durchgeführt, die belegen, dass die in dieser Arbeit entwickelten

elektrolytgesteuerten Systeme mit Transistoren und Invertern mechanisch robust und

wiederverwendbar sind und ein hohes Potenzial haben, den Traum von der Point-of-

Care-Diagnose zu verwirklichen.
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Chapter 1

Introduction

1.1 Introduction

The word “sensor” originates from the Latin word “sentire” meaning ‘to identify’. As

described by the Nature journal, “biosensors are devices that are used to detect the

presence or concentration of a biological analyte, such as a bio-molecule, a biological

structure or a microorganism”. Biosensors consist of three main parts: a component

that recognizes the analyte and produces a signal, a signal transducer, and a reader

device [24]. Biosensors find their use in the fields of environment, biomedical and food

industries for detection of contaminants. For example, they can be used for monitoring

glucose levels in body, unwanted microbes in food, heavy metal contamination in soil,

pesticides in water and other harmful chemicals. Figure 1.1 shows some of these potential

applications of biosensors.

Figure 1.1: Potential applications of biosensors [1].
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Commonly demonstrated sensors are electrochemical, optical, surface plasmon reso-

nance, enzymatic and bacterial sensors. Among these, electrochemical sensors have

gathered the most attention as they provide a simple, inexpensive, yet accurate and sensi-

tive platform for diagnosis [25]. Electrochemical biosensors have an electrical transducer

which converts the biological recognition into a useful electrical signal. Amperometric

and potentiometric biosensors are the most common biosensors in this category. Po-

tentiometric biosensors convert the biological recognition into a potential signal/change

whereas amperometric biosensors work on the conversion into a current response.

In the field of diagnostics, existing laboratory based analytical instrumentation and tests

are not sensitive enough for the detection of several bio-molecules In addition, such tests

are time-consuming and expensive. Hence, there is clear need for smaller, faster and

cheaper sensors which have the capability to produce analytical results available at pa-

tient bedside in a time frame of minutes and thus can significantly improve the quality

of care and treatment provided. Novel fabrication methods have been demonstrated,

where robust sensors are implemented for highly-sensitive chemical analysis without use

of heavy equipments [26]. Such sensors can be integrated into flexible substrates like

polyethylene terephthalate, polyimide, textile etc. Owing to their intrinsic flexibility,

sensors on such substrates can withstand electrical and mechanical strain and deforma-

tion that is expected to be encountered during the usage of the sensor [27]. Figure 1.2

shows such sensors where the sensing and transducing element is made on the flexible

polyimide substrate.

Figure 1.2: Sensors made on a flexible substrate polyimide during this thesis work.

In this thesis flexible electrochemical biosensors are fabricated using solution processable

techniques. Solution processable techniques are believed to be low cost alternative to tra-

ditional silicon-based technologies that can enable the ubiquitous flexible electronics [28].

Towards this, extensive research has been done on solution-processable, functionally ca-

pable semiconductors [29]. These semiconductors demonstrate the ability for efficient

charge carrier transport and stability such that they can be processed in ambient con-

ditions without need for an expensive environmental setup [30]. In this work, two such

semiconductors are discussed, carbon nanotubes and indium gallium zinc oxide. These
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semiconductors are used to make field effect transistors and inverters which are then

used as the main transducing element of the biosensors. A major difference in these

electronic devices from their traditional MOS (metal oxide semiconductor) counterparts

is in the nature of gate dielectric. Electronic biosensors have an electrolyte as the gate

dielectric which also brings the analyte or bio-molecule of interest to the sensor surface.

Below section describes how this work is organized in the present thesis.

1.2 Organization of thesis

Chapter 2 presents three major types of biosensors and their transduction technologies,

potentiometric, amperometric and optical. As this thesis is focused on electrochemical

sensors, some important electrochemical concepts like nernst potential, debye length and

double layer capacitance are explained in detail. This chapter also introduces different

sensing parameters relevant to a biosensor like sensitivity, dynamic range and selectivity.

Chapter 3 discusses in detail carbon nanotube (CNT) as an electronic material. This

chapter presents different methods for the production of CNTs and their chemical, me-

chanical and electronic properties. This chapter also includes details on using CNTs as

a semiconductor in field effect transistor and possible device topologies. Finally, fabri-

cation methods for carbon nanotube field effect transistors (CNTFETs) are presented

including the ones used in this thesis.

Chapter 4 presents different types of biosensors developed using CNTFETs. These

sensors are based on different sensing principles like enzyme based, non-enzymatic and

immunosensing. This chapter also includes a study on the dependence of the sensor

geometry and electrolyte on the performance of a biosensor.

Chapter 5 presents how membranes can play a major role in electrolyte gated field effect

transistors and sensors developed using them. Ion-selective membranes are used to de-

velop pH-sensitive and ammonium ion (NH4+) selective sensors. Lipophilic membranes

on the other hand improve or convert the characteristics of the CNTFETs. Theory of

logic inverter is also described in this chapter. Finally, pMOS and CMOS logic inverters

using only CNTFETs are demonstrated.

Chapter 6 presents work on a novel solution processable semiconductor, indium gallium

zinc oxide (IGZO). In the first half of this chapter, fabrication and characterization

of IGZO based FETs is described. To have a better understanding of these devices,

modeling and parameter extraction is performed along with statistical data analysis.

These transistors are later used in developing sensors and inverters with or without

CNTFETs for CMOS or nMOS-only logic respectively.

Chapter 7 provides a future outlook on sensing using complex multi transistor circuits

fabricated from solution processable technologies.





Chapter 2

Biosensors

2.1 Working Principle

A biosensor is an analytical device that contains an immobilized biological material

capable for interacting with a target analyte (compund of interest) specifically and in re-

turn producing physical, chemical or electrical signals that can be measured. Biosensors

generally perform a quantitative analysis of the analytes by converting their biological

response into a measurable signal. The performance of the biosensor is highly dependent

on the specificity and selectivity of the immobilized biological material.

Figure 2.1: A biological recognition-response system [2]

5
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Figure 2.2: Schematic of a biosensor showing transducer principle. [2]

Figure 2.1 shows the generalized biological recognition-response system [2]. For better

understanding of the working principle of biosensors one can assume an example where a

biological interaction may produce change in the ionic concentration like (H+, NH4+) or

release or uptake of gases (CO2, O2,NH3) or in an optical parameter of the system, such

that it may be converted into an electrical signal. Figure 2.2 emphasizes on the need of

close proximity between the biological recognition response system and the transducer

which converts the biological signal into an electrical response. To achieve this proximity

the biological recognition element is normally immobilized on the transducer device

surface. With an appropriate immobilization scheme, it is possible to construct specific

and selective biosensors for the qualification of several potential analytes in such a way

that the fabricated biosensors can be repeatedly used several times (may be around

10,000 times) for a long period (many months).

2.2 Transduction Technologies

Table 2.1 mentions four major classes of transducers and their well known and used

examples in the field of bio-sensing research. These are : potentiometric, amperometric,

optical and other devices.

2.2.1 Potentiometric Sensors

As their name suggests, “potentiometric” sensors measure the electric potential of an

electrode when no voltage is present. A common configuration of potentiometric sensors

is to measure the potential difference between working electrode and reference electrode.

In this configuration the potential of the working electrode depends on the concentra-

tion(or activity) of the analyte in the gas or solution phase. The Nernst Equation 2.1 [31]

is commonly used to describe the ideal response of such a cell.
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class examples

potentiometric ion-selective electrodes (ISE)
ion-selective electrodes field effect transistor (ISFET)
gas selective electrode

amperometric metal electrodes
mediated systems
conducting organic salts

optical ellipsometry
planar waveguide
fiber optic
surface plasmon resonance

other thermistor
surface conductance
piezoelectric/surface acoustic wave (SAW)

Table 2.1: Classification of Transducers [2].

EMF = K +
RT

zF
ln(aI) (2.1)

where EMF is the electromotive force (the observed potential at zero current), K is a

constant potential contribution that often includes the liquid-junction potential at the

reference electrode, aI is the sample activity for the ion I with charge z, and R, T, and

F are the gas constant, absolute temperature, and Faraday constant, respectively [31].

It is important to note that the ion activity aI is the uncomplexed concentration of the

analyte, which means that if a complexing agent is present in the sample aI may be few

orders of magnitude smaller than the total analyte concentration.

Ion-elective electrodes (ISEs) represent the largest group among potentiometric sensors.

The first and still most used ISE being a pH-sensitive glass electrode. Since that there has

been a lot of research done in this area and there are now different types of ISEs that can

determine concentration of different ions in liquid sample. A stable reference electrode

contacting the sample solution through a liquid junction is used to make measurements

with ISEs where charge separation causes signal generation at the interface between

ion-selective membrane and the solution [32].

Figure 2.3 shows arrangement for a classical ISEs which is symmetrical as a membrane

separates two solutions, the test solution and the inner solution with constant concentra-

tion of ionic species. This ISE is connected to a reference electrode (usually Ag/AgCl) in

contact with the internal solution that contains chloride ions at constant concentration.

The measured ISE potential is the sum of the two reference electrode potentials, the

membrane potential constituted by boundary potentials at each membrane/solution in-

terface, and a possible diffusion potential which may be caused by an ion concentration

gradient within the ion-selective membrane phase [32].
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Figure 2.3: Potentiometric cell assembly with a liquid inner contact ion-selective
membrane electrode and a double junction reference electrode.

Potentiometric ion and chemical sensors based on field-effect devices which can be fab-

ricated and miniaturized, form another group of transducers. Out of these, ion-selective

field-effect transistors (ISFETs) [33] are most researched. ISFETs also often called as

ChemFETs (“Chemically Sensitive field effect transistors”) use different ion-selective

membranes which contain some ionophore to obtain sensitivity towards a particular ion.

Figure 2.4 shows the schematic and profile of charge, electric field and potential at dif-

ferent interfaces of ISFET. In addition, the combination of ion-selective devices with

enzymes and immunological recognition-response systems has extended the range of po-

tentiometric devices to enzymes substrates and antigens. A detail description of such

FETs is provided in chapter 4.

2.2.2 Amperometric Sensors

Amperometric sensors work on the current–concentration relationship. The schematic

of such an amperometric sensor is shown in Figure 2.5. The working electrode behaves

as a cathode or an anode depending on whether the electrons are added to or withdrawn

from the sample. As in the case of potentiometric sensors the general condition of the

closed circuit must be satisfied, however the requirements on the stability of the reference

electrode are relaxed in case of amperometric sensors [3].

The flow of current leads to a measurable change in bulk concentration and this chemical

transformation is described well by the Faraday’s law given in equation 2.2 [3] where C

is the molar concentration and Vcell is the volume of the cell.
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Figure 2.4: (A) Schematic of an ion selective field-effect transistor (ISFET). (B) Pro-
files of charge, electric field, and potential distribution through the gate of an ISFET [3]

C =
Q

nFVcell
(2.2)

The equation that describes the current density j as a function of applied voltage E is

given in equation 2.3 [3]

j = nFk0{C0(0, t)e
−αf(E−E0) − CR(0, t)e(1−α)f(E−E0)} (2.3)

where C0(0,t) and CR(0, t) are the concentrations of the oxidized and of the reduced
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Figure 2.5: Schematic of a three-electrode amperometric electrochemical sensor and
a potentiostat [4]. WE, RE and CE are indicative of working, reference and counter

electrodes.

forms of the redox couple at the surface and at time t, k0 is the heterogeneous rate con-

stant and E0 is the standard potential. f represents the multiplier given as equation 2.4

where n is the number of electrons, R is the gas constant, T is the absolute temperature

and F is the Faraday constant.

f =
nF

RT
(2.4)

From equation 2.3, one can see that as the difference between the standard and the ap-

plied potential is increased, it is possible to speed up a slow electrochemical reaction and

hence the charge-transfer resistance is small compared to the mass transport resistance.

A pictorial representation of these two regions is shown in Figure 2.6.

2.2.3 Optical Sensors

Although the work done in this thesis is based on electrochemical sensors but for sake

of completion a brief summary on optical biosensors is presented.

In case of optical detection, sensing is based on the interaction of biorecognition element

with the optical field. An optical biosensor contains a biorecognition sensing element

integrated with an optical transducer system. A general layout is shown in Figure 2.7 [6].

The primary task of an optical biosensor is to generate an optical signal proportional
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Figure 2.6: Schematic of charge transfer and mass transport at the electrode/solu-
tion interface [5]. Red and Ox are representative of reduction and oxidation species

respectively.

Figure 2.7: Principle for Optical Sensors [6].

to the concentration of a measured substance (analyte). The biorecognition element in

optical biosensor may include enzymes, antibodies, antigens, receptors, nucleic acids,

whole cells and tissues.

Surface plasmon resonance (SPR) is a resonant oscillation of charge-density which exists

at the interface of two media with dielectric constants of opposite signs for instance,

a metal and a dielectric. This oscillation of charge-density can be associated with an
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Figure 2.8: Typical set-up for an SPR biosensor [7].

Figure 2.9: Schematic comparison of field lines for SPR and LSPR [7].

electromagnetic wave where field vectors reach their maxima at the interface and decay

evanescently into both media [34]. If this wave of charge density oscillations is at the

boundary of the conductor and the external medium (air, water or vacuum for example),

they are extremely sensitive to any change at this boundary, such as the adsorption of

molecules to the conducting surface [35] and hence can be used for sensing variations in

the surface. Figure 2.8 shows the sensing principle for SPR sensors.

LSPRs or the localized SPR are electron charge oscillations that occur in metallic

nanoparticles when light with wavelength larger than these nanoparticles is incident

on them. The resonant frequency of these oscillations strongly depends on the compo-

sition, size, geometry, dielectric environment and separation distance of nanoparticles.

They exhibit enhanced near-field amplitude at the resonance wavelength which is highly

localized at the nanoparticle surface and rapidly decays away. The enhancement of the

light intensity is one of the most important aspect of LSPRs and localization means the

LSPR has very high spatial resolution which is limited only by the size of nanoparti-

cles [36]. Figure 2.9 shows the comparison of the field intensity in SPR and LSPR.
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Figure 2.10: Schematic of Evanescent wave based sensing [8].

Biosensors based on evanescent wave are another type where the biological recogni-

tion and the consequent binding event occur within the confines of an evanescent wave.

Evanescent wave are generated when light is confined in an optical waveguide or fibers.

At the interface of the waveguide/fiber and the surrounding media which has a lower

refractive index, total internal reflection takes place and a small component of electro-

magnetic field called evanescent wave extends out from the interface as shown in Fig-

ure 2.10 and decays exponentially with distance from the surface. As evanescent wave

are generated on the surface they can be used to generate surface sensitive fluorescence

and hence the background signal from the bulk can be minimized [6].

2.3 Electrochemical Concepts

Sensors or chemical sensors can be based on different physical principles or sensing con-

cepts. In this section, some concepts are presented which are the underlying mechanism

for the sensors produced during this thesis work.

2.3.1 Nernst Potential

In a chemical or biological membrane separating two solutions with different ionic con-

centration a potential (or often called as a membrane potential) is generated. But

another important pre-requiste is an ion-selective permeable membrane. To understand

this better three cases are discussed in the following paragraphs.

In the first case, we consider a situation where the membrane is such that there can be no

ion-exchange between the two solutions, for example a lipid bilayer membrane. Because

of absence of ion-exchange the membrane potential or the voltage difference between

the two solutions is zero and there is complete charge neutrality in each solution. This
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Figure 2.11: Two solutions separated by a non permeable membrane [9].

situation is shown in Figure 2.11 where a non-permeable membrane is separating two KCl

solutions. Even though there is a difference in KCl concentration of the two solutions,

there can be no diffusion of K+ and Cl- ions between them. Hence the membrane

potential Vm = 0.

In the second case, the non-permeable membrane separating two solutions is replaced by

a permeable membrane which is non-selective to a specific ion. This can be visualized as

a membrane containing holes large enough to exchange almost all ionic species or solutes

present in both solution. Considering again a case where the two solutions on either side

of membrane are KCl solutions, both K+ and Cl- ions are allowed to diffuse through

the membrane with respect to the concentration gradient of each ion. To maintain

electroneutrality same number of the K+ and Cl- ions are diffused from one solution to

the other and this diffusion continues until equilibrium is established. At equilibrium

condition, the concentration of KCl in both solutions is same and equal to the algebraic

average of the initial concentration in both solutions. There is again electroneutrality

in both solutions and there is no charge separation across the membrane, hence the

membrane potential Vm is zero as no voltage difference exists across the membrane.

This case is shown in Figure 2.12.

In the third case, an ion-selective membrane separates the two solutions and is shown in

Figure 2.13. Considering the above two cases, if the membrane is selective to K+ ions

only and there is a K+ ion concentration gradient between the two solutions, these ions

will flow from a higher ion concentration to lower ion concentration. However, in this case

chloride ions (Cl-) cannot follow the potassium (K+) ions as the membrane is selective

for K+ and hence does not allow Cl- ion-exchange. Hence, there is charge separation

across this membrane when K+ ions are exchanged across it. From Figure 2.13 it can be
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Figure 2.12: Two solutions separated by a non-selective membrane [9].

seen that whenever a K+ ion moves from solution 1 to solution 2, it adds a net positive

charge to solution 2 and at the same time a net negative charge on solution 1 as it leaves

behind a Cl- ion.

This charge separation leads to generation of an electric field and further the membrane

potential. The direction of the electrical gradient and chemical gradient is also shown

in Figure 2.13. With the continuous K+ ion diffusion, the size of the electrical gradient

increases until the concentration gradient from lower to higher concentration balances

the electrical gradient in the opposite direction. A point to note is that before any K+

ion-exchange, no potential difference (Vm = 0 V) is developed across the membrane.

As soon as the first K+ ion diffuses from solution 1 to solution 2, a small membrane

potential is established which increases until the electrical gradient becomes equal to the

chemical gradient. At this condition K+ ion is at electrochemical equilibrium and no net

ion-exchange takes place. The potential at this electrochemical equilibrium condition is

called equilibrium potential or Nernst potential.

Following is a simplified approach to derive equation for Nernst potential [9] using Fig-

ure 2.13 [9]. The free energy (∆ G) available from the chemical and electrical gradients

is given by equations 2.5 and 2.6 :

∆GChemical = R ∗ T ∗ ln [K+]2
[K+]1

(2.5)

∆GElectrical = z ∗ F ∗ V (2.6)
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Figure 2.13: Two solutions separated by a potassium (K+) selective membrane [9].

where R is the gas constant, T is the absolute temperature, F is the Faraday constant,

V is the voltage, and z is the valence of ion. In this case for K+, z = 1. At equilibrium,

∆GElectrical and ∆GChemical are equal and given by equation 2.7 :

∆GElectrical = ∆GChemical (2.7)

Equation 2.7 can be written as equation 2.8 :

z ∗ F ∗ V = R ∗ T ∗ ln [K+]2
[K+]1

(2.8)

Solving equation 2.8 for voltage V results in equation 2.9 :

V =
R ∗ T
z ∗ F

∗ ln [K+]2
[K+]1

(2.9)

The above equation is known as the Nernst equation, also introduced in equation 2.1,

which gives the potential across the membrane at equilibrium condition.
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2.3.2 Debye Length

Electrolytes are ubiquitous in nature and in technology. The properties of concentrated

electrolytes are not as well-understood as dilute electrolytes [37]. In case of dilute elec-

trolyte regime Poisson-Boltzmann (mean-field) electrostatics applies and approximations

such as in the Debye-Hückel theory are appropriate [38, 39]. Using the classical mean-

field theories that explain screening and interactions in dilute electrolytes, the Debye

length, λD is defined as the scale over which the reach of electrostatic interactions in

solution is typically measured. The Debye length can be understood as the distance

over which a charge Q is shielded by the ions in a solution [40]. In Figure 2.14, if the

charge Q is positive it attracts negatively charged ions in the solution while repelling

the positively charged ions. This leads to an excess negative ionic charge around Q. De-

bye length is the radius of the sphere drawn around Q inside which the excess negative

charge is equal to -Q, thus canceling out the field of the primary charge Q at distances

further than λD.

Figure 2.14: Debye length for a charge Q in an ionic medium of with positive and
negative charge.

The expression of double layer is given as equation 2.10 :

λD = (
κ ∗ kB ∗ T

4 ∗ π ∗ Z2 ∗ e2 ∗ c0 ∗ kc
)1/2 (2.10)

where κ is the relative dielectric constant, kB is the Boltzmann constant, T is the

temperature, Ze is the charge of Q where e is the fundamental charge and Z is an integer
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giving the charge state, c0 is the ambient concentration of ionic charge measured in units

of number of ions per cubic meter. Details of the derivation can be found here [40].

2.3.3 Double layer capacitance

When a solid is introduced in an electrolyte, the ionic environment of the electrolyte

changes around the solid. In case of electrodes which are under potentiostatic control,

there will also be additional influence of the charge held at the electrode [41]. The charge

of the electrode must be balanced by a counter charge which occurs in the liquid [42].

This charge is not uniformly distributed throughout the electrolyte but is concentrated

near the charged electrode. Thus, there is a small but finite volume of the electrolyte

around the charged electrode which is different from the rest of extended electrolyte.

This concept is very important in electrochemistry, and reactions within this interfacial

boundary that govern external observations of electrochemical reactions. In the following

paragraphs three main theoretical explanations for a electrode-electrolyte interface are

explained.

Helmholtz Double Layer

Figure 2.15: Schematic representation of electrical double layer structures according
to Helmholtz theory.

One of the earliest theories to explain a electrode-electrolyte interface is Helmholtz Dou-

ble Layer approximation proposed by Helmholtz in 1850’s. This theory also introduced

the term “electrical double layer”. According to this theory, there are no electron trans-

fer reactions occurring at the electrode and the interactions between the ions in the

electrolyte and the charged electrode surface are only electrostatic in nature. Hence to

achieve charge neutrality there is redistribution of ions in the electrolyte close to the
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electrode surface. Figure 2.15 shows the interpretation of electrode-electrolyte interface

as per the Helmholtz’s theory.

Oppositely charged ions are attracted to the electrode surface and they form a layer

balancing the charge of the electrode. The distance of the balancing layer is assumed

to be limited by the radius of the ion present in the electrolyte and a single sphere of

solvation around each ion. This results in two layers of charge (the double layer) and a

potential drop which is confined to only this region (termed the outer Helmholtz Plane,

OHP) in solution. This theory resembles an electrical capacitor with two charge plates

separated by some distance ‘d’ with the potential drop occurring in a linear manner

between the two plates. However, this simplistic Helmholtz theory cannot adequately

explain all the features as it is based on rigid layers of opposite charges which does not

occur in nature.

Gouy-Chapman Double Layer

Figure 2.16: Schematic representation of diffused double layer according to Gouy-
Chapman theory.

To provide a more realistic theory Gouy suggested that the interfacial potential at the

charged electrode surface is attributed to the number of ions of a given sign attached

to the electrode surface and to equal number of oppositely charged ions in the solution.

These counter ions are loosely held and diffuse in the electrolyte solution until the counter

potential set up by their diffusion restricts this movement. The thickness of this diffused

double layer is decided by the kinetic energy of the counter ions. Gouy and Chapman

independently developed this theory about diffused double layer where concentration of

counter ions follows the Boltzmann distribution given by equation 2.11 where n0 is the

bulk concentration, z is the charge on the ion, e is the absolute value of the electronic

charge, φ is the electric potential and k is the Boltzmann constant [43].
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n = n0 ∗ exp(−z ∗ e ∗ φ/k ∗ T ) (2.11)

The charge density that is charge per unit volume ρ(x) is given by equation 2.12 :

ρ(x) = Σ
i
ni ∗ zi ∗ e (2.12)

Rewriting equation 2.12 using equation 2.11 can lead to equation 2.13 :

ρ(x) = Σ
i
n0i ∗ zi ∗ e ∗ exp(−zi ∗ e ∗ φ/k ∗ T ) (2.13)

Poisson equation is given as equation 2.14 :

ρ(x) = −εε0
∂2φ

∂x2
(2.14)

Using equations 2.13 and 2.14 leads to 2.15 that is the Poisson-Boltzmann equation :

∂2φ

∂x2
= − e

εε0
Σ
i
n0i ∗ zi ∗ exp(−zieφ/kT ) (2.15)

When this equation is applied to an electrolyte solution, we obtain equation 2.16 :

∂φ

∂x
= −(

8kTn0
εε0

)1/2 ∗ sinh(
zeφ

2kT
) (2.16)

Assuming that φ0 is small, φ can be written as equation 2.17 :

φ = φ0 ∗ exp(−κx) (2.17)

where κ is given as equation 2.18 and has units of 1/distance. κ−1 is commonly referred

as λD, the debye length, given by equation 2.10.

κ = (
2n0z2e2

εε0kT
)1/2 (2.18)

This diffused double layer is schematically shown in Figure 2.16.

Stern Modification of the Diffuse double Layer

Although the Gouy-Chapman is a significant improvement in the explanation of the

electrical double layer over the Helmholtz theory, it is still limited in terms of quantitative
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application. There are certain assumptions made by the Gouy-Chapman theory which

might not hold true in real systems. For example, assumptions like behavior of ions as

point charges and assuming there is no physical limit for the ions in their approach to

the electrode surface are not true [42].

In an attempt to provide a more realistic theory, a modification of the Gouy-Chapman

diffuse double layer theory was presented by Stern and he assumed that ions still have a

finite size hence they cannot approach the electrode closer than a few nanometers i.e. the

radius of ions. Hence in the Stern model the first layer of ions closest to the electrode

surface are not exactly on the electrode surface in opposition to the Gouy-Chapman

theory but at some distance ‘d’ away from the surface. This distance ‘d’ is usually the

radius of the ion. Another assumption made by Stern is that some of the ions from the

solution will get adsorbed on the surface of the electrode in plane ‘d’. This condensed

layer is known as ‘Stern’ layer. The potential drop in this case is first over the condensed

molecular layer and then over the diffuse layer. Figure 2.17 shows the diagram for the

Stern modified diffused double layer [42].

Figure 2.17: Schematic representation of Stern modified diffused double layer.

The double layer formed to balance the charge on the electrode creates an electrokinetic

potential between the electrode and any point in the electrolyte solution, known as the

“surface potential” and is normally in millivolts (mV) range. The strength or magnitude

of the surface potential depends on the surface charge and thickness of the double layer.

Away from the electrode, surface potential drops almost linearly with distance in the

Stern layer and exponentially through the diffuse layer almost approaching zero at the

imaginary boundary of the double layer.
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2.4 Sensing Parameters

2.4.1 Sensitivity, Dynamic Range and Detection Limit

Sensor response is the measurement of the change in a parameter of the sensor after

some chemical stimulation. Although this sensor response is specific to every sensor, a

general sensor response containing major features is shown in Figure 2.18 when there is

change in concentration of the primary analyte of interest X [3].

Figure 2.18: General response of a sensor indicating dynamic range, sensitivity and
detection limit.

In the electrolyte solution, there are several interfering analytes ‘i’ along with ‘X’ that

compete to bind to the selective bio-recognition element. Assume that sites occupied by

interfering analytes are ΣaSi and the number of unoccupied sites is aS and the aSX is

the number of sites occupied by X that can result in an output signal. In this case, the

total activity of binding sites (aST ) is given as equation 2.19 :

aST = aSi + aSX + aS (2.19)

The activity of total occupied sites (a0) can be written as equation 2.20 [3] :

a0 = ΣaSi + aSX (2.20)

The sensor chemical equation can be written as equation 2.21 and the equilibrium con-

stant for this equation is given by equation 2.22 where kf and kr are the rate constants

for forward and backward reaction respectively [3].
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X + S ⇐⇒ SX (2.21)

KX =
aSX
aXaS

=
kf
kr

(2.22)

The equilibrium constant for a single interferant (i) can be written as equation 2.23 [3] :

Ki =
aSi
aiaS

(2.23)

Using the above equations, a0 can be simplified to equation 2.24 [3] :

a0 = aST
KXaX + ΣKiai

KXaX + ΣKiai + 1
(2.24)

This can be re-written as equation 2.25 where K
′
i is the selectivity coefficient for an

interfering analyte i :

a0 = aST
aX + ΣK

′
iai

aX + ΣK
′
iai + 1/KX

(2.25)

There are some conclusions that can be drawn from the above reaction. First, when

activity of X is higher i.e. aX >> ΣK
′
iai + 1/KX or when there is high number of

interfering analyte i.e. ΣK
′
i >> aiaX + 1/KX , there is no unoccupied site. In this

condition of saturation limit, the sensor does not respond to change in primary analyte

X. Another extreme is when the activity of X or its binding constant KX is low, in this

case most binding sites are occupied by the interfering analyte. In this condition of

interference region, also the sensor does not respond to change in primary analyte X.

In between the regions of interference region and saturation limit there lies the region

of dynamic range. In this region there is linear dependence on the number of occupied

sites and the activity of X, i.e. a0 = aSTKXaX [3].

The intercept of this dynamic range and of the interference region defines the detection

limit [3]. The activity of the primary analyte at the detection limit is given by equation

2.26 :

(aX)d.l. =
ΣK

′
iai

ΣK
′
iai + 1

(2.26)

Similar to the detection limit another important quantity of interest is the dynamic

range, which is the difference between the analyte activities at the saturation limit and

at the detection limit. Expression for dynamic range is given in equation 2.27 :
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DynamicRange =
1

KX
−K ′iai (2.27)

Close inspection of equation 2.27 reveals that as K
′
iai term increases dynamic range

becomes narrower until eventually it is not present and there is no impact of X on the

sensor [3].

Sensitivity is the slope of the sensor response in the dynamic range. Detection limit

on the other hand is the minimum detectable response, usually above three times the

standard deviation [3].

2.4.2 Selectivity

Selectivity is another very important aspect in chemical sensing. Selectivity refers to

the ability of the sensor to selectively show response to only the primary analyte and not

to other interfering analytes present in the electrolyte solution. The curve of Figure 2.18

shows the sensor response for two different interfering analytes concentration. When the

concentration of the interfering analytes, detection limit for primary analyte increases

but the dynamic range becomes narrower. However, in a good sensor wide dynamic range

and lower limit of detection are the desired characteristics, which means the construction

of the selective layer should be such that it has no affinity for interfering analytes at all.

But in real world problems this simple requirement is not straightforward because in

most sensing problems the interfering analytes are not known beforehand. Nevertheless

attempts are made to achieve a highly selective bio-recognition layer, which can either

be homogeneous or containing specific binding sites that are embedded in a matrix.

It is also important to note that the final system configuration is driven by the free energy

considerations. It means that the final system must have lower free energy change (∆G)

given by equation 2.28. Hence, one can imagine that if the entropy change is higher, the

free energy change is more negative, hence the system is more stable.

∆G = ∆H − T ∗∆S (2.28)

In living organisms the best selectivity is achieved by shape recognition or stereospeci-

ficity. However, in this case if the binding leads to a decrease in the randomness and

hence a higher entropy change, this binding will occur only if this increased entropy is

compensated by a decrease in the enthalphy. There are several approaches to impart

selectivity by stereo specificity and few are explained in the following paragraphs.

Antibodies are one of the best biomolecules that have stereo specificity for antigens,

haptens and epitopes. In addition, antibodies can be produced cost effectively for anti-

gens, regardless of their shape or chemical nature. Antibodies belong to the group of
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serum proteins called immunoglobulins [44]. The valency of a antibody is determined

by the number of antigens that can be bound to it. Usually this valency is two but can

be as high as ten. They mainly work against foreign immunogens like proteins, nucleic

acids, viruses that might be harmful for the organism. A common two valency antibody

is shown in Figure 2.19. The most common bonds in the antibody-antigen binding are

Coulombic and van der Waals interactions [3].

Figure 2.19: Schematic of two valency antibody.

Nucleotides including DNA (deoxyribonucleic acid ) and RNA (ribonucleic acid ) have

very high selectivity, and it relies mainly on the high stereo specific hydrogen bonding

between base pairs adenine–thymine and cytosine–guanine. This interaction is driven

by the increase in enthalphic reasons as ∆H for adenine–thymine binding is almost

20.1 kJ/mol and for cytosine–guanine is 57.5 kJ/mol. As the interaction enthalpies are

additive, the overall DNA fragment increases with the number of base pairs, reaching

the “reversible” threshold even for a dimer. Figure 2.20 shows the hydrogen bonds in

DNA base-pairs.

Aptamers are oligonucleotides that is DNA or RNA molecules either artificial or natural

such that they have the biological “lock-and-key” recognition preserved. Aptamers find

use mostly in binding small molecules like drugs, small proteins [45]. Aptamers have

higher affinity than antibodies due to the the unique folding ability of RNA molecules.

Tuerk and Gold in 1990 developed a process called SELEX (Systematic Evolution of

Ligands by Exponential Enrichment) for their preparation in vitro [46].
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Figure 2.20: Schematic of a DNA structure with base pairs, hydrogen bonds and
sugar-phosphate backbone.

“Molecular imprinting” is another way to utilize the shape-recognition ability [47, 48].

This process uses a template molecule to create a “footprint” in the polymerizing matrix

and when this molecule is removed from the polymerized material this footprint acts as

a shape-recognizing binding site for the same template molecule [3]. An example of this

process using protein as a template is shown Figure 2.21.

Figure 2.21: Schematic of molecular imprinting process.

The selectivity examples given above are for equilibrium-based selectivity but selectivity

can also be kinetic which applies mostly to sensors operating in the steady-state regime

like amperometric sensors. One of the most widely studied kinetic process is enzymatic.

Enzymatic biosensors are the largest group of biosensors where the chemical reaction is

catalyzed by proteins called enzymes. Enzymes are interesting due to two remarkable

properties, one is that they are highly selective and second that they can highly increase
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the speed of a catalytic reaction. A general chemical reaction where conversion of sub-

strate S to product P is catalyzed by an enzyme E, with the formation of an intermediate

complex ES is given in equation 2.29 :

S + E
k1
�
k−1

ES k2−→ P (2.29)

Figure 2.22: Michaelis–Menten saturation curve for an enzyme reaction.

The above equation can be described by the Michaelis–Menten mechanism and the

reaction velocity for the above equation can be written as the rate of increase of the

product concentration, given by equation 2.30 :

v =
∂Cp
∂t

= k2 CES (2.30)

When the concentration of substrate is high, reaction velocity saturates at a maximum

(vmax). Under these conditions, all the available enzyme ET is bound in the complex

with the substrate and vmax is proportional to total enzyme concentration CET :

vmax = k2 CET (2.31)

In steady state condition :

∂CES
∂t

= k1 CS CE − (k−1 + k2) CES = 0 (2.32)

The Michaelis–Menten constant (Km) is defined as equation 2.33 :
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Km =
k−1 + k2

k1
=
CS CE
CES

(2.33)

Further simplifications, lead to the final Michaelis–Menten equation :

v =
vmax CS
CS +Km

(2.34)

Michaelis–Menten constant is an important figure of merit for the enzyme activity.

Smaller the Km is, the more strongly the substrate binds to the enzyme. Figure 2.22

shows the michaelis–menten curve.

2.4.3 Labeled and Label-free biosensing

Figure 2.23: Schematic Representation of label-free and label dependent sensing.

Label is a foreign molecule chemically or temporarily attached to the analyte for de-

tecting its presence or activity [49]. Labeled detection is widely used in many fields by

using labels of various nature like radioactive [50], fluorescent [51], nanoparticle [52] or

enzyme based. Sensing is performed by measurement of the activity of the label or the

variation in transducer property. To ensure high sensitivity and selectivity, it is impor-

tant that the the label has easy conjugation and convenient detection. Using a label for

sensors, requires an additional immobilization step which is usually low yield, expensive

and time consuming. Non-specific adsorptions are also possible, along with the lack of

affinity between the labeled receptor and the target analyte. These factors can lead to

reduction in the reproducibility, sensitivity or selectivity of the biosensor [53, 54].

In the label-free sensing techniques, one can avoid the laborious labeling steps and the

challenging reaction and operation of label. This will lead to cost reduction and time

efficient analysis. In such label-free sensing, the bio-recognition element is immobilized
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on the transducer surface and the sample solution is placed directly on the function-

alized transducer. Analysis is based on the change in electrical or physical properties

of the transducer surface which in turn is dependent on the analyte and biorecognition

element interaction. Using label-free techniques causes the retention of the high affinity

and decreases non-specific adsorptions [55]. Figure 2.23 shows the principal differences

between labeled and label-free biosensors.





Chapter 3

Carbon Nanotube : An

Electronic material

3.1 Brief History of Carbon nanotubes

Over the years most of the research articles relevant to carbon nanotubes start with

an opening statement as “the discovery of carbon nanotubes by Iijima in 1991. . . ”.

This is because in 1991 Sumio Iijima of NEC Corporation, Japan, published a ground-

breaking paper in Nature reporting the discovery of multi-walled carbon nanotubes

(MWCNTs) [56]. At the time of writing this thesis, there have been over 45,000 citations

of this paper. Undoubtedly, the discovery of Iijima has gathered tremendous attention of

researchers which led to CNT becoming one of the most popular material of the current

generation science. However, one must also look and not neglect the contributions of

various other scientists who worked prior to this citation in the understanding of carbon

nanomaterials.

In 1993 two papers where submitted independently in Nature, one by Iijima and Ichi-

hashi [57] in the month of April, and the other by Bethune [58] in the month of May,

discussing the formation of single walled carbon nanotubes (SWCNTs). If one wants

to be chronologically precise then the claim of formation of SWNCTs go to Ijima and

Ichihashi, but one can always argue on the real time taken to conduct research. More

important is to realize that the discovery made by both the groups was accidental [59].

Careful and meticulous investigation of the past works lead us to two centuries back,

when in 1889 a patent [60] was filed for the use of carbon filaments formed by thermal

decomposition of hydrocarbon in gaseous form, in the light bulbs which were recently

presented at that time by Edison. Due to lack of sophisticated microscopy techniques

such carbon filaments could not be imaged until 1952 when tubular carbon filaments

were captured by TEM and published in Journal of Physical Chemistry of Russia [61].

31
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Figure 3.1: CNT footprints in nature and their respective year of discovery [10].

This leads to an intriguing question : “why did the scientific community grew interested

in CNTs after 1991 when they were around for more than forty years before?” One of

the major reasons for this is that major research on carbon filaments and tubes was done

by material scientists who wanted to understand the growth of such tubes/filaments in

coal and steel processing industry or in the coolant channels of nuclear reactors. Such

research and application was not so exciting for the fundamental physicist given the

maturity of experimental science during that period. On the other hand, the paper of

Iijima in 1991 came at the right time, when the field of nanotechnology was in rising,

and thus led to the investigation of applications and properties of CNTs in great detail.

3.2 Growth of Carbon Nanotubes

Before we delve deeper into the properties of carbon nanotubes, we must understand how

carbon nanotubes are grown. There are three major methods for the growth of CNTs,

namely arc discharge, laser ablation and chemical vapor deposition (CVD). The main

principle behind these methods is to provide energy to a carbon source for the generation

of CNTs. The energy source used in this process is current in an arc discharge, high-

intensity light from a laser in the laser ablation & heat from a furnace in CVD.
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Figure 3.2: Most commonly used methods for CNT synthesis.

3.2.1 Arc Discharge

The earliest recognized CNTs were prepared by arc-discharge method. This method uses

higher temperatures (above 1700◦C) for CNT synthesis and usually results in growth

of CNTs with fewer structural defects in comparison with other techniques [62]. It was

initially used for the preparation of C60 fullerene molecules.

The arc discharge setup consists of a furnace, a stainless steel vacuum chamber, graphite

electrodes, a water cooled trap and high voltage power supply. Arc-vaporization of the

two carbon rods placed end to end at a separation of approximately 1 mm leads to

creation of CNTs. The high temperature arc discharge between the two electrodes is

created by a direct current of 50 to 100 A, driven by a potential difference of approxi-

mately 20 V [63]. The arc provides high temperature which is needed to vaporize carbon

atoms into a plasma (>3000◦C). This process is performed in an enclosure that is usu-

ally filled with an inert gas at sub-atmospheric pressure (Figure 3.3). The inert gas is

mostly helium but some other works in hydrogen or methane atmosphere have been also

reported. The final morphology of CNTs is influenced by the atmosphere inside the

chamber. The purity and yield of the nanotubes also has direct dependence on the gas

pressure in the reaction chamber [64].

The arc discharge deposition of CNTs when done in absence of catalysts leads to pro-

duction of MWCNTs. On the other hand, the SWNTs are produced when a composition

of transition metal catalyst is used in the anode. The commonly used metal catalysts
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Figure 3.3: Arc discharge method for CNT production.

are Nickel (Ni), Iron (Fe), Cobalt (Co), Lead (Pb), Silver (Ag), Platinum (Pt), etc. or

mixtures of Co, Fe, Ni with other elements like Co–Ni, Fe–Ni etc.

3.2.2 Laser Ablation

Laser ablation method is another promising technique for production of SW- & MW -

CNTs. This method was first reported by Guo et al. in 1995 [65] to synthesize CNTs.

A schematic for laser ablation is shown in Figure 3.4. The principle and mechanisms

for this method are similar to the arc discharge with the difference that the energy is

provided by a laser hitting a graphite pellet containing catalyst materials (usually nickel

or cobalt) [66]. Almost all the lasers used for the ablation so far have been Nd:YAG and

CO2.

In principle, a graphite target is vaporized by laser beam under high temperature in an

inert atmosphere. The laser produces carbon species, which are swept by the flowing

inert gas from the high temperature zone to a conical water- cooled copper collector. The

quality and yield of these products depend on the reaction temperature. Additionally,

when a small amount of a transition metal such as Ni, Fe or Co is added to the carbon

target, SWCNTs are produced. By varying the laser, catalyst composition, growth

temperature, nature of gases and gas pressure, the average nanotube diameter and

size distribution can be varied. As the vaporized species cool, small carbon molecules



Carbon Nanotube : An Electronic material 35

Figure 3.4: Laser Ablation method for CNT production.

and atoms quickly condense to form larger clusters, possibly including fullerenes. The

catalysts also begin to condense, but more slowly at first, and attach to carbon clusters.

From these initial clusters, tubular molecules grow into single-wall carbon nanotubes

until the catalyst particles become too large, or until conditions have cooled sufficiently

that carbon no longer can diffuse through or over the surface of the catalyst particles.

Recent works have also pointed out the role of some laser parameters (such as laser power,

repetition rate, pulse duration & laser wavelength) on the synthesis & characteristics of

SWCNTs. In this method continuous wave CO2 laser is used without applying additional

heat to the target. The average diameter of SWCNTs increases with increasing CO2

laser power from 500 to 800 W. Laser ablation, is one of the superior methods to grow

SWNTs with high-quality and high-purity.

3.2.3 Chemical Vapor Deposition

Out of all the methods, chemical vapor deposition (CVD) is the most popular method

of producing CNTs nowadays. In this process, thermal decomposition of a hydrocarbon

vapor takes place in the presence of a metal catalyst. Hence, it is also known as thermal

CVD or catalytic CVD (to distinguish it from many other kinds of CVD used for various

other purposes). Figure 3.5 shows the experimental set-up used for CNT growth by

CVD method. The process involves passing the precursor, hydrocarbon vapor, through

a tubular reactor in which a catalyst material is present at sufficiently high temperature,

around 600–1200 ◦C to decompose the hydrocarbon. CNTs grow on the catalyst in the

reactor, and are collected upon cooling the system to room temperature.

In case the precursor is liquid hydrocarbon (benzene, alcohol, etc.), the hydrocarbon

is heated in a flask and an inert gas is purged through it, which in turn carries the
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Figure 3.5: Chemical vapor deposition method for CNT production.

hydrocarbon vapor into the reaction zone. If the precursor is solid hydrocarbon, then it

can be directly kept in a low-temperature zone of the reaction tube. Volatile materials

(camphor, naphthalene, ferrocence etc.) directly turn from solid to vapor and CVD

process can be performed while passing the vapors over the catalyst kept in the high-

temperature zone. It is possible that the process uses catalysts precursors like the

precursors of CNT. These precursors can again be in solid, liquid or gas form such that

they can be suitably placed inside the reactor or fed from outside [67].

The three main parameters which affect CNT growth in CVD are the hydrocarbon,

catalyst and growth temperature. Generally, low-temperature CVD (600-900 ◦C) yields

MWNTs, whereas a higher temperature (900-1200 ◦C) reaction favors SWNT growth,

indicating that SWNTs have a higher energy of formation, probably owing to their small

diameters, which results in high curvature and high strain energy. The catalyst particle

size has been found to dictate the nanotube diameter. Hence, metal nanoparticles of

controlled size can be used to grow CNTs of controlled diameter. Thin films of catalyst

coated onto various substrates have also been successful in achieving uniform CNT

deposits. In addition, the material, morphology and textural properties of the substrate

greatly affect the yield and quality of the resulting CNTs [63].

3.3 Structure & Band Structure of Carbon Nanotubes

As their name illustrates carbon nanotubes are tubular structures which have nanometer

size diameter and are several micrometers long. The possibility of atomic size diameters

and exceptionally large aspect ratio (larger than 104) often leads to consideration of

CNTs as a prototype one-dimensional system (conduction in only one direction). All

the earliest observed structures of carbon nanotubes were of the multiwall morphology
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i.e. coaxial cylinders which were arranged in a “Russian doll” configuration. It is

interesting to note at this point that coaxial multiple nanotubes are called multi walled

carbon nanotubes (MWCNT) only when the outer diameters are less than 15 nm. Above

15 nm diameter the nanostructures are called carbon nanofibers. The properties of such

nanofibers lie in between that to MWCNTs and carbon fibers [68].

Figure 3.6: Structure of (A) SWCNT and (B) MWCNT, drawn using software nan-
otube modeler [11].

It is no surprise that wide fame of MWCNTs led scientists to explore its basic building

block i.e. single walled carbon nanotube (SWCNT) in detail. SWCNTs are a single tube,

one atom thick in the radial direction. A SWCNT is often described as a single graphene

sheet with number of carbon atoms between ten and forty rolled into a cylinder [69].

Figure 3.6 (A) and (B) shows the structure of SWCNT and MWCNT. A carbon nanotube

is specified by the chiral vector Ch defined in equation 3.1, where indices n and m are

the number of unit vectors na1 and ma2 in the hexagonal honeycomb lattice contained

in the vector Ch.

Ch = na1 +ma2 (3.1)

The a1 direction shown in Figure 3.7 (A) is also called the zigzag direction and the angle

θ that the chiral vector Ch makes with this direction is called the chiral angle. When this

chiral angle θ = 0 ◦ the carbon nanotubes are called zigzag nanotubes and when θ = 30 ◦

the carbon nanotubes are called armchair nanotubes. The carbon nanotube cylinder is

formed by joining the line AB′ to OB as shown in Figure 3.7 (A). The diameter of the

nanotube formed, can be expressed in terms of integers n and m as shown in equation 3.2,

where aC-C is the nearest-neighbor C – C distance (1.421 A◦ in case of graphite), Ch is

the length of the chiral vector Ch, and the chiral angle θ is given by equation 3.3.

dt = Ch/2π =
√

3 ∗ aC-C(m2 +m ∗ n+ n2)1/2/π (3.2)
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Figure 3.7: (A) Structure of a graphene sheet where. (B) The dispersion relation of
charge carriers in graphene. (C) The Brillouin zone of graphene.

θ = tan−1[
√

3 ∗m/(m+ 2 ∗ n)] (3.3)

Hence, the nanotube can be specified by either indices n and m or by dt and θ.

Figure 3.7 (B) shows the band structure of graphene. The dispersion relation used to

compute the band structure is given in equation 3.4, where kx and ky are described

further in this section, a is the lattice constant and equals to
√

3 aC−C .

E(kx, ky) = ±γ1

√
1 + 4 cos(

√
3aky
2

) cos(
akx
2

) + 4 cos2(
akx
2

) (3.4)

In the 3D plot we see two bands, one with lower energy and one with higher energy.

These are so-called bonding and anti-bonding orbitals. It can also be seen that the

two bands, bonding and anti-bonding, touch each other at six points lying at the Fermi

energy (Fermi points). In most directions in k-space, as in the Γ-M direction, the

electrons encounter a semiconductor-like band gap. In the Γ-K direction and in five

other directions that pass through the Fermi points, or K-points, there is no band gap

and electrons have free motion. These directions are shown in Figure 3.7 (C) which is

the hexagonal shape of the first Brillouin zone. When we deduce the band structure of

CNTs from graphene we must take into account that electrons in nanotubes are confined
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along the circumference. Because the diameter of SWNT is on the order of 1 nm, the

wave vector along the circumference ky is quantized. Since the length of nanotubes is

typically from one mm to hundreds of mm, the wave vector along the tube axis kx is

considered continuous. These directions kx and ky are shown in Figure 3.7 (C). Due

to the quantization of ky, not all the points in the graphene bands are accessible to

nanotubes. It is shown that (n, m) tubes are metallic when (n-m)/3 is an integer. If

(n-m)/3 is not an integer, the tubes are semiconducting. That means 1/3 of nanotubes

typically are metallic and 2/3 are semiconducting [70].

In terms of hybridization, the carbon atoms are arranged in a hexagonal lattice. Each

carbon atom is covalently bonded to three neighbor carbons via sp2 bonding. The fourth

valence electron, in the pz orbital, hybridizes with all the other pz orbitals to form a

delocalized π -band. As the unit cell of graphene has two carbon atoms an even number

of electrons are contained in the basic nanotube structure, which consequently can be

metallic/semiconducting [71].

3.4 Properties of Carbon Nanotubes

3.4.1 Electrical Properties

The intriguing electrical properties of CNTs are due to the peculiar electronic structure

of graphene [72]. Graphene has high intrinsic electron mobility [73] due to its lack

of lattice defects as compared to most other semiconductor materials and its unique

linear dispersion relation. As explained in the above section CNTs can be metallic or

semiconducting depending on their chirality.

High quality SWNTs can have mobility larger than 10,000 cm2V−1s−1 and mean free

path longer than 1 mm. In addition to extraordinary conductance, when SWCNTs are

used in FETs, they can have minimum capacitance coupling with gates, which leads to

small RC time constant. Researchers have demonstrated SWNT FETs operating at up

to 50 GHz [74]. The unique band structure and one dimensionality also make carbon

nanotubes a unique optoelectronic material. The electron density of states in nanotubes

has a series of singularities, associated with the onsets of subbands. CNTs can be

viewed as semiconductors with multiple bandgaps and can efficiently absorb lights of a

wide spectrum [75, 76].

3.4.2 Chemical and Biological Properties

Defect free ideal SWCNTs are chemically inert and hence are chemically stable and

biologically compatible. It has been shown that field effect transistors with SWCNT

as semicondutor can operate in aqueous solutions [74, 77]. In addition, because of
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their molecular-scale size and extreme sensitivity to environments, SWNTs are ideal

materials to make detectors that are capable to reach single-molecule level sensitivity

[78, 79]. However their applications are not limited to sensors. SWCNTs have very large

surface to volume ratio in addition to their chemical stability. This makes them highly

interesting as electrode material in electrochemistry research [80].

In the biological applications, SWNTs are shown as drug delivery vehicles to bring

chemicals into cells [81]. However there are still open questions about the toxicity of

SWNTs, but it is more than likely that these concerns will be resolved as recent studies

have shown that injected SWNTs can be excreted out from the bodies of mice within a

couple of months [81], and during this time no toxic effects were observed.

3.4.3 Mechanical Properties

One of the remarkable mechanical property of CNTs is their high strength. To use a

material as a structural element, knowledge of its Young’s modulus (E) is necessary.

Young’s modulus is directly related to the cohesion of the solid and therefore to the

chemical bonding of the constituent atoms [82]. For a thin rod of isotropic material of

length l0 and cross-sectional area A0, the Young’s modulus is

E =
stress

strain
=
F/A0

l/l0
(3.5)

A molecular solid has a low modulus (usually less than 10 GPa) since van der Waals

bonds are weak (typically 0.1 eV), whereas a covalently bonded solid like graphite, di-

amond and SiC has a high modulus (higher than 100 GPa). The Young’s modulus of

CNTs is in the order of ∼ 1TPa, which is five times higher than that of steel [83].

CNTs also have extremely high tensile strength (i.e. the maximum tensile stress a ma-

terial can sustain before failure). The theoretically predicted tensile strength is 130 GPa

[84]. For MWCNTs the largest measured tensile strength is 63 GPa [85]. One can com-

pare this value with the tensile strength of steel, which is less than 1 GPa. At the same

time, SWCNTs are extremely light. There was even a proposal to build a space elevator

using SWCNT ribbons [86].

3.5 Carbon nanotube Field Effect Transistors

3.5.1 Metal Oxide Semiconductor Field Effect transistor

In a field effect transistor (FET) the charge conduction occurs through a semiconductor

channel which is connected by two contacts “source” and “drain” on either sides. The
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number of charge carriers in the channel is controlled by the third “gate” contact. In

the vertical direction, gate metal, oxide and semiconductor, also known as the MOS

structure behaves as a rectifying device that controls the mobile charge in the channel

by capacitive coupling (field effect).

The channel is primarily the inversion layer at the semiconductor–oxide interface. For

an n-channel MOSFET, the substrate is p-type silicon and the inversion charge consists

of electrons that form a conducting channel between the n+ doped source and the drain

contacts. A schematic view of a MOSFET is shown in Figure 3.8 (A). The inversion

charge in the channel is induced by applying a suitable gate voltage and the onset of

strong inversion is marked by the threshold voltage Vth. Figure 3.8 (B) depicts the three

inversion regions of a MOSFET.

Figure 3.8: (A) Schematic of a MOSFET (metal oxide field effect transistor), (B)
Different inversion Regions of a MOSFET.

Application of a drain to source bias (VDS) in the above threshold region causes the

electrons to move in the channel inversion layer from source to drain. A change in the

gate-source voltage VGS alters the electron sheet density in the channel hence modulating

the channel conductance and the drain current (ID).

3.5.2 Need for an alternate semiconductor

Field Effect Transistors are the most common electronic devices. Currently, around 1019

FETs are manufactured per year, most of them (∼99 %) on single-crystal silicon wafers.

Silicon serves as the substrate as well as the semiconductor in which a channel of charge

carriers is accumulated by a transverse electric field from a conducting gate electrode

through a gate dielectric. Since the channel is formed close to the semiconductor/dielec-

tric interface, mobility of charge carriers in the channel is usually less compared to that

in the bulk [87].

In a silicon FET, a gate dielectric with excellent bulk and interface quality is readily

obtained by oxidizing the silicon surface at high temperature in dry oxygen. It is possible
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to scale down the thickness of the SiO2 layer formed after oxidation to a few nanometers.

This gate-dielectric scaling is necessary as the channel length of the transistor is scaled

so that carrier density in the channel is controlled by the transverse gate field rather

than by the lateral drain-source field [88].

This miniaturization of nanoelectronic devices however comes at a cost of increased tun-

neling current which leads to problems related to off-state current, power consumption,

and heat dissipation [89]. To solve this, high-K dielectrics like HfO2 replace thermally

grown SiO2 as gate dielectric such that the same gate capacitance corresponds to a

thicker dielectric (and hence smaller gate leakage). However, the interface quality of

such dielectrics is much lower and there is an increase in the number of scattering

centers which leads to further reduction in the charge carrier mobilities [90]. These con-

siderations have led to the research on alternative semiconductors that are compatible

with silicon technology platforms but are capable to provide higher carrier mobilities

than silicon. The fabrication of the first carbon nanotube-based FET in 1998 [91] was

an important milestone in this direction.

3.5.3 SWCNT FETs

3.5.3.1 Back gated CNTFET

One of the earliest techniques for fabricating CNTFETs involved pre-patterning parallel

strips of metal across a silicon dioxide substrate, and then depositing CNTs [92]. The

semiconducting CNTs between two metal strips meet all the requirements necessary for

a rudimentary field-effect transistor. One of those metal strip functions as the “source”

contact while the other acts as the “drain” contact. The silicon oxide is the gate oxide

and the metal contact under the oxide makes the semiconducting CNT gateable, as

shown in Figure 3.9(A). Such back gate CNTFETs have high contact resistances (≥ 1

MΩ), which leads to a low transconductance gm (= dI/dVGS) of about 10−9A/V .

3.5.3.2 Top gated CNTFET

In order to optimize the gate switching, the capacitive coupling of the gate electrode has

to be enhanced. In the most optimum case, the gate capacitance Cg should be larger

than the quantum capacitance Cq of the nanotube (Cq = 10−16 Fµm−1) [93], so that it

dominates the switching action [94]. Strong gate coupling can also be implemented by

an additional top gate separated from the nanotube by a few nanometers thick layer of

a high-k dielectric, such as TiO2 (k = 80) [95] or HfO2 (k = 25) [96]. Such a top gated

FET is shown in Figure 3.9(B).

In one of the earliest works of fabricating top gated CNTFETs [97], single-walled car-

bon nanotubes were deposited onto a SiO2 substrate followed by source/drain contact
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Figure 3.9: Different configurations of CNTFETs. (A) Schematic of a back gated
single nanotube FET. (A) Schematic of a top gated single nanotube FET. (C) Device
geometry for Schottky barrier (SB) FETs, where contour lines show the electrostatic

potential (this curve is only representative).

patterning and deposition. A high temperature anneal step was done to reduce the

CNT-metal contact resistance. To make the top gate, a thin top-gate dielectric was

deposited on top of the nanotube and the top gate contact is deposited over the gate

dielectric, completing the process. Due to the thin top gate dielectric, a small value of

gate voltage can generate large electric field. This is one of the few advantages that make

top gated FETs preferred over back gated ones, despite their more complex fabrication

process.

3.5.3.3 CNTFETs as SB-FETs

The exact working mechanism of SWCNT-FETs is not fully understood till now. How-

ever, there is a general consensus that these transistors operate as Schottky barrier (SB)

FETs in contrast to the conventional bulk transistors. In such SB-CNTFETs, the gate

potential modulates the transmission through the Schottky barriers at the contacts in

addition to modulating the carrier density Figure 3.9 (C). Thus, in principle the gate is

affecting both the contact and channel resistance [98]. One can imagine that by proper

choice of contact metal it is possible to minimize the schottky barrier for one carrier

type [99].
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3.5.4 Challenges in single nanotube CNTFET

One of the major problem in the fabrication of SWCNT-FETs is the lack of synthe-

sis methods that would yield exclusively semiconducting nanotubes. Towards this goal

numerous attempts have been made to either separate semiconducting tubes from the

as-prepared material or to selectively eliminate the metallic tubes [100]. The basis of

separation approach is the noncovalent chemical functionalization by various types of

polymers which are capable of selectively wrapping semiconducting SWCNTs, most

prominently DNA [101] and polyfluorenes [102]. Self-sorting semiconducting-SWCNTs

networks can also be obtained by spin-coating nanotubes from solution onto appro-

priately surface-functionalized Si/SiO2 substrates [103]. The method is based on the

principle of selective binding of semiconducting tubes by the terminal amino groups of

the silane layer on the silica [104]. Efficient chemical methods to eliminate the metallic

tubes in nanotube ensembles include the coupling of benzene diazonium salts[105, 106]

and methane plasma etching. Preferential destruction of metallic tubes has also been

achieved through selective photo-oxidation using laser irradiation of appropriate wave-

length [107].

Significant progress has been made in the development of FETs incorporating highly

ordered SWCNT arrays produced via oriented CVD growth on quartz substrates[108].

After transferring the arrays onto a polymer substrate and selective electrical breakdown

of the metallic tubes, the devices display very good performance.

Figure 3.10: (A) Schematic drawing of a random network CNTFET. SEM image of
(B) multi walled CNT and (C) single walled semiconducting CNT.
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3.5.5 CNTFETs from random network of CNTs

One possible way to solve the challenges associated with single nanotube FETs is to use

instead thin films consisting of large numbers of SWNTs in the form of random networks.

These devices incorporate thousands or tens of thousands of SWNTs. Such an approach

might represent a viable route to a technology due to (1) statistics that minimize the

device-level effects of electronic heterogeneity in the SWNTs, (2) large active areas and

high current outputs provided by the large numbers of SWNTs in each device, and (3)

relaxed requirements of precise spatial position or orientation of any individual tube in

the film [109].

There are two possible approaches to make such a random network of CNTs. CNTs

can be deposited from their solution suspensions onto a solid substrate, utilizing specific

interactions between SWNTs and the substrate. In the second approach CNT films

are grown directly using chemical vapor deposition (CVD). Schematic of a CNTFET

fabricated using random network of CNTFETs is shown in Figure 3.10 (A). In this

thesis work, random network of carbon nanotubes is deposited using spray deposition

techniques. Figure 3.10 (B) and (C) are random network of MWCNT and SWCNT

sprayed on a polyimide substrate.

3.6 Fabrication of CNTFETs

Three major processes involved in semiconductor device fabrication are patterning, thin

film metal deposition and semiconductor deposition.

3.6.1 Patterning using Photolithography

“Lithography” word has Greek roots where “lithos” translates to stone and “graphia” to

write. So, literally lithography means to write on stones. Pertaining to semiconductor

industry, patterns are created (or written) on silicon wafers using a light-sensitive poly-

mer called photoresist. In fabrication of an integrated circuit where there are millions

of transistors, lithography processes are performed twenty to thirty times in such a way

that every new pattern is aligned with respect to the previous pattern [110]. Lithography

is one of the most critical steps in device fabrication as 30 % of the manufacturing costs

are associated with lithographic processes. In addition, lithography stands as one of the

major technical limiter for further reduction in feature size, hence prohibiting further

reduction in transistor speed and silicon area.

Optical lithography is a process where a light sensitive polymer (photoresists) is ex-

posed and developed to form a three-dimensional image on the substrate. In general,

this image will be an exact replica of the intended pattern. The final substrate is in
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Figure 3.11: Schematic drawing of positive and negative photolithography.

parts covered with resist while other parts are completely exposed. In general following

sequence of processing steps are part of a typical photolithography process: substrate

preparation, photoresist spin coat, prebake, exposure, post-exposure bake, development,

and postbake. Stripping of remaining resists after pattern transfer is the final step in

the photolithographic process.

These individual processing steps are shown in Figure 3.11. In the following subsections

a brief description of each step is presented.

3.6.1.1 Substrate Preparation

As its name suggests substrate preparation step prepares the substrate so that there

is optimum photoresist adhesion. To achieve this the substrate is cleaned to remove

contaminants [111]. Contaminants can be organic or inorganic molecules which result

in poor photoresits adhesion and loss of line-width control. Chemical and mechanical

cleaning processes along with chemical, ozone, or plasma stripping are usually employed

to remove the contaminants. Water is another contaminant which is removed by a

dehydration bake process by baking the substrate at temperatures of around 200◦C to

400◦C, usually for 30 to 60 minutes and cooling in a dry environment. The final substrate

cleaning step is use of adhesion promoters to improve the adhesion of photoresist on the

substrate. Adhesion promoters react chemically to replace the surface -OH group with
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Figure 3.12: (A) Schematic of the spin-coating process. (B) Representation of spin
speed vs time.

an organic functional group which offers good adhesion to photoresist. One of the most

common adhesion promoter is hexamethyl disilizane (HMDS) [112].

3.6.1.2 Spin Coating

Spin coating is the commonly used process to achieve a thin, uniform coating of photore-

sist present in liquid form. This photoresist is poured onto the wafer substrate which is

spun a high speeds to produce a desired film as shown in Figure 3.12(A). During this

process several parameters must be controlled to meet the requirements for thickness

control and uniformity with low defect density. For example, one can choose between

static dispense where the wafer is stationary during the resists dispensing or dynamic

dispense where the wafer is spinning during resists dispensing. One also has the choice

of spin speeds and times, and accelerations for each of the spin speeds. Also, one can

imagine the volume of resists and its viscosity along with the topography of substrate

will play an important role in determining the resist thickness uniformity. In addition

practical aspects like temperature and humidity control often affect the spin coating

process [110]. Figure 3.12(B) presents an example of a photoresist spin coat cycle.

3.6.1.3 Soft Bake

After spin coating, the resists film contains 20 - 40% by weight solvent and during the soft

bake process this excess solvent is removed. Before the soft bake process, solvent present

in the resists film gradually evaporates hence causing a change in the properties of the

film with time. During the soft bake process majority of the solvent is removed hence

making the film stable. The major effects that occur during soft bake are reduction in

the film thickness, improvement in adhesion and reduction in particulate contamination
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Figure 3.13: Three different exposure or alignment systems used in wafer exposure.

susceptibility. Usually after soft bake step there is 3 to 8 % residual solvent left in

the resist film, which is sufficiently small and hence the film is stable during further

processing. The most commonly used equipment for soft bake is hotplate. The wafer is

placed on a high mass metal plate and silicon heats to near the hot plate temperature

due to its high thermal conductivity. Usually the wafer is immediately placed on a chill

plate so that heating stops immediately [110].

3.6.1.4 Exposure

The basic idea behind photolithography is that on exposure to light there is change

in the solubility of resists in developer solution. The simplest methods to expose a

photoresists through a photomask are contact and proximity lithography shown in Fig-

ure 3.13 (A) and (B). In case of contact lithography, the mask and substrate wafer are

in direct contact, hence causing damage to photomask. To protect the mask, proximity

lithography maintains a distance (in the orders of µm) between the mask and substrate.

However, there is loss of the lowest resolution that can be achieved. The most commonly

employed exposure method today is projection lithography shown in Figure 3.13 (C). As

its name suggests an image of the pattern is projected onto the wafer using the aid of

sophisticated lens systems possessing very few lens aberrations.

An important aspect in lithography is the resolution, which is the smallest feature size

that can be produced. Resolution is computed by the Rayleigh criterion given by equa-

tion 3.6 where λ is the wavelength of imaging light and NA is the numerical aperture of

the lens system.

R ∝ λ/NA (3.6)
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Figure 3.14: Schematic of (A) Spin spray development and (B) Puddle development
processes.

To achieve lower resolutions the wavelengths used in lithography systems have reduced

from blue (436 nm) to UV (365 nm) to deep UV (248 nm) and eventually to ultra deep

UV (193 nm). At the same time, numerical apertures have increased to 0.93 NA in order

to produce sub 100 nm features [110].

3.6.1.5 Development

After exposure the photoresists is developed in a developer solution (usually aqueous

based). In batch processing multiple wafers are developed together at the same time in

a large beaker full of developer solution. However recently several inline development

processes have emerged, for instance spin development where developer is poured onto

a rotating wafer. In such process the rinsing and drying of wafer also takes place while

it is still rotating (or spinning). A variation of spin development is spray development

where developer is sprayed in the form of fine mist on the wafer through a nozzle. This

process uses low developer volume and provides uniform developer coverage. Third inline

development process is puddle development where developer is poured on a wafer and

is then left in this stationary state for the entire development time. Finally the wafer is

rinsed and dried [110]. Figure 3.14 summarizes the various development processes.

3.6.1.6 Hard Bake

Hard bake or also commonly known as postbake is often done to harden the resists image

so that it can withstand harsh conditions of subsequent processing steps. This is often

done using a high temperature (120 ◦C - 150 ◦C) step that crosslinks the resin polymer in

the photoresists leading to increase in its stability. Hard bake also does residual solvent,
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water and gas removal hence improving the adhesion of the photoresists. Deep UV light

can also be used instead of high temperature in hard bake step [110].

3.6.1.7 Pattern Transfer

To transfer the patterns onto the substrate there are three main approaches namely, sub-

tractive transfer (etching), additive transfer (selective deposition), and impurity doping

(ion implantation). In “etching” process, a uniform layer of the desired material is de-

posited on the substrate. In the next step of lithography those areas in this uniform

layer are exposed where the desired material is not wanted. A chemical step is then

performed where the exposed material is etched away selectively, followed by a resists

strip step. In case of “additive” process the first step is lithography to expose the areas

where certain material deposition is desired. Deposition methods like electroplating,

sputtering are performed to deposit metal in these areas which is followed by a resists

stripping step. “Ion implantation” is often done after lithography to selectively dope

areas in the substrate which are exposed and other parts of substrate are protected by

photoresists [110].

3.6.1.8 Strip

After all the above processes of pattern transfer the residual photoresist must be re-

moved from the substrate. There are mainly two ways to perform photoresists strip:

“wet” (chemical) stripping or “dry” (plasma) stripping. For wet stripping organic or

inorganic chemicals are used. One of the simple stripper is acetone. However there is

problem of scumming with acetone and hence often phenol based strippers are used.

A wet stripping is often followed by a plasma step to completely clean the substrate.

Plasma stripping, often done in oxygen plasma environment is very good for cases where

resists has hardened during processing. However, it only works for organic polymers and

often leaves inorganic materials untouched[110].

3.6.2 Alternate Lithography Techniques

3.6.2.1 Ebeam Lithography

The development of electron beam lithography tools started in the late 1960s by mod-

ifying the design of scanning electron microscopes. This technique is usually used for

small features in sub-10 nm range which are otherwise hard to make using conventional

photolithography. In electron beam lithography an accelerated electron beam directly

writes on the surface of a substrate which is covered with an electron beam sensitive

material. When the electron beam sensitive material is exposed to electron beam its
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solubility changes according to the energy of the electron beam. The highly focused

electron beam moves over a sample to write out a pattern designed with suitable CAD

tools. [113]

3.6.2.2 X-ray Lithography

X-ray lithography was proposed by H. Smith and Spears at MIT. X-ray lithography

can be understood as optical lithography but with shorter wavelengths. This type of

lithography is often carried out in a projection transmission proximity printing mode

instead of the usual reflection mode because of the difference in penetration and reflection

of X-rays in matter. A special mask which has areas with difference in local absorptive

coefficients is used to define patterns of a substrate covered with resists. If the resist is

negative there is crosslinking on the X-ray exposed areas or, bond breaking in the case of

positive resists [114]. Steppers are often used in lithography to increase the throughput,

that is number of wafer processed/hour.

3.6.2.3 Laser Direct Writing

Lithography processes today are mostly projection printing where a reduced image of the

mask is printed onto a photoresist. This is essentially done to provide high throughput,

however lithography methods in general lack flexibility. Usually multiple lithography

steps are required in production of a semiconducting device and one can assume that a

minor change in the design often needs the entire processes to be redone. This causes

extreme loss of time and money. In situations where higher flexibility and lower produc-

tion rates are desired direct writing techniques like electron, ion, or laser scanning can be

an optimal choice. Such direct techniques write serially pixel by pixel on a photoresists

by modulation of an electron beam [115].

3.6.2.4 Nanoimprinting

Nanoimprint lithography was developed more than twenty years ago with the intention

for low cost and high throughput nanoscale fabrication process. Over the years it has

developed as an alternative to conventional lithography with applications in many areas

of nanoscale device fabrication. A mold is used to define nanoscale deformation of a

resist which is later cured by heat or UV application. After curing of resists, this mold

is removed and the final structure is generated on the patterned resist. If a relatively

rigid mold is used, the process is called hard nanoimprint lithography and results in high

resolution features ∼ 5 nm but higher defect rates. On the other hand, in case of soft

lithography, elastomeric molds made of materials like poly(dimethylsiloxanes) (PDMS),

polyimides and polyurethanes are used. Soft nanoimprint lithography is also extended
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Figure 3.15: Schematic of (A) e-beam lithography, (B) direct laser writing system,
(C) x-ray lithography and (D) nanoimprinting.

to roll-to-roll lithography for extremely high volume, low cost applications and holds

enormous promise in future [116].

Figure 3.15 shows the schematic of the alternate lithography techniques discussed above.

3.6.3 Metal deposition techniques

There are several methods that are used for deposition in microelectronic fabrication.

These can be broadly classified into two groups, chemical deposition and physical depo-

sition. Chemical deposition methods are based on creating solid materials directly from

chemical reactions. Usually in this process, there are byproducts in the form of gases,

liquids and even other solids. In physical deposition on the other hand, the material
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is physically deposited on the substrate without any chemical reaction involved [117].

Some the chemical and physical deposition techniques are described below in brief.

3.6.3.1 Chemical Deposition

Chemical Vapor Deposition

Chemical vapor deposition (CVD) was introduced in section 3.2.3 for growth of carbon

nanotubes, but CVD is also widely used for metal deposition. This process belongs to

a class of vapor-transfer processes where the deposited species are atoms or molecules.

In this process deposition of a material takes place by its chemical reaction in the vapor

phase with a heated substrate. CVD can be used in conjunction with PVD (physical

vapor deposition) which otherwise can also be a competing process [118]. However one

of the distinct advantage of CVD over PVD is the possibility of 3D-deposition. CVD

can have variants when performed under different pressure conditions, like low pressure

CVD (LPCVD) or atmospheric pressure CVD (APCVD). CVD can also be used in

conjunction with other processes like plasma enhanced CVD (PECVD) [119].

Atomic Layer Deposition

Atomic layer deposition (ALD) technique has the capability to produce thin films of

various different materials from vapor phase. As the scaling in semiconductor industry

demands smaller structures, deposition techniques like chemical vapor deposition and

physical vapor deposition are not very efficient. However, ALD offers very high con-

formability even on high aspect-ratio structures and very good thickness control even

sub-nm thickness due to its sequential, self-limiting reactions [120].

Electrochemical Deposition

In electrochemical deposition or electrodeposition, as it is also called a thin film of metal,

oxide, or salt is deposited on the substrate using electrolysis of a solution containing the

desired metal ion or its chemical complex [121]. When using this process to deposit

metals for contact on silicon, a seed layer (usually a thin layer of metal) is deposited

on the wafer. A seed layer is important as silicon being a semiconductor is not as

conductive for electrochemical deposition. The wafer is then immersed in a metal ion

solution and is connected to the negative terminal of a voltage controlling system. The

positive terminal is connected to a metal block. Under applied voltages, metal dissolves

from the block maintaining a uniform concentration of metal in the solution, while there

is continuous deposition on the wafer [122].

Molecular Beam Epitaxy

“Epitaxy” word is made up of two Greek words “epi” and “taxis” meaning above or

upon and arrangement or order respectively [123]. Hence, the word epitaxy refers to the
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Figure 3.16: Schematic of (A) Chemical vapor deposition, (B) Atomic layer deposi-
tion, (C) Electroplating and (D) Molecular beam epitaxy, (RHEED stands for reflection

high-energy electron diffraction).

process of growing one ordered layer of a crystalline material on top of another layer

of same (or related) crystal arrangement. Hence, surface preparation is an important

aspect especially for the growth of first few layers. Molecular beam epitaxy (MBE) is an

atomic layer by layer epitaxial growth technique by reacting molecular or atomic beams

(unidirectional flow of atoms or molecules without collisions) with a heated crystalline

substrate in an ultra-high vacuum (UHV) environment. The term “molecular beam

epitaxy” was coined in 1971 by Cho et. al. [124].

Figure 3.16 shows the four chemical deposition techniques described in this section.

3.6.3.2 Physical Deposition

Physical Vapor Deposition

There are two main processes in physical vapor deposition (PVD), namely evaporation

and sputtering. They are widely used for metal deposition as they are cost-effective and

less complex compared to CVD, but a disadvantage is that the quality of films might be

poor than deposited by CVD.

Evaporation

In this process metal is melted and transported to the substrate in vacuum conditions.

Deposition rate is highly dependent on the conditions of pressure, temperature and

atomic mass of species that need deposition. For uniform deposition, substrate is of-

ten placed in rotating platform. There are mainly two types of evaporation, thermal
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Figure 3.17: Schematic of physical vapor deposition methods, (A) Thermal Evapo-
ration and (B) Sputtering.

evaporation or e-beam evaporation. In thermal evaporation the source metal is usually

heated by resistive elements or inductive heating. In e-beam evaporation, an electron

beam is focused on the source metal causing local heating and evaporation. Choice of

evaporation method typically relates to the phase transition properties of that material

(for example, aluminum is quite difficult to evaporate using resistive heating) [117].

Sputtering

Sputtering is a process in which atoms on the surface of a solid metal are physically

ejected by momentum transfer from an atomic-sized energetic bombarding particle,

usually a gaseous ion, accelerated from a plasma. In this case the distance between

the substrate and the source metal is smaller than in processes involving vacuum depo-

sition. One of the common approaches in sputtering is to use magnetron source where

the positive ions present in the plasma of a magnetically enhanced glow discharge bom-

bard the target. Sputtering can also be done by adding a reactive gas to the plasma for

depositing a compound layer, i.e. reactive sputtering [125].

Figure 3.17 shows the schematic of thermal evaporation and sputtering processes.

3.6.4 Solution processable semiconductor deposition

Conventional semiconductor materials such as silicon are grown in the form of large per-

fect single crystals which are then cut and processed into devices under clean room con-

ditions. This semiconductor technology is highly optimized and efficient but extremely

expensive. An alternative to this technology is using semiconductors which can be pre-

pared and processed in solutions. This solution processability not only is cost-effective

but also imparts additional possible benefits like flexibility, bio-compatibility. The three

widely used solution processable semiconductor deposition techniques are spin coating,
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Figure 3.18: Schematic of (A) spray deposition, (B) screen printing and (C) ink-jet
printing.

spray deposition and printing. In section 3.6.1, spin coating is already explained. In

the below sections the remaining two techniques are discussed.

3.6.5 Spray Deposition

Spray deposition is a pneumatically driven ejection method which is very well-known

in everyday life applications like spray-painting. Using this method in electronic device

fabrication is possible due to the capability of polymer semiconductors to be soluble

in various solvents [126]. Some of the advantages of this process are that it is highly

scalable, use of material is in a far more cost effective way than spin-coating, there is no

strict requirement for high-quality substrates and it is possible to make different nature

of films like dense, porous and even multi-layered films [127]. A spray deposition set-up

shown in Figure 3.18 (A) consist of an air-atomizer, spray nozzle, ink supply/solution

holder, substrate heater, and temperature controller. The solution is sprayed through

the spray nozzle directed towards the substrate which is placed on a heater. Most of

the solvent evaporates during spraying. It is possible to control the homogeneity of the

polymer film by controlling the droplet size of the aerosol [128].

3.6.6 Printing

The need for flexible, low cost and large area devices has led to significant progress in

developing printing methods for semiconductor device fabrication. Screen printing and
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ink-jet printing processes find their use in several applications around us and are now

under investigation for thin film deposition [129].

Screen Printing Screen printing was used in the past in electronic industry for print-

ing circuit boards [129]. The process is to squeeze ink of desired material on a substrate

through a screen mask as shown in Figure 3.18 (B). There have been demonstrations

in the past where all the active layers of a transistor were printed using this technique

and device properties comparable to devices made from standard processes were ex-

tracted [130]. One of the main limitations of this process is that the lowest feature size

printed is around 75µm hence ultra small devices are not possible.

Ink-jet Printing A complete ink-jet printed thin film transistor can be made by replac-

ing the inks in the cartridges with polymer solutions for metal and semiconductor [131].

Without any processing ink jet printing can print features as small as 25 µm in size,

but research is continued for going to further small dimensions. Figure 3.18 (C) shows

a schematic for ink-jet printing of thin film transistors.

Figure 3.19: Optical microscope images of the interdigitated electrode structure (A)
after development, (B) after lift-off and (C) after spray of semiconductor CNT solution.

Each of these techniques have their own merits and limitations, hence depending on the

desired result one of them has to selected. For example, spin coating offers good uni-

formity, reproducibility and good control of thickness however the major disadvantages

of spin coating is the wastage of material and no large area coverage. Spray deposition

on the other hand offers large area coverage and possibility to deposit on many different

substrates. The film thickness and morphology can be controlled in spray deposition by

several parameters like air pressure, solution viscosity, nozzle-substrate distance among



Carbon Nanotube : An Electronic material 58

others. One of the major limitation in spray deposition is resolution, which is also a ma-

jor issue with screen printing technique. Other than resolution screen printing involves

waste of material and use of only viscous materials, however screen printing process is

a very simple process [132]. Inkjet printing in contrast offers high resolution but its a

relatively slow process.

Figure 3.20: Different process steps/tools used in the device fabrication for this thesis
work.

3.7 Process steps used in this thesis

In this thesis random network of carbon nanotube serve as the semiconductor channel.

Negative photolithography with photoresists MAN-1420 is performed to pattern source,

drain and gate contacts. Interdigitated electrode structure (IDES) is used for the source

and drain contacts. Post exposure, development is done in developer solution MAD-533S

by immersing the samples completely in the developer solution. Figure 3.19 (A) shows

the IDES after development. The metal deposition is done by thermal evaporation.

The contact metal is gold (Au) but the deposition of gold is preceded by deposition

of a thin film (5 nm) of Chromium (Cr) for improved adhesion of the metal to the

substrate. Liftoff is performed in acetone and the samples are rinsed with iso-propanol

(IPA) and dried with dry nitrogen. Figure 3.19 (B) shows the IDES after liftoff. Finally

spray deposition is used to spray the aqueous solution of CNTs. This aqueous solution

is prepared by dispersing CNTs in a solution of sodium dodecyl sulfate (SDS) with

deionized water (DI-water). 1 wt% aqueous solution of SDS is prepared and stirred for

12 hours at room temperature to uniformly disperse the surfactant in water and this

stock solution is used for dispersing CNTs. The dispersion is achieved by sonication of

the solution in horn sonicator. The solution is later centrifuged and the final solution
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is obtained by decanting the top 80% of the supernatant. An automated spray system

equipped with an industrial air atomizing spray valve and an overhead motion platform

is used for spraying. The samples are immersed in DI-water for 15 minutes at room

temperature to remove the remaining surfactant, and the devices are subsequently dried

with nitrogen [133]. Figure 3.20 shows different process steps or equipments used in the

device fabrication for this thesis work.





Chapter 4

Biomolecule sensing using field

effect transistors

4.1 Electrolyte gated FETs

4.1.1 Electrolytes

An electrolyte is mobile ion containing medium which can be either in liquid or solid

form. Electrically, electrolyte is neutral but when an electric potential is applied to

it, the cations present in the electrolyte are drawn to the electrode that has excess

of electrons, while the anions move to the electrode with deficiency of electrons. The

movement of anions and cations in opposite directions result in a current. One of the

simple example of an electrolyte is a salt solution in water. Water can release ions from

the crystal lattice of many solid salts and can hydrate them within liquid water.

Below are briefly described some electrolytes used in this work.

Deionized-Water

Even deionised water (DI water) acts as an electrolyte through ‘autoprotolysis’ which is

the spontaneous separation of water molecules into hydroxide ions (OH-) and hydronium

ions (H3O+) as shown in Figure 4.1 and give by equation below:

2 H2O −−⇀↽−− H3O
+ + OH− (4.1)

At room temperature (25◦ C), the chemical equilibrium for an autoprotolysis is strongly

on the non-dissociated side, hence DI water displays a low conductivity with pH value

of around 7. On exposure to air, the conductance of DI water increases because carbon

dioxide from air dissolves in it resulting in the formation of carbonic acid with pH

changing to 5.5. But still, DI water can build an electric double layer with a double layer

61
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capacitance of 3µF/cm2 at its interface with electric contacts [134]. The electrochemical

window for water is 1.2V [135] and hence for most measurements with DI water the

maximum bias applied in this work is 0.8 V.

Figure 4.1: Autoprotolysis of deionized water.

Buffer Solution

A buffer solution consists of a weak acid (HA) and its conjugate base (A-), as shown in

Figure 4.2. The important property of interest is that buffer solution resists changes in

pH after adding small quantities of acid or base. In biosensing applications phosphate

buffer saline (PBS) is used to maintain pH because it is a biologically realistic aqueous

electrolyte, as a simulated fluids of bio-organisms [136].

Figure 4.2: Buffer solution prepared by adding a weak acid and a weak base.

Ionic Liquid

Ionic liquids are made of organic salts with melting point below room temperature. Ionic

liquids are extremely stable chemically, thermally and electrochemically. They have

high conductivity due to high ionic concentration [137]. Figure 4.3 shows the chemical

structure of 1-Butyl-3-methylimidazolium hexafluorophosphate, ionic liquid used in this

thesis.
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Figure 4.3: Chemical Structure of ionic liquid 1-Butyl-3-methylimidazolium hexaflu-
orophosphate.

4.1.2 Structure and operating principle of Electrolyte-Gated FET

Electrolytes can be used as alternative to conventional dielectric insulators as gate media

in thin film transistors. In the early 2000s, ionic liquids and solid state electrolytes were

introduced as potential gate media materials [138, 139]. Kerogat et.al. showed [140] that

even pure water can be used to gate a semiconductor film and result in a transistor,

the high double layer capacitance leads to low threshold (around ∼ 0.3 V), within the

electrochemical window of water. This work has paved path for water based analysis,

where aqueous media is an active part of the transducer. In presence of a recogniz-

ing element on the surface of transistor, introduction of target analyte can impact the

electrical characteristics of the transistor.

Figure 4.4: Schematic of an electrolyte gated field effect transistor.

Figure 4.4 illustrates the schematic of an electrolyte gated field effect transistor (EGFET).

There is formation of electrical double layer at the semiconductor and gate interfaces and

hence the gate capacitance in electrolyte gated FETs is double layer capacitance. On

applying appropriate gate to source (VGS) and drain to source (VDS) voltages electrical
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characteristics of an electrolyte gated field effect transistor can be recorded. Figure 4.5

shows the transfer characteristics for the EGFET measured in 0.1 M NaCl aqueous so-

lution as the gate electrolyte and 50µl of this solution is manually drop-casted over the

gate and channel using a Gilson pipette. The applied drain to source voltage is fixed

to -0.2 V while the gate to source voltage is swept from +0.8 V to -0.8 V. The channel

length of the transistor is 300µm and the channel width 700µm . The ON/OFF ratio

of this device is around 2.3 orders of magnitude and the transconductance is 3.5µS.

Figure 4.5: Transfer curve (ID versus VGS) for p-type electrolyte gated field effect
transistor.

Figure 4.6 shows the output characteristics for the same transistor measured again in

50µl 0.1 M NaCl solution. The drain–source voltage sweeps from 0 V to -0.6 V with a

-10 mV step and the gate–source voltage varies from 0.4 V to -0.4 V with a -0.2 V step.

It is important to note that the semiconducting channel for this FET is random network

of carbon nanotubes and thus there are variations in the device characteristics from one

device to another.

Figure 4.6: Output curve (ID versus VDS) for p-type electrolyte gated field effect
transistor.
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4.2 Biomoelcule Sensing

One of the most important applications of electrolyte gated field effect transistor is using

them for bio-sensing applications. As water is the natural environment for biological

receptors and can also act as an electrolyte, aqueous gated field effect transistors are

very good candidates for biosensors [141]. In the following sections three different types

of biosensing mechanisms are presented namely : enzyme based, non-enzymatic sensing

and immunosensing. In all the sensors described below the basic transducing element is

an electrolyte gated random network CNTFET.

4.2.1 Glucose & Lactate Sensors : Enzyme based sensing

Around 450 million people worldwide suffer from diabetes and this number is expected

to increase much more in the coming years. Diabetes is one of the main reasons of

death and disability, such as blindness, nerve degeneration and kidney failure [142]. The

diagnosis and management of the disease requires precise monitoring and control of the

glucose level in the body. Lactate is another important biomolecule which is primary

metabolized in kidney and liver. In the area of human performance monitoring, lactate

levels are important parameters for brain blood flow and impact brain activation during

exercise-induced fatigue [143]. In this section, enzyme based glucose and lactate sensors

are presented. Enzymes glucose oxidase (GOx) and lactate oxidase (LOx) catalyze

biomolecules glucose and lactate respectively. Both these chemicals belong to a family of

enzymes which produce hydrogen peroxide (H2O2) as a by-product of the reaction [144].

The peroxide can influence the electrical conductivity of the semiconducting transistor

channel [145]. The sensing mechanism can be described by the following reactions:

β-D−glucose + O2
GOx−−−→ D−glucono−δ-lactone + H2O2 (4.2)

L−lactate + O2
LOx−−→ pyruvate + H2O2 (4.3)

The scheme to immobilize the enzymes is presented in Figure 4.7 (A). Glutaric acid,

a dicarboxylic acid is used as the linking molecule between the -NH2 groups of the

kapton surface and the enzyme, hence forming two imide bonds. Both the carboxyl

groups are activated using EDC (N-Ethyl-N’-(3-dimethylamino-propyl) carbodiimide hy-

drochloride) and NHS (N-hydroxysuccinimide) [146]. AFM image of the semiconducting

CNT channel before and after functionalization with enzyme GOx is shown in Figure 4.7

(B) and (C).
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Figure 4.7: (A) Enzyme immobilization scheme for glucose oxidase and lactate oxi-
dase. AFM image of the polyimide substrate (B) before and (C) after immobilization

of enzyme (GOx).

Figure 4.8 (A) and (B) shows the response of the lactate/glucose sensor to different

concentrations of lactate/glucose respectively. The applied VDS used in these measure-

ments is fixed to -0.1 V and VGS is swept from +0.8 V to -0.7 V. Results show that as

the concentration of lactate/glucose increases, the drain current (ID) increases.

The sensitivity of lactate and glucose sensors can be calculated by a linear fit of the

current versus concentration curve as shown in Figure 4.9. The slope of the linear

fitting line gives the sensitivity of the sensor. The calculated sensitivities for the lac-

tate and glucose sensors are 2.198µA/decade and 1.767µA/decade respectively. These

values are comparable to recent works on enzymatic sensors developed using MOS2

based FET [147] and graphene based FET [148]. However in these works, the enzyme

immobilization scheme is either complex using multiple layers of polymer and nanopar-

ticles [148] or the enzyme is introduced into the FET surface only during sensing [147].

The functionalization of the substrate (i.e. kapton here) provides additional advantage

of minimum device degradation post enzyme immobilization.
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Figure 4.8: (A) Response of glucose sensor to varying concentrations of glucose. (B)
Response of lactate sensor to varying concentrations of lactate.

To investigate the shelf life of sensors, stability tests are performed. The sensors are

re-measured after a period of three to four weeks when they are stored at 4◦C and

compared to their previous measurement. Figure 4.9 (A) and (B) show that there is

small change in the overall sensitivity of the sensors due to decreased enzyme activity

over the period of time.

Figure 4.9: (A) Current versus concentration curve for lactate sensor measured im-
mediately after sensor production and then re-measured after three weeks. (B) Current
versus concentration curve for glucose sensor measured immediately after sensor pro-

duction and then re-measured after three weeks.

A major advantage of flexible sensors is their potential to be used in wearable or im-

plantable devices where continuous real time monitoring of an analyte is possible, for

example using them as an electrochemical tattoo [149] or a contact lens [150]. However,

such devices will experience continuous mechanical stress because of bodily movements.

Therefore it becomes important to evaluate the endurance of such devices against me-

chanical deformation. To verify this, the sensors are flexed to a 90 ◦ angle at the radius
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of 0.17 cm with a speed of 50 mm/sec for more than 400 total iterations and the response

of the sensor is recorded after every 100 iterations with a concentration of 10µM ana-

lyte (glucose or lactate). As seen in Figure 4.10 (A) and (B) the current response is well

maintained after such repeated bending cycles, indicating the robustness of the sensors

against mechanical deformations or stress.

Figure 4.10: (A) Flexibility tests for lactate sensor. (B) Flexibility tests for glucose
sensor.

4.2.2 Dopamine Sensing : Non-enzymatic sensing

Dopamine is a neurotransmitter belonging to the catecholamine and phenethylamine

families. It performs crucial functions in the brain and the central nervous system

(CNS) as a local chemical messenger that controls the immune system and digestive

system, among others [151, 152]. Abnormality in dopamine level can lead to serious

medical and neurological conditions, such as Parkinson’s disease, Alzheimer’s disease,

depression, addiction, and schizophrenia [153, 154]. Various analytical techniques such as

chromatography [155], spectrophotometry [156] and electrochemical methods [157] have

been developed for measuring dopamine levels. There have also been reports on the

use of electrochemical electrodes made of carbon nanotubes [158], carbon [157], organic

materials[159], etc. for the detection and recognition of dopamine. In the past few

years biosensors based on field-effect transistors (FETs) are also investigated to achieve

real-time and rapid dopamine detection [160–162].

In this thesis work, non enzymatic dopamine sensors are prepared by functionalizing

kapton substrate. Carboxyphenyl boronic acid (CPBA) is a molecule which can bind to

dopamine and form a charged boronate ester which can then modulate the surface charge

on the semiconducting channel [163, 164]. EDC and NHS are used for the activation of

CPBA. Figure 4.11 (A) shows this functionalization scheme. Attenuated total reflection

fourier transform infrared (ATR-FTIR) measurement is performed on the polyimide

sample before and after it is functionalized with CPBA. The spectral resolution is set to

2 cm−1, and 24 scans are recorded and averaged per sample. Figure 4.11 (B) shows the
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spectra of bare polyimide and the polyimide functionalized with CPBA zoomed-in on the

range from 1500 cm−1 to 1800 cm−1. The width and height of the C=O peaks around

1700 are modified after functionalization, indicating a change in the environment [165].

Figure 4.11 (C) shows the spectra in the range 1300 cm−1 to 1500 cm−1; a slight peak

seen just above 1380 cm−1 is a signature of the B-O bond of the boronic acid [166], hence

confirming successful surface functionalization.

Figure 4.11: (A) Functionalization of the polyimide substrate for dopamine sens-
ing. Attenuated total reflection fourier transform infrared (ATR-FTIR) measurement
for bare polyimide (PI) and polyimide with CPBA for the range (B) 1500 cm−1 to

1800 cm−1 and (C) 1300 cm−1 to 1500 cm−1.

Figure 4.12 (A) shows the transfer curves for the dopamine sensor recorded with varying

concentrations of dopamine in 10 mM PBS buffer solution at pH value chosen at its pKa

(i.e., pH = 7). Figure 4.12 (B) is the maximum current versus concentration response

for dopamine sensor measured at fixed VDS=-0.1 V and VGS=-0.8 V. To extract the

sensitivity of the sensor a linear fit of the current versus concentration curve is done

and the calculated sensitivity is 36µA/decade. With the increase in the concentration

of dopamine there is continuous increase in the drain current for the transistor. The

boronic acid immobilized on the polyimide surface binds to the dopamine mixed in the

buffer solution as shown in Figure 4.11 (A). The formed boronate ester has a negative

charge on the boron atom and influences the device characteristics of the CNTFET.

With the increase in dopamine concentration in the measuring solution, there is an
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increase in the negative charge near the surface of the p-type semiconducting channel.

This negative charge attracts more holes (majority carriers) on the surface of CNTs,

thus causing an increase in the current for p-type FET.

Figure 4.12: (A) Transfer curve for a dopamine sensor measured with different
dopamine concentrations. (B) Maximum current versus concentration curve to extract

sensitivity of the sensor.

The above dopamine sensor has a very wide linear range from 1 fM to 0.1µM and is

highly sensitive even in very low concentrations. Such high sensitivities are not reported

even in those sensors where extra elements like metal nano-particles are introduced in

the transducer surface to increase their sensitivity [167]. We believe this is because of

two reasons which arise due to the functionalization of kapton substrate. First is higher

number of recognition sites because there is larger functionalized area and second is that

these sites are very close to the semiconductor and hence they can easily affect its charge

density.

One crucial difference between enzymatic and non enzymatic sensors is in their selectiv-

ity. Enzyme based sensors are highly selective as enzymes have very powerful specificity

to target analytes. Non-enzymatic sensors on the other hand do not have this intrin-

sic selectivity. For example, the dopamine sensor described in Figure 4.11 (A) can be

used to sense other molecules with similiar chemical structure. An implication of this is

described in section 4.3.2.

Another important aspect in such sensors is their regeneration so that they can be reused.

It is observed that for regeneration of biosensors, the solvent environment needs to be

altered in such a way that the analyte/receptor binding is weakened. The main reagents

used to achieve this are acid/base (pH change), detergents, glycine, and urea [168].

For regeneration of dopamine sensors hydrochloric acid (HCl) solution is used in this

work [169]. For very high concentrations of dopamine (∼ 1 mM), the sensor saturates

and cannot be turned on, as seen in Figure 4.13 (A). This can be partly because the

debye length significantly decreases for very high concentrations of dopamine solution.

After the measurement in highly concentrated dopamine solution, the CNTFET is rinsed

thoroughly with 0.5 M HCl and then with DI-H2O. As seen from Figure 4.13 (A), the
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Figure 4.13: Regeneration of dopamine sensor: (A) after treatment with 0.5 M HCl;
(B) four regeneration cycles where B(1,2,3,4,5) refer to the number of times the sensor
was measured in buffer and in between the 1mM dopamine measurements D(1,2,3,4),

the blue bar indicates HCl treatment.

dopamine sensor recovers and the CNTFET turns on with a loss of about 20% in the

maximum current after it is treated with HCl. In an attempt to recover the device more

effectively, a lower concentration of HCl (10 mM) is used after the device is subjected

to 1 mM dopamine. Figure 4.13 (B) depicts the drain current of the measurement where

first the device is measured in buffer solution (B1), and then with dopamine (D1). After

this, the device is exposed to 10 mM HCl for 5 minutes and subsequently thoroughly

washed with DI-H2O. This process of regenerating the sensors with HCl after measuring

in buffer B(1,2,3,4,5) and dopamine D(1,2,3,4) is performed four times. It is observed

that there is a 19% decrease in the current level after four regeneration cycles with 10

mM HCl. This study proves that such non-enzymatic sensors can be used multiple times

with a slight decrease in their sensitivity.

4.2.3 Protein Sensing : Immunosensors

Tumor necrosis factor - alpha (TNF-α) is a pro-inflammatory cell signaling protein (cy-

tokine) and a key biomarker associated with host defense and immunosurveillance [170,

171]. It is shown that TNF-α secreted from immune cells stimulated with lipopolysac-

charide (LPS) - an endotoxin causing septic shock due to severely pronounced immune

response of the human body – reflects a functioning innate to immune response [172].

This makes immunosensing using TNF-α an area of interest.

Immunosensing using transistors was introduced by Shenck in 1978 [173]. In this thesis,

initial work for immunosensing using CNTFET is performed. There is some literature

already available on immunosensing using CNTFETs where the functionalization of

aptamers or antibody is done directly on the carbon nanotubes[174, 175]. However,

the focus of this thesis is in developing such functionalization schemes where the core

semiconductor is not chemically modified (for minimum device degradation).
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Figure 4.14: Immobilization of anti-TNF-α antibody through SAM layer to capture
TNF-α.

In this work gold gate electrode is functionalized using self assembled monolayers (SAMs)

exploiting a well known thiol-gold chemistry [176]. Further functionalization of the gate

electrode’s surface is done by immobilizing anti-human TNF-α antibody on top of the

SAM layer. It is important, that this immobilization results in controlled coverage

and orientation of antibodies, so that there is optimal biological activity and minimal

non-specific adsorption. To promote this, bovine serum albumin (BSA) is introduced to

cover the open SAM layer. The immobilized antibody binds to its selective antigen, that

is TNF-α in this case and causes a variation in the electric double layer capacitance,

resulting in the modulation of drain current. This variation in current can be correlated

to the analyte concentration. The functionalization scheme is shown in Figure 4.14.

After the functionalization an extra layer of the SAM and the antibody is introduced

between the gate electrode and the channel. This extra layer would modulate the overall

gate capacitance and hence the drain current of the transistor.

Figure 4.15 shows the real time measurement of a TNF-α sensor measured when the

gate to source (VGS) and drain to source (VDS) voltages were fixed to -0.8 V. The

current increases when 1 nM TNF-α is introduced in the buffer and further when a

higher concentration of 10 pM is added. This is because introduction of functionalizaton

layers causes a reduction in the overall gate capacitance hence causing a reduction in

the drain current of the transistor.
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Figure 4.15: Drain current measured at fixed biases for 0.5 secs with different con-
centrations of TNF-α in the electrolyte buffer.

Figure 4.16: Schematic of a in-plane gate electrode electrolyte gated field effect tran-
sistor.

4.3 Considerations for biosensing using field effect transis-

tors

4.3.1 Geometry of gate electrode

Figure 4.4 shows a schematic of one of the earliest electrolyte gated FET, however re-

cently an in-plane gate design is used where the gate electrode is fabricated in the same

lithography step as the source and drain electrodes. Such an EGFET is shown in Fig-

ure 4.16.

In this section, impact of the in-plane gate electode’s geometry on the transistor device

characteristics are discussed. The study is focused on two aspects : (i) the impact of

varying gate electrode area and (ii) the impact of varying distance between gate electrode

and the channel, on the transistor performance. For the first study, equidistant gate
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Figure 4.17: Image of the devices used for (A) gate electrode area and (B) distance
between gate electrode and area study.

electrodes are placed around the channel with gate area to channel area ratios as 0.17:1,

1:1, 2:1, 4:1 and 6:1, where 1 refers to area of 2.5 mm2. The image of the device

is shown in Figure 4.17 (A). Multiple devices are measured and four major transistor

characteristics namely maximum drain current, on-off ratio, hysteresis and maximum

transconductance are studied.

Figure 4.18: Variation in transistor properties with gate electrode area. Percentage
change in (A) maximum drain current, (B) on-off ratio, (C) maximum transconductance

and (D) hysteresis.

Figure 4.18 (A) shows the percentage change in the on-current with the increase in gate
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area. The on current increases almost linearly with the increase in the gate electrode

area. This is because ID is proportional to gate capacitance, which in turn is linearly

related to the gate electrode area. This dependence is also seen in the relative change

of the on/off ratio (Figure 4.18 (B)) and transconductance (Figure 4.18 (C)) with the

gate electrode area, as these two properties are directly proportional to ID. Figure 4.18

(D) shows the variation of hysteresis with the gate electrode area. It is observed that

hysteresis decreases continuously with the increase in gate electrode area. Hysteresis, in

field effect transistors leads to variation in major device properties like mobility, thresh-

old voltage, on/off ratio and sub-threshold slope between the forward and backward

sweeps, hence lowering the reliability of devices. The major reasons for hysteresis are

considered to the adsorbed water and oxygen molecules on CNT surface or surface traps

that are capable to trap the induced charges due to the field effect [177]. Hysteresis

(VHY ST ) is defined as the difference of the voltages that should be applied to the gate

in forward and backward sweep directions to get the drain current equal to the average

of maximum and minimum drain current, i.e., (ID,max + ID,min)/2. Thus improving the

gate control in the FET would lead to lowering the hysteresis in the I-V characteristics,

and the same is observed in Figure 4.18 (D).

Figure 4.19: Characteristics for transistors which share the same channel but their
equal area gate electrodes are placed at different distance from it. (A) Transfer curve
(B) variation of maximum ID with the distance between gate and channel, (C) transcon-
ductance vs VGS , (D) variation of on-off ratio with distance between gate and channel.

For the second study on the dependence of transistor characteristics on varying distance

between the gate electrode and the channel, equal area gate electrodes (2.5 mm2) are

placed at distances 4.5 mm, 5.5 mm, 6.5 mm, 7.5 mm and 8.5 mm away from the channel.
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The image of the device is shown in Figure 4.17 (B). To achieve such a pattern the equal

area gate electrodes are arranged on imaginary concentric circles around the channel.

Figure 4.19 (A) shows the transfer curve for five devices which share the same channel,

and the equal area gate electrodes are positioned at different distances from the channel.

From 4.19 (B) there seems to be an overall decrease of current when the gate is placed

far from the channel. However, the dependence of ID on varying gate distance is not as

clear as the dependence on varying gate electrode area. Double layer capacitance does

not have a real dependence on the distance between the two electrodes, namely gate

and channel. Hence, for equal area gate electrodes which are not equidistant from the

channel, any change in the drain current cannot be attributed to change in double layer

capacitance. However, another contribution of the electrolyte solution is the solution

resistance (Rs) which scales linearly with the distance between gate electrode and the

channel. Linear increase in Rs results in a linear increase in the transient time constant(τ

= Rs * gate capacitance), which leads to an exponential decrease in the transient drain

current, when the distance between gate electrode and the channel increases. However,

experimental factors like the variation in the amount of electrolyte and the orientation

of gate electrodes with respect to channel significantly affect the measurements. But, it

can still be observed from Figure 4.19 that as the distance between the gate electrode

and channel increases there is an overall decrease in the drain current (Figure 4.19 (B)),

the transconductance (Figure 4.19 (C)) and the on-off ratio (Figure 4.19 (D)).

4.3.2 Nature of electrolyte

In section 4.2.2 dopamine sensors are measured for varying concentrations of dopamine

in PBS buffer solution. The same kind of sensor is measured in dopamine solutions

prepared in three different buffers MES (2-(N-morpholino)ethanesulfonic acid), HEPES

(4-(2-Hydroxyethyl)piperazine-1-ethanesulfonic acid) and TRIS (tris-(hydroxymethyl)-

aminomethane). Figure 4.20 shows the current versus concentration curve for dopamine

sensors measured in all these buffer solutions. It is clearly seen that as the concentration

of dopamine increases in the electrolyte solution there is an increase in drain current

when dopamine solutions were prepared in PBS and MES buffer (Figure 4.20 (A) and

(B)). However, when dopamine solutions are prepared in TRIS and HEPES buffer, the

current decreases as the concentration of dopamine increases (Figure 4.20 (C) and (D)).

This trend is consistent when measured over several devices.

To investigated the “unexpected” response of sensors to varying dopamine concentra-

tions in HEPES and TRIS buffer, chemical structures of dopamine, TRIS, HEPES, and

CPBA are shown in Figure 4.21. During dopamine sensing a boronate ester is formed

and during the formation of this boronate ester three hydroxyl groups come together

and a condensation reaction takes place. Looking at the chemical structure of HEPES

and TRIS, it is clear that both the molecules have -OH groups such that an esterification
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Figure 4.20: Current versus concentration curve for dopamine solutions prepare in
(A) PBS, (B) MES, (C) TRIS and (D) HEPES buffer.

Figure 4.21: Chemical structure for dopamine, CPBA, TRIS, and HEPES.

reaction can also take place between these buffer molecules and CPBA, instead of CPBA

and dopamine.

To confirm this, response of the dopamine sensor to varying concentrations of TRIS

and HEPES in PBS buffer solution is measured as shown in Figure 4.22 (A) and (B)

respectively. As the concentration of TRIS and HEPES increases there is an increase in
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Figure 4.22: Real-time response of functionalized dopamine sensor to varying con-
centrations of (A) TRIS and (B) HEPES in 10 mM PBS with constant applied bias

VDS= -0.1 V and VGS= -0.8 V.

the drain current. It is important to see that this is not a faradic current, as no change is

seen in the gate current (IG). These measurements clearly indicate that the HEPES and

TRIS molecules interact with the functionalization (CPBA) and hence interfere with

the normal operation of the sensor.

Figure 4.23: ATR-FTIR spectra of bare polyimide substrate (PI) and after a
dopamine sensor on such a substrate is measured with HEPES solution (PI+HEPES).

The ATR-FTIR spectra of sensors after measuring them in varying concentration of

HEPES (measurement shown in Figure 4.22 (B)) is recorded. Figure 4.23 compares such

spectra with that of a bare polyimide kapton film (PI). An increase in the band just

below 1250 cm−1 is seen, which originates mainly from the O=S=O vibration [178] and

hence indicates that HEPES molecules have a tendency to bind to the functionalization.
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4.4 Conclusion

In this chapter, sensing of biomolecules like glucose, lactate, neurotransmitters (for

example, dopamine) and proteins is demonstrated using electrolyte gated field effect

transistor. In principle, either of the substrate, gate or channel can be functionalized to

impart selectivity to the sensor, however in this work we have focused on schemes where

the semiconductor (channel) is untouched. It is also important to consider the negative

impact of other device elements on the sensor response. We have found that such study

is highly overlooked in the field of biosensors. The study on the geometry of in plane

gate electrode and nature of electrolyte is a step in this direction.





Chapter 5

Using membrane in electrolyte

gated devices

5.1 Ion selective membrane in field effect transistor

The idea of ion selective field effect transistor (ISFET) was proposed independently

by Bergveld (1970) [179] and Matsuo et. al. (1971) [180]. In case of ISFETs an ion

selective polymer membrane is placed over the gate/semiconductor of a transistor. A

Nernst potential is developed similar to that in an ion selective polymer membrane

discussed in detail in chapter 2. Figure 5.1 shows the results of real-time measurement

of a CNTFET where the channel is covered with an ion-selective membrane selective

to ammonium ions (NH4+). Solutions of varying ammonium concentration are used

for this measurement but after they are balanced by 1 M NaCl (sodium chloride) salt

solution to have same conductivity. This ensures that the current response is only due

to difference in ionic concentration and not due to difference in conductivity. These

measurements are done after conditioning the device in 0.1M NH4Cl solution for 24

hours. Conditioning helps to saturate the membrane. The calculated sensitivity of the

sensor shown in Figure 5.1 is -0.11µA/decade.

The selectivity of such an ISFET is attributed to the presence of ionophores in the

membrane. Ionophores or ion carriers are an important component of ion-selective

membranes. They impart selectivity to an ion-selective electrode (ISE) or ISFET for

a particular ion as it allows the selective passage of ions through the membrane and

suppresses competition from interfering ions [181]. A large variety of ionophores enable

selective sensing of various analytes, mostly towards a particular ion but sometimes

also neutral species. The ion selectivity of ionophores and their electrometric effects on

artificial thick membranes have provided the basis for ion-selective electrodes based on

ionophore membranes [182]. Figure 5.2 shows the chemical structure of Nonactin, one

of the most popular ionophores used in ammonium selective membranes. Apart from

81
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Figure 5.1: Real time measurement for NH4+ selective CNT-ISFET. The gate to
source voltage VGS and drain to source voltage VDS are fixed to -0.8 V.

ionophores an ion-selective membrane contains a base which is poly vinyl chloride (PVC)

in this work and a plasticizer dioctyl sebacate (DOS). The final membrane suspension is

prepared by mixing all the salts in tetra hydrofuran (THF).

Figure 5.2: Chemical structure of ionophore nonactin used in NH4+ selective mem-
branes [12].

One of the other popular ion selective sensor is pH sensor, which is in fact the first ion

sensor developed. An analysis of the pH sensor is inevitable as a preliminary character-

ization of the sensing platform. There are many biological processes that are triggered

by a change in the acidity of their bio-environment or induced by local pH changes.

It is therefore necessary to know the pH response of the sensor in order to extract

the signals of the biological processes of interest [183]. Figure 5.3 shows the response

of the H+-selective membrane placed on the CNTFET. The different pH solutions are

prepared using universal buffer, hydrochloric acid (HCl) and sodium hydroxide (NaOH).
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The calculated sensitivity of the sensor is -1.89µA/decade in the increasing pH direc-

tion. During the course of this thesis, sensing capabilities of several novel transistor

based devices is verified by pH sensing.

Figure 5.3: Real time measurement for H+ selective CNT-ISFET. The gate to source
voltage VGS and drain to source voltage VDS are fixed to -0.8 V and -0.2 V respectively.

To explain the ISFET behavior, transistor current voltage relationship is rewritten in

equation 5.1, where VFB is the flat band voltage, QB is the depletion charge, Cox is the

oxide capacitance and φF is the fermi potential.

ID = µ ∗ Cox ∗
W

L
∗ (VGS − VFB +

QB
Cox
− 2 ∗ φF −

1

2
VDS) ∗ VDS (5.1)

The flatband voltage (applied gate to source voltage that yields a flat energy band in

the semiconductor) of an ISFET is given by equation 5.2 [33] where Eref is the reference

potential relative to vacuum, ψ0 is the surface potential, χsol is the surface dipole po-

tential of the solution, φS is the semiconductor work function, Qss is the surface state

density at semiconductor surface and Qox is the fixed oxide charge.

VFB = Eref − ψ0 + χsol −
φS
q
− Qss +Qox

Cox
(5.2)

In the above equation all the terms except ψ0 are constant and it is this term which makes

the ISFET sensitive to ionic concentration. The dependence of ψ0 on the concentration

of ammonium ion (aNH4+) is given by equation 5.3 [184] where α is the sensitivity factor,

R is the gas constant, F is the farady constant and T is the temperature.

∆ψ0 = 2.3α
RT

F
∆log10(aNH4+) (5.3)
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From equations 5.1 to 5.3 it can be clear that as concentration of NH4+ ion changes

there is change in the surface potential of the ISFET, which in turn affects the flat band

voltage. Flat band voltage, VFB is related to the threshold voltage, Vth by equation 5.4 :

Vth = VFB −
QB
Cox

+ 2 ∗ ψF (5.4)

This explains how change in concentration causes a change in the threshold voltage,

which in turn leads to change in drain current.

Ion selective membranes are widely studied and have gained large popularity in their use

in EGFETs. However, there is another class of membranes called lipophilic membranes

which are not quite popular in the field of EGFETs. In the below section we demonstrate

different ways in which such lipophilic membranes can be used to alter/enhance the

electrolyte gated CNTFETs. The ion-selective and lipophilic membranes used in this

work were received from our collaborators in University of Warsaw, Poland.

5.2 Lipophilic membrane in field effect transistor

In terms of their solubility, molecules can be divided into two categories namely hy-

drophilic and lipophilic. Hydrophilic molecules are those that are dissolved in water but

not in lipid medium and lipophilic molecules are those that are dissolved in fats, oils,

lipids, and non-polar solvents such as hexane or toluene [185]. In this section, mem-

branes containing lipophilic ions are placed on the CNTFET and the variation in device

characteristics are investigated. Variation in the composition of lipophilic membranes

impart different unique characteristic to the electrolyte gated CNTFET. The lipophilic

salt used in all membranes is Tetradodecylammonium tetrakis(4-chlorophenyl)borate

also called ETH500. The chemical structure of this salt is given in Figure 5.4. This is a

large molecule with very higher molecular weight cation and anion.

Figure 5.4: Chemical structure of lipophilic salt tetradodecylammonium tetrakis(4-
chlorophenyl)borate [13].
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5.2.1 Enhanced p-type CNTFET (Pure Lipophilic Membrane)

Electrolyte gated CNTFETs made from random network of carbon nanotubes have

experienced significant progress, however there are still certain challenges that need to

be addressed like high gate leakage current, hysteresis and low on-off ratio [186]. High

gate leakage current in such electrolyte gated FETs is because of two main reasons,

high parasitic capacitance, also called the overlap capacitance [187], and redox reaction

occurring at the gold gate which gives rise to faradic current. Large leakage current

degrades the transistor such that its switching speed is lowered and it consumes high

power. High Hysteresis makes difficult to have reliable and energy-efficient system [186,

188]. Poor on-off ratio causes slow output transitions or low output swing while a higher

on-off ratio is needed for better speed and lower leakage current [189].

Figure 5.5: Transfer curve (A) before and (B) after, a pure lipophilic membrane is
placed on the channel [14].

With the aim to improve these device characteristics, a poly-vinylchloride (PVC) mem-

brane containing ETH500 and plasticizer dioctyl sebacate (DOS) in tetrahydrofuran

(THF) is prepared and placed on the channel of the CNTFET. Figure 5.5 (A) and

(B) show the transfer curve before and after the membrane is placed on the channel

respectively. The gate to source voltage (VGS) is swept from +0.8 V to -0.8 V and drain

to source bias (VDS) is -0.2 V. Few conclusions can be drawn by comparison of the two

curves. After membrane deposition there is ten times reduction in the on-current of

the transistor. In addition, there is more than two fold increment in the on-off ratio.

The threshold voltage is extracted using ELR (Extrapolation in the linear region) [190]

method. The extracted threshold voltage for the transistor before the membrane is

placed on the channel is -0.39 V and the threshold voltage after membrane placement is

-0.71 V [14].

From Figure 5.5 (A) and (B) one can also realize that there is decrease in the hysteresis

after placing the membrane on the CNTFET. This is also confirmed by Figure 5.6 which

shows hysteresis comparison of six devices before and after placing the membrane on

the channel. Hysteresis also has dependence on the sweep rate. Sweep rate is defined

as Vstep/tstep where Vstep is the magnitude of step in applied bias (VGS) and tstep is
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Figure 5.6: Statistical hysteresis comparison of six devices before and after membrane.

the time between such steps. Figure 5.7 shows the transfer curves before and after the

membrane is placed on the channel for three different sweep rates.

Figure 5.7: Transfer curve for a CNTFET before and after membrane is placed on
the channel for three different sweep rates.

To study the impact of lipophilic membrane deposition on the gate, gate current versus

VGS before and after membrane is placed on the channel are recorded as shown in

Figure 5.8. There is reduction of around two orders of magnitude in the gate leakage

current after placing membrane on the channel.

A possible reasoning for the change in device characteristics of CNTFET is the property

of lipophilic membranes that in contrast to ion-selective membranes they are completely

polarizable. A pure lipophilic membrane, such as used here contains large ions that

cannot be exchanged between the membrane and the electrolyte phase. Hence there is

no faradic reaction at the gate electrode, therefore we see a significant reduction in the

gate current.
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Figure 5.8: Gate current versus gate to source voltage (VGS) for before and after
membrane is placed on the channel of the transistor.

It is important that the improved p-type CNTFET keep its chemical sensing properties.

To verify this, improved CNTFETs are used for pH sensing. Solutions of varying pH

are exchanged on the membrane modified CNTFET and drain current is measured

continuously. The gate to source voltage is fixed at -0.8 V and drain to source voltage is

fixed at -0.2 V. Figure 5.9 (A) and (B) show that when going from higher pH to a lower

pH the drain current decreases and can be recovered when going from a lower to higher

pH (indicating absence of any degradation of the membrane during measurements). This

response is similar to that observed in traditional electrolyte gated CNTFETs [191].

Figure 5.9: pH response for a pure lipophilic membrane with (A) decreasing pH from
6.6 to 2.0 and (B) increasing pH from 2 to 6.6. The applied voltages are fixed to VGS

= -0.8V and VDS = -0.2V

This study clearly indicates that a pure lipohilic membrane can significantly enhance a

CNTFET. There is significant increase in the on-current, decrease in the gate current,

reduction in hysteresis and meanwhile the sensing capabilities of the device are preserved.
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5.2.2 Ambipolar CNTFET (Lipophilic membrane + Ion-Exchangers)

In the previous section, it was stated that lipophilic membrane in itself cannot exchange

ions with the solution and this property reduces the gate leakage current and hence im-

proves the transistor performance. However when the membrane containing lipophilic

salt contains additional cationic and anionic ion-exchanging salts, the p-type transistor

characteristics change to ambipolar device characteristic. The salt that contains cationic

ion-exchanger is potassium tetrakis(4-chlorophenyl)borate (KTChP) and one that con-

tains anionic ion-exchanger is methyltridodecylammonium chloride (MDDA-Cl). Chem-

ical structure of these molecules is shown in Figure 5.10.

Figure 5.10: Chemical structure of methyltridodecylammonium chloride and potas-
sium tetrakis(4-chlorophenyl)borate [15, 16].

These salts are chosen carefully such that KTChP has a smaller cation (K+) which

can be exchanged with the solution but the large anion tetrakis(4-chlorophenyl)borate

is same as that of ETH500. In the same way MDDA-Cl has a smaller anion (Cl-) but

the large cation is methyltridodecylammonium same as ETH500. The difference in the

device characteristics of the CNTFET due to the presence of these smaller ions K+ and

Cl- at the membrane-solution interface can be understood by Figure 5.11. When such

small ion containing membrane is placed on CNTFET, ion-exchange processes occur at

membrane/solution and membrane/CNTs interfaces.

To understand better the impact of ion-exchangers in a lipophilic membrane potentio-

metric measurements are performed. Figure 5.12 shows these measurements for a pure

lipophilic and a lipophilic membrane with ion-exchangers placed on a glassy carbon elec-

trode in different concentrations of KCl solution. As already mentioned the theoretical

Nernstian response is ± 59 mV / decade for cationic and anionic (ion-selective) mem-

branes. For reference this theoretical Nernstian response is also added in Figure 5.12

(shown as solid lines). It is important to note that measured potentials are relative to

1µM KCl solution. Few conclusions that can be made from Figure 5.12 are described in
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Figure 5.11: Ion-exchange processes at the membrane-electrolyte interface in the
absence or presence of mobile ions.

following sentences. Both the lipophilic membranes exhibit much lower potentiometric

slope than the theoretical Nernstian response. For KCl concentration of around 10 mM,

the response of lipophilic membrane with ion-exchangers is higher than that of pure

lipophilic membrane and this response is primarily cationic. This is because the ex-

change of potassium cation is easier than the chloride anion. However at high saturated

KCl concentrations even the lipophilic membrane exchanges ions with the solution due

to Donnan exclusion failure [192].

Figure 5.12: Potentiometric measurements performed on pure lipohilic and mobile
ion containing lipophilic membrane for various KCl solution.

Further, electrochemical measurements are performed on both pure lipophilic and ion-

exchanger containing lipophilic membrane. Two glassy carbon electrodes are covered

with carbon nanotube and then pure lipohilic and ion-exchanger containing lipophilic
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membrane are placed on them separately Electrochemical impedance spectroscopy mea-

surements are carried out in 0.1 M KCl solution at an amplitude of 50 mV at a potential of

0.5 V, within the frequency range from 0.01 Hz to 105 Hz. Figure 5.13 shows the complex

plane impedance plots obtained for both pure lipophilic and ion-exchanger containing

lipophilic membrane.

Figure 5.13: Impedance spectroscopy results of glassy carbon electrode coated with
CNT and different lipophilic membranes measured at voltage 0.5 V.

A simplified Randles circuit shown in Figure 5.14(A) is used to describe the above mea-

surements [17]. This circuit includes a solution resistance (RS), a constant phase element

which in simplified case can be represented as a double layer capacitance (Cdl), a charge

transfer resistance (Rct) and a diffusional resistance element (Warbung impedance W).

The Nyquist plot for such Randles circuit is shown in Figure 5.14(B), which also indi-

cates how the values of various model parameters can be extracted. Using Figure 5.14

as reference, the electrode impedance spectroscopy results shown in Figure 5.13 can be

explained. Figure 5.13 indicates that the semi-circle for the pure lipophilic membrane is

larger than the ion-exchanger containing lipophilic membrane. This is because in a pure

lipophilic membrane, absence of mobile ions does not allow ion-exchange between mem-

brane and solution and hence the charge resistance resistance is high, which is reflected

in the Nyquist plot as a larger semicircle. This also gives rise to lower gate leakage

current seen in Figure 5.8.

Figure 5.15 shows the transfer curve for a CNTFET before and after ion-exchanger

containing lipophilic membrane is placed on the channel of the CNTFET. As with a

pure lipophilic membrane there is decrease in the on-current. To understand in detail

the effect of the presence of the ion-exchanger, the transfer curve after placing membrane

on the channel is added in the inset of Figure 5.15. The membrane modified CNTFET

shows an ambipolar response with on-currents being in the same order of magnitude for

both positive and negative voltages. However, the value of on-current for the negative
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Figure 5.14: (A) Randles circuit and (B) real versus imaginary part of impedance
plot [17].

voltage is higher than the positive voltage. The on-off ratio in the negative gate voltages

show four fold increment and on-off ratio in the positive voltage show two fold increment

than the bare unmodified p-type CNTFET.

Figure 5.15: Transfer curve before and after ion-exchanger containing lipophilic mem-
brane is placed on the channel of the CNTFET. In the inset, transfer curve after mem-

brane is shown [14].

Figure 5.16 shows the gate currents before and after placing the ion exchanger containing

lipophilic membrane on the channel of a p-type CNTFET. As seen there is not much

improvement in the gate currents. This is because the mobile ions present in the mem-

brane allow ion-exchange between the membrane and solution, hence faradic processes

are not stopped.



Using membrane in electrolyte gated devices 92

Figure 5.16: Gate currents before and after ion-exchanger containing lipophilic mem-
brane is placed on the channel of the CNTFET [14].

5.2.3 n-type CNTFET (Lipophilic membrane + Anion Ion-Exchangers)

In attempt to fabricate n-type CNTFET, experiments have been conducted that involve

removal of adsorbed oxygen by annealing [193, 194] but n-type CNTFETs fabricated by

such annealing process turn to p-type after oxygen exposure. To solve this problem, the

CNTs can be doped with electron donor materials [195] and then a passivation layer can

be applied [196]. In such a way air-stable n-type CNTFETs have been achieved, but for

electrolyte gated systems, water stability of n-type CNTFETs is a strict requirement.

It is observed that use of lipophilic membrane made of ETH500 with only anionic ion-

exchanger MDDA-Cl can be used to fabricate water-stable n-type CNTFETs.

Figure 5.17: (A) Transfer curve for p-type CNTFET when VGS is swept from +0.8 V
to -0.8 V and VDS is fixed to -0.2V. (B) Transfer curve for n-type CNTFET when VGS

is swept from 0 V to +0.8 V and VDS is fixed to -0.2V.

Figure 5.17 (A) shows the transfer curve for the p-type CNTFET and Figure 5.17 (B)

shows the transfer curve for the n-type CNTFET prepared after anion ion-exchanger
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containing lipophilic membrane is placed on the channel of same p-type CNTFET. Fig-

ure 5.17 (B) also contains transfer curve when the n-type CNTFET is measured in DI-

H2O and KCl in addition to PBS. The peak drain current for KCl as gate electrolyte is

largest because the mobile chloride (Cl-) ions that are incorporated from MDDA-Cl have

easy exchange with Cl- ions of the solution (KCl) at membrane/electrolyte interface.

Figure 5.18: Electrode impedance spectroscopy results before and after ion-exchanger
containing lipophilic membrane is placed on the channel of CNTFET.

Similar to the other variations of lipophilic membranes, there is decrease in drain cur-

rent after placing the membrane on the channel of the CNTFET. This is because of two

main reasons namely increased source-drain resistance and lower gate-to-channel capac-

itance. There is almost two orders of magnitude increase in source-drain resistance after

placing membrane on the channel. The capacitance between gate to channel decreases

because of the introduction of additional capacitance of the membrane as shown in equa-

tion 5.5 where Ceff is the effective gate to channel capacitance, Cmem is the capacitance

introduced by the membrane and Cdl is the double layer capacitance [187].

1

Ceff
=

1

Cmem
+

1

Cdl
(5.5)

To investigate the change of impedance in detail, electrode impedance spectroscopy is

conducted before and after placing membrane on the CNTFET, and complex plane

impedance plots for both conditions are shown in Figure 5.18. These measurements are

carried out in a glassy carbon electrode covered with carbon nanotube in 0.1 M KCl

solution using signal of amplitude 50 mV at a potential of 0.5 V. The capacitance is

computed at the point where the condition ω * R * C = 1. As seen from Figure 5.18

there is three orders of magnitude decrease in the gate to source capacitance after placing

the membrane on the channel.
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Figure 5.19: Logarithmic plot of drain current in the subthreshold region and linear
fitting to extract the subthreshold slope (SS). SS = 88 mV/decade.

It is important to realize that the reduced drain current of the n-type CNTFET does

not have a negative impact on other transistor characteristics. In reality, there is two

fold improvement in the on-off ratio of the CNTFET after it is converted from p-type to

n-type. Device characteristics are extracted to evaluate the performance of the n-type

CNTFET and the on-off ratio is 200, maximum transconductance (gm,max) is 0.1 mS

and threshold voltage (Vth) is 0.25 V. Figure 5.19 shows the semi log plot of the drain

current versus gate to source voltage. The subthreshold slope (SS) extracted from this

curve is 88 mV/decade.

Figure 5.20: pH response for a n-type CNTFET[18].

This conversion from p-type to n-type is of relevance only if the intrinsic sensing capa-

bilities of CNTFETs are not lost. To verify the use of n-type CNTFETs as sensors, pH

response is measured. For these measurements, solutions of varying pH are prepared

from pH = 2 to 7.6 and gate to source voltage VGS and drain to source voltage VDS are
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fixed to -0.8V and -0.2V respectively. The results of these measurement is shown in

Figure 5.20 where the drain current decreases for decreasing pH. This trend is expected

and opposite to that seen for a p-type CNTFET where the current increases with de-

creasing pH [18]. The sensitivity of the n-type pH sensor is around -0.935µA/decade

for decreasing pH, which is in the same order of magnitude as that for an unmodified

p-type CNTFET.

Figure 5.21: Schematic representation of the ion movement under bias conditions
that lead to a n-type response of the CNTFETs.

A possible reasoning for the conversion of a p-type CNTFET to a n-type CNTFET

is explained in this paragraph. The n-type FET turns on for positive gate to source

voltage and in this condition, there is negative polarization of the membrane placed on

the channel. This membrane contains immobile cation (tridodecylmethylammonium)

and anion (tetrakis(4-chlorophenyl)borate) from ETH500, and MDDA-Cl adds extra

immobile cation (tridodecylmethylammonium) and mobile chloride ions. Under the

condition of negative charge on the membrane, the mobile chloride ions are expelled to

the solution which in turn leads to a temporary positive charging of the membrane. This

causes negative charges to be developed on the random CNT network underneath and

hence the CNTFET behaves as n-type. There is also movement of the lipophilic cation

(tridodecylmethylammonium) closer to the CNT network. Figure 5.21 is a schematic

drawing of this reasoning.

Experiments to prove this theory are conducted in a system containing a flourescent

lipophilic cation. Rhodamine B octadecyl ester perchlorate (RBOE-ClO4) is a lipophilic

salt and its cation RBOE has the ability to emit different intensity fluorescence sig-

nals depending on its surrounding environment. These experiments performed on a

glassy carbon electrode are based on the knowledge that when this cation moves from

the membrane-solution interface towards the CNT-membrane interface, the fluorescence
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Figure 5.22: Emission spectra indicating absence of change in lipophilicity in the
membrane.

signal intensity is supposed to increase due to an increase in the lipophilicity of the envi-

ronment [197]. Figure 5.22 shows the emission spectrum when no polarization is applied

on the membrane. The three curves indicate the three different times emission spectra

was recorded, immediately after conditioning the electrode in KCl solution, after 220

seconds and after 30 minutes. In Figure 5.22 emission spectra does not change much

with time.

Figure 5.23: Emission spectra indicating movement of lipophilic cation in the mem-
brane under negative potential.

But when a negative polarization potential is applied on the membrane there is a clear

difference between the three spectra as shown in Figure 5.23. There is a large increase in

the fluorescence intensity after the electric potential of -1 V is turned on. This is because

under negative polarization the fluorescent cation moves from the membrane/electrolyte
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interface towards the more lipophilic bulk. The increase in the lipophilicity of the

surroundings give rise to the increase fluorescence.

Figure 5.24: Emission spectra indicating movement of lipophilic cation in the mem-
brane after negative potential is disconnected.

It is important to note that this effect of ion-movement is reversible, thus when the

negative polarization is removed a decrease in the emission is observed as shown in

Figure 5.24. However, even after removing the electric signal some increase in emission

spectra is observed - as the reorganization of the system requires time. But after twenty

four hours a significant restoration of the initial state is achieved [198].

So far we have seen the use of membranes in EGFETs for sensing (ion-selective mem-

branes) and for improving transistor characteristics (lipophilic membrane). Improved

transistors have proven to work as good sensors as well. Another way to improve sensing

is to use multiple transistors in an amplifying circuit. A simplest configuration of such

a circuit with one or two transistors is an inverter. Before demonstrating sensing using

inverter, a theoretical overview of logic inverter is presented in below section.

5.3 Inverter : Theory

5.3.1 pMOS-only inverter

The major part of thesis involves CNT as the active semiconductor. As, CNTs are p-

type semiconductors in ambient, it becomes necessary to study a pMOS-only inverter.

A pMOS only inverter is made using only p-type transistors. The configurations for

a pMOS only inverter used in this work is shown in Figure 5.25. PD and PL indicate

the specific p-type FET working as driver and load respectively [199]. VI is the input

voltage, VO is the output voltage and VDD is the applied bias.
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PL

VO

VDD

PD
VI

Figure 5.25: Inverter configuration with active pMOS load and driver.

In Figure 5.25 the gate of the load transistor is connected to the source, or gate is shorted

with the source. To analyze this configuration we consider two cases: (i) input voltage

is high and (ii) input voltage is low. For the analysis VDD is assumed to be 0.8V as that

is the maximum bias supported in aqueous-electrolyte gated FETs. When the input is

low, the gate to source bias for the driver p-type FET (PD) is -0.8 V and thus the PD

is turned on. In effect this transistors offers very low resistance for current flow from

source to drain. This low resistance is called RON . The expression for VO can be written

by equations 5.6 and 5.7 :

VDD − VO = ID ∗RON (5.6)

VO = VDD − (ID ∗RON ) (5.7)

On the other hand, for the load p-type FET (PL) the gate to source bias is low and

hence it is off. Thus, essentially no current flows through PL which means it offers a

large resistance ROFF . The expression for VO calculated using PL can be written by

equations 5.8 and 5.9 :

VO = ID ∗ROFF (5.8)

ID =
VO

ROFF
(5.9)
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Using equations 5.7 and 5.9, VO can be given by equation 5.10, which simplifies to

equation 5.11. As ROFF is large, VO in case when input is small turns out to be

approximately equal to VDD.

VO = VDD − VO ∗
RON
ROFF

(5.10)

VO = VDD ∗
ROFF

(ROFF +RON )
(5.11)

In case when the input voltage (VI) is high around 0.8 V the gate to source bias for

the driver p-type FET is low around 0 V. This leads to an off state of driver FET and

drain current through it is equal to zero. Thus, the driver is in high resistance state of

value ROFF . The current-voltage equations for the driver p-type FET in this case can

be written as equations 5.12 and 5.13.

VDD − VO = ID ∗ROFF (5.12)

VO = VDD − ID ∗ROFF (5.13)

The state of load p-type FET does not change with the change in input voltage and it is

still off and offers a large resistance ROFF to current. Hence, equations 5.8 and 5.9 still

hold true. So, in case of low input voltage the output voltage can be written as 5.14.

VO = VDD − VO ∗
ROFF
ROFF

(5.14)

After simplification, it can be seen that VO in case of high input voltage is half of VDD.

VO =
VDD

2
(5.15)

5.3.2 nMOS only inverter : Resistor loaded configuration

Similar to a pMOS only logic, there is an nMOS only logic where n-type transistors are

used to make logic gates and other digital circuits. Figure 5.26 shows the schematic of

a resistive loaded nMOS logic inverter. There is a voltage source VDD which connects

to the drain of the nMOS transistor through a resistor RD. The source of the nMOS is

connected to ground and the gate is connected to the input signal VI .
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VI

RD

VDD

VO

Figure 5.26: Circuit Diagram of a nMOS inverter

As the input signal VI varies, different regions of the nMOS are explored which determine

the value of the output signal VO. The transistor characteristics and load line are

shown in Figure 5.27, along with the parametric curve separating the saturation and

nonsaturation regions. The voltage transfer characteristics of the inverter are determined

by examining the various regions in which the transistor can be biased.

Cut-off Region

When the input voltage VI is less than or equal to the threshold, i.e. (VI ≤ Vth), the

transistor is cut off and the drain current i.e., ID = 0. The output signal in this region

is given by equation 5.16

VO = VDD (5.16)

This point in the cut off region of the transistor is marked in Figure 5.27 by red arrow.

Saturation Region

As the input signal is increased slightly above the threshold voltage, the transistor turns

on and is biased in the saturation region. The output voltage is given by equation 5.17

where the current (ID) is given by equation 5.18.

VO = VDD − ID ∗RD (5.17)

ID = kn ∗ (VGS − Vth)2 = kn ∗ (VI − Vth)2 (5.18)
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Combining equation 5.17 and 5.18 forms the relation between input voltage VI and out-

put voltage VO given by equation 5.19. This region is marked by a green color arrow in

Figure 5.27.

VO = VDD − kn ∗RD ∗ (VI − Vth)2 (5.19)

Figure 5.27: Transistor characteristics for the nMOS and the load line.

Transition Region

As the input voltage is further increased and the voltage drop across the RD becomes

sufficient to reduce the VDS such that VDS ≤ VGS - Vth, the Q-point (operating point)

of the transistor moves up the load line as marked by blue arrow in Figure 5.27. The

drain to source voltage VOt at the transition point in terms of gate to source voltage

VIt is given by equation 5.20.

VOt = VIt − Vth (5.20)

Using equation 5.19 and equation 5.20, relation 5.21 is achieved.

kn ∗RD ∗ (VIt − Vth)2 + (VIt − Vth)− VDD = 0 (5.21)

Non-Saturation Region

As the input voltage becomes greater than VIt, the transistor becomes biased in the

nonsaturation region. The drain current is then given by equation 5.22 (also shown in

terms of input and output signal).



Using membrane in electrolyte gated devices 102

ID = kn ∗ [2 ∗ (VGS − Vth) ∗ VDS − V 2
DS ] = kn ∗ [2 ∗ (VI − Vth) ∗ VO − V 2

O] (5.22)

Using equation 5.17 and equation 5.22, relation between input and output is established.

This region is marked by a yellow color arrow in Figure 5.27.

VO = VDD − kn ∗RD[2 ∗ (VI − Vth) ∗ VO − V 2
O] (5.23)

5.3.3 CMOS inverter

As presented above it is possible to get the inverting behavior by pMOS-only or nMOS-

only logic. However, a complementary MOS configuration utilizes the best of both pMOS

and nMOS systems. Figure 5.28 shows the circuit diagram for a CMOS inverter. It is

made by series combination of a pMOS- and nMOS transistors. The gates of the two

transistors are connected together to form the input and the two drains are connected

together to form the output.

VDD

VOVI

Figure 5.28: Circuit Diagram of a CMOS inverter

The operation of such a gate can be understood easily by the help of switch model

of MOS transistors. When the input signal VI is high and equal to VDD, the nMOS

transistor is on, while the pMOS is off. The equivalent circuit in this condition is shown

in Figure 5.29 (A). There is a direct path between the output VO and the ground while

there is no direct path between VO and VDD. This causes a value of 0 at VO. On the

other hand, when VI is low and equal to 0 V, nMOS and pMOS transistors are off and

on, respectively. The equivalent circuit of Figure 5.29 (B) shows that a direct path exists



Using membrane in electrolyte gated devices 103

between VDD and VO but the path between ground and VO is disconnected. This yields

a high output signal. Thus, it clearly works as a logic inverter [19].

Rn

VDD

VO

(A)

Rp

VDD

VO

(B)

Figure 5.29: Switch model for (A) high input and (B) low input.

To extract the voltage transfer characteristics of a CMOS inverter the current charac-

teristics of a pMOS and nMOS transistor are superimposed on each other. Such a curve

is traditionally called a load-line plot. It requires that the I-V curves of the nMOS and

pMOS devices are transformed onto a common coordinate set. An example plot is shown

in Figure 5.30.

Figure 5.30: Loadline curves for nMOS and pMOS transistors of the CMOS inverter,
adapted form [19]. The dots indicate operating point (input voltages) for the inverter.

It is important to note here that the dc points are only valid where the currents of

both nMOS and pMOS transistors are equal. This translates to physically meaning that
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the dc points must be on the intersection of pMOS and nMOS transfer curves. Some of

such points are marked on Figure 5.30 and it is very evident that the operating points lie

either on the high or low output levels. This imparts a very narrow transition zone to the

voltage transfer characteristics and results in high gain when the input signal transitions

from a low input to high input. It is important to realize that at this transition point

both the nMOS and pMOS are simultaneously on and are in saturation. Thus, in

this transition region, a small change in the input voltage results in a large output

change. The above explanation leads to the voltage transfer characteristics shown in

Figure 5.31[19].

Figure 5.31: Voltage transfer characteristics of CMOS inverter. The transistors are
either in saturation (sat), resistive (res) or off mode[19].

5.3.4 Concept of noise margin

Once a digital circuit like an inverter is fabricated, it is expected that the circuit per-

forms its designated operation. However, in most cases there are deviations to this

expected response. One common reason for this deviation is variations in the manufac-

turing process. Slight variations in the manufacturing process can cause the variation

in dimension and hence the threshold voltage and current of a transistor. Another rea-

son for the deviation from the expected response is the presence of noise. In digital

circuits noise is referred to “unwanted” variations of voltages and currents at the logic

nodes [200]. There are several ways in which noise can enter a digital circuit and also in

many cases noise can be internally generated. Hence, noise is a big concern in digital

circuits.
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In Figure 5.31 important values like nominal voltages VOH and VOL, and the switching

threshold voltage VM are marked. Signals in digital circuits are not discrete but rather

continuous in reality. Such signals are turned into discrete variable by associating a

nominal voltage level with each logic state : 1 for VOH and 0 for VOL where VOH and

VOL represent the high and the low logic levels, respectively. The difference between

these two nominal voltages is called the logic or signal swing Vsw. Switching threshold

voltage VM is found at the intersection of the voltage transfer characteristics curve and

the line given by VO = VI [200].

In reality, even for an ideal input nominal voltage, the output often does not give the

nominal voltage. Also, the regions of acceptable high and low voltages are delimited

by the VIH and VIL voltage levels respectively. The region that lies between these two

voltages is called the undefined region and the gain (dVO/dVI) is equal to -1 in this

region. To ensure proper circuit operation this region should be avoided [200].

Figure 5.32: (A) Voltage Transfer Characteristics for a pMOS inverter. (B) Gain
versus input voltage for a pMOS inverter.

To ensure that a digital circuit is robust and insensitive to noise disturbances, the “low”

and “high” signal intervals be as large as possible. A measure of the sensitivity of a gate

to noise is given by the noise margins NMH (noise margin high) and NML (noise margin

low) which sets a fixed maximum threshold on the noise value as given by equation 5.24.

Thus, large noise margins are preferred in an inverter circuit.

NML = VIL − VOL
NMH = VOH − VIH

(5.24)

5.4 A pMOS-only inverter with CNTFETs

Building upon the above understanding, CNTFET based depletion mode inverters are

fabricated and used in electrolyte gated configurations. Figure 5.32 (A) shows the voltage



Using membrane in electrolyte gated devices 106

transfer characteristics of a pMOS-only inverter. The supply voltage VDD is 0.8 V and

the input voltage VI is swept from 0 to 0.8 V with a step size of 5 mV.

Figure 5.33: Voltage Transfer Characteristics (VO versus VI) for a pMOS inverter
for different pH values.

Gain is calculated from the voltage transfer characteristics as the derivative of output

voltage with respect to input voltage. This gain is plotted with respect to the input

voltage VI in Figure 5.32 (B). The maximum value of this gain is around 1.15 V

Figure 5.34: (A) Voltage Transfer Characteristics (VTC) and (B) Gain versus gate-
to-source voltage for the pMOS logic inverter before and after placing a pure lipophilic
membrane on channel of CNTFETs. The gain before membrane is -0.7 and after

membrane is -1.5 [14].

pH sensing using pMOS inverter

Such inverters can be used for pH sensing by applying ion-selective pH membrane on

the driver p-type CNTFET. The load p-type CNTFET is gated with a fixed PBS buffer

solution of pH 7.65. The driver on the other hand is gated with solutions of varying

pH as 2, 3.1, 4.5, 5.4, 6.5 and 7.6. Figure 5.33 shows the voltage transfer characteristics

where the VDD is equal to 0.8 V. The input voltage VI is swept from 0.1 V to 0.8 V. It

can seen that with the decreasing pH value, the voltage transfer characteristics shifts

towards lower value of output voltage. Gain for all pH values is below 1. With increasing
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pH, the absolute value of the gain of the inverter increases and the point of maximum

gain also shifts towards lower input voltages.

5.5 Improved pMOS-only logic inverter

A pure lipophilic membrane improves the performance of a p-type CNTFET signifi-

cantly. It makes sense to investigate if this improvement can be reflected in a pMOS

only logic inverter. Figure 5.34 (A) shows the voltage transfer characteristics for a pMOS

inverter first measured with as fabricated CNTFETs. In the next step, the channel of

both the CNTFETs is covered with a pure lipophilic membrane and the pMOS inverter

is re-measured.

Figure 5.35: Voltage transfer characteristics of an inverter for different pH values.

Figure 5.34 (B) is the plot of the gain versus gate to source voltage (VGS) for the pMOS

inverter before and after placing a pure lipophilic membrane on both the CNTFET of

the pMOS logic inverter. There is clear improvement around (114%) in the gain of the

inverter. However, it is important to see that the gain dependence on VGS is not sharp.

pH sensing by the improved pMOS inverters.

The improved pMOS logic inverter is further challenged for pH sensing. Figure 5.35

shows the response of a pMOS logic inverter where pure lipophilic membrane (without

any ion-exchangers) covers the channel of both the p-type CNTFETs. With the intro-

duction of the membrane, its selectivity now plays a major role in the pH measurement.

It is seen that with decreasing pH the switching point of the inverter moves to more

positive input voltages (VI).

Figure 5.36 shows the gain versus input voltage. There is a clear trend in the gain of the

inverter with pH. The absolute value of the gain increases with the decreasing pH value

and the point of maximum gain moves towards more positive input voltages.
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Figure 5.36: Gain versus input voltage of a improved inverter for different pH values.

5.6 CMOS inverter using modified CNTFETs

Using the n-type CNTFET and improved p-type CNTFET made from lipophilic mem-

brane, electrolyte gated CMOS inverter is fabricated. The transfer curve for both these

transistors is shown in Figure 5.37 measured in 20 mM PBS buffer.

Figure 5.37: Transfer curve for (A) p-type CNTFET and (B) n-type CNTFET, used
to fabricate a CMOS inverter[18].

Input voltage VI applied at the gate of both p-type and n-type CNTFETs is swept from

0 V to + 0.8 V. The supply biases are fixed to VDD as + 0.8 V and VSS is fixed to - 0.8 V.

Figure 5.38 (A) and (B) shows the voltage transfer characteristics and gain versus input

voltage for a CMOS inverter. The maximum gain of this inverter is almost two, higher

than pMOS only logic inverter.

To provide the information of reproducibility of such CNTFET CMOS logic inverters,

Figure 5.39 shows the gain versus input voltage plot for five different runs of the CMOS

inverter.
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Figure 5.38: (A) Voltage transfer characteristics and (B) Gain versus input voltage
for a CMOS inverter. [18].

Figure 5.39: Voltage transfer characteristics for five different runs of a CMOS inverter.

5.7 Conclusion

In this chapter use of ion-selective and lipophilic membrane on CNTFET is demon-

strated. Ion selective membranes can be used on CNTFETs to develop highly sensitive

ISFETs. Lipophilic membranes on the other hand have the capability to enhance and

alter the nature of CNTFETs, including their conversion to n-type devices. It is possible

to make different kinds of electronic logic with these modified CNTFETs, like pMOS

and CMOS logic inverters. All these improved or novel devices are water stable, hence

are attractive for chemical- and bio- sensing applications. In this work we demonstrate

these inverters as pH sensors. Although there is a significant improvement in the device

itself, the sensitivity still needs to be improved. Along with sensitivity, these devices

suffer from poor noise margins. To improve these characteristics, in the next chapter an

alternate n-type material is demonstrated that can be used to achieve a higher gain and

better noise margin inverters.





Chapter 6

Indium-Galium-Zinc-Oxide :

n-type semiconductor

In the previous chapter lipophilic membrane modified n-type CNTFETs are demon-

strated and such FETs are used to make all-CNT CMOS logic inverter circuits. Al-

though such circuits have better performance compared to pMOS only logic, they still

do not exhibit very good voltage transfer characteristics. Apart from having moderate

gain, they have small noise margins both high and low. This leads one to explore other

semiconductors which are high performing and can also be processed in solution.

6.1 Indium Gallium Zinc Oxide

Indium gallium zinc oxide (IGZO) is a semiconductor material first used in thin film

transistors (TFTs) by Hideo Hosono’s group at Tokyo Institute of Technology and Japan

Science and Technology Agency (JST) in 2003 (crystalline IGZO-TFT)[201] and in 2004

(amorphous IGZO-TFT) [20] respectively. It has shown promising electrical performance

as an active layer for thin film transistors with high effective mobility (∼3 - 12 cm2/Vs),

low off current (10−12 A) and good uniformity compatible with the state-of-the-art sub-

strate size [202]. A comparison between amorphous IGZO with other TFT technologies

is present in Table 6.1. It is clear that so far only IGZO TFTs show a balance between

high mobility and large area uniformity. This makes them one of the most promising

candidates for fabricating transistors in organic light-emitting diode (OLED) displays.

Chemical structure of single crystalline IGZO has alternating layers of indium ox-

ide (InO2) and gallium oxide (zinc oxide) GaO(ZnO) [203]. Amorphous-IGZO can exists

in uniform phase due to the presence of different metal oxides (In2O3 & Ga2O3) which

are introduced to promote the glass phase formation [204] and this amorphous phase is

111
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Technology Mobility(cm2/Vs) Transparency Large Area Uniformity

a-Si:H < 1 Poor Good

Poly-Si ∼ 100 Poor Poor

ZnO 20 ∼ 50 Good Poor

a-IGZO 3 ∼ 12 Good Good

Table 6.1: Comparison of different TFT technologies. [23]

Figure 6.1: Schematic drawing of orbital showing electron conduction path in (A)
conventional covalent semiconductors (example silicon) and (B) ionic oxide semicon-

ductor. [20]

thermally stable up to ∼ 500◦C [20]. Despite being an amorphous material amorphous-

IGZO has electron mobility ten times higher than crystalline silicon. Additionally it can

be sputtered at room temperature and is amenable to solution processing. Hence, in

this thesis we focus only on amorphous IGZO.

Amorphous-IGZO is not sensitive to metal-oxide-metal chemical bond angle variance

induced by structural randomness due to its unique electronic structure. In conventional

semiconductors like silicon the carrier conduction is through a highly directional sp3

bonding. However, in case of IGZO the carrier conduction is through metal ion’s ‘ns’

orbital. Because of the symmetrical nature of the ‘ns’ orbital, the conducting path and

carrier mobility for these semiconductors is preserved even in the amorphous phase.

This is illustrated in Figure 6.1 (A) and (B). To ensure a high mobility in the amorphous
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Figure 6.2: Hall mobility and composition of a-IGZO. Relation between chemical
composition, mobility, and carrier density. The dark circles represent experimental val-

ues [21].

phase, sufficient ns orbital overlap between metal ions is necessary, this also leads to the

dependence of Hall mobility for amorphous-IGZO on the In2O3 content [205] as In3+ has

the largest ionic radius (n=5) among the metal cations. Figure 6.2 shows the mobilities

with composition for an amorphous-IGZO.

For the transistors to exhibit high on-off ratio and low off current, the carrier con-

centration in the semiconductor should be controlled to a very low level. Metal oxide

semiconductors contain oxygen vacancies which can further cause carrier generation.

This phenomena has already been reported for zinc oxide films where a very high car-

rier concentration is seen in as-deposited semiconductor because of generation of excess

oxygen vacancies in the thin-film deposited in an unoptimized fashion [206]. In case of

IGZO, the presence of Ga3+ ions help in suppressing the oxygen vacancies as it has a

stronger affinity to oxygen than Zn or In ions [20]. This fact is further proven by a com-

parative study between amorphous indium zinc oxide and amorphous indium gallium

zinc oxide that shows there is five orders of magnitude lower carrier concentration in the

thin film oxide with gallium deposited under the same conditions [205].

6.2 IGZO TFTs :Fabrication

The most widely used methods for synthesis of IGZO films are sputtering [207] and

pulsed laser deposition (PLD) [208]. In the first process, Ga2O3-ZnO (GZO) and In2O3
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Figure 6.3: Schematic representation of the sol–gel technology [22].

are sputtered alternatively on a substrate to obtain IGZO films. In pulsed laser de-

position, different frequency laser pulses are focused on nano-sized spots of elemental

targets. Although these methods are versatile and useful, there is strict requirement

on expensive equipment and time which is not favorable for industrial manufacturing.

Solution processable techniques on the other hand are more cost effective alternatives.

In an attempt to develop high performing and low cost IGZO devices, an IGZO sol gel

is prepared which is spray deposited on a substrate and annealed at high temperature

to form a high quality IGZO film.

6.2.1 Sol-gel Synthesis of IGZO films

Sol-gel method has been around since mid 1800s when it was used to make inorganic

ceramic and glass materials [209]. In this method, a “sol” (a colloidal suspension of solid

particles in liquid) is formed which gradually evolves towards formation of a gel-like

system containing both liquid phase and solid phase and finally removal of the solvent

as shown in Figure 6.3. This method can be used to form compact films of metal oxide

semiconductors [210].

In this work, the precursor solutions are metal nitrates and acetates purchased com-

mercially. These metal precursors, namely In(NO3)3. xH2O (indium nitrate hydrate),

Ga(NO3)3. xH2O (gallium nitrate hydrate), Zn(CH3COO)2. 2H2O (zinc acetate dehy-

drate) are dissolved in ethanol solution. The precursors are kept for stirring at 80 ◦C

and this solution is sprayed through a shadow mask on a silicon substrate. The temper-

ature during spray process is kept to 100◦C which causes the solvent to evaporate. The

substrate is finally annealed to 300◦C for one hour in ambient air. The high temperature
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Figure 6.4: AFM image of IGZO sprayed on silicon substrate.

step is necessary to eliminate excess precursor materials and further densify the metal

oxide film [210]. Figure 6.4 shows the AFM image of the sol-gel IGZO sprayed on sili-

con substrate. The surface roughness is analyzed for an area of 25µm2 and the average

roughness (Ra) is 0.338 nm while the root mean square roughness (Rq) is 0.456 nm. This

analysis indicates that sol-gel deposited IGZO films have better and smoother surface as

compared to IGZO deposited by RF magnetron sputtering [211] and co-sputtering [212].

6.2.2 Contact Fabrication

IGZO TFTs were first attempted in kapton substrate, but the high temperature anneal-

ing led to shrinkage of the kapton. Hence we later use silicon as the main substrate

for these transistors. For comparison, few FETs are also made in glass substrate. The

process flow for contact patterning and metallization is shown in Figure 6.5 (A). Silicon

wafers commercially purchased from SiMat with 200 nm thick silicon oxide are cleaned

in an ultrasonication bath in acetone and propanol in succession for five minutes each.

The cleaned samples are dried with dry nitrogen and ready to use for contact pattern-

ing. Using the photolithography steps already described in Section 3.6, contacts are

patterned with the aid of negative photolithography followed by liftoff. The contact ma-

terial is 50 nm thick gold deposited by physical vapor deposition. Figure 6.5 (B) shows

the optical microscope image of the final IDES structure of the transistor after liftoff.

Figure (C) and (D) are the samples with IGZO TFTs on glass and silicon respectively.

On the silicon substrate there is some white residual impression of the solvent which

evaporates fast during spray as the substrate is kept at high temperature. The channel

length and width of these FETs is 60µm and 3000µm respectively.
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Figure 6.5: (A) Schematic representation of various stages of contact patterning in
silicon. (B) Optical microscope image showing the final IDES structure after lift-off.
(C) Four IGZO FETs fabricated on glass substrate. (D) An IGZO FET fabricated on

silicon substrate.

6.3 IGZO FET: Transistor Characterization

The IGZO transistor is measured in an electrolyte gated configuration using ionic liq-

uid, 1-Butyl-3-ethylimidazolium hexafluorophosphate (97.0%) (HPCL) as the gate elec-

trolyte. 20 µl of this viscous solution is dropped on the transistor such that the channel

and gate are completely covered with the electrolyte. All the electrical measurements of

the IGZO transistors are carried out with a Keithley 2536 source measuring unit (SMU).

The measurements are controlled by a Python script which is also used for data anal-

ysis. The output characteristics for the ionic liquid gated amorphous IGZO thin film

transistor under various gate to source voltages (VGS) ranging from 0.0 V - 1.7 V with

a step size of 0.1V are shown in Figure 6.6. During each measurement, the drain to

source voltage (VDS) was varied from 0.0 V - 2.0 V. A clear distinction between linear

and saturation region is clearly observed.

Figure 6.7 (A) illustrates the transfer characteristics for the ionic liquid gated amorphous

IGZO thin film transistor when the VDS is fixed to 1 V and the VGS is varied from 0 V -

3 V. The right y-axis (in green) depicts the drain current and the left y-axis (in blue)

depicts the gate current. The plot is a semi - log plot where the currents on the y-axis

are in log scale. We extracted the threshold voltage (Vth) and transconductance (gm)

as 2.72 V and 5.15 mS respectively. The on-off ratio of the transistor is > 107 and

the maximum drain current is 4.05 mA as shown in Figure 6.7 (B). The maximum gate
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Figure 6.6: Output characteristics of an IGZO-EGFET.

current is 3.58µA and can be seen in the semi log plot of Figure 6.7 (A). Comparing

the IGZO TFTs with CNTFETs, IGZO TFTs have much higher on-off ratios (around

three orders of magnitude higher) than CNTFETs. Also, in IGZO TFTs the transition

from off region to on region (i.e. subthreshold slope) is sharper. There is also clear

saturation region seen in the output curve for IGZO TFTs, but it is also important

to note that biases applied in characterization of IGZO TFTs are above 1 V as their

threshold voltages are normally beyond 1 V.

Table 6.2 provides statistical data for twenty IGZO-transistors. The columns show on-off

ratio, threshold voltage and substrate on which the devices were fabricated. Figure 6.8

uses the data from table 6.2 and shows the number of IGZO-transistors that have a

specific range of on-off ratio. Out of the twenty transistors, there are eight transistors

that have on-off ratio below one hundred and ten transistors have on-off ratio above

one thousand. There is indeed device variability due to the spray deposited thin films

of IGZO, but post-spray annealing step densifies the film and reduces the variability.

Hence, the IGZO TFTs fabricated in the same cycle often show less device variability.

Comparing the sol-gel deposited IGZO TFTs with TFTs made from sputtered IGZO

films (work done within our group), the device characteristics look similar The on-off

ratio for sputtered IGZO TFT is in the same order of magnitude [213] as reported in this

thesis work. One difference is that the sputtered film TFTs are not electrolyte gated

but have 50 nm thick alumina (Al2O3) as the dielectric, hence the maximum applied

biases are high around 10 V. Thus, the so-gel deposited films have additional advantage

of being high performing even at low voltages.
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Figure 6.7: (A) Logarithmic plot showing drain and gate current on y-axis and gate
to source voltage on x-axis. (B) Transfer characteristics of an IGZO-EGFET.

6.4 IGZO FET: Modeling

To extract device parameters and understand the behavior of IGZO TFTs device model-

ing is performed. Semiconductor device modeling creates models to reflect the behavior

of the electrical devices. Physics driven models take into consideration fundamental

physics. However, physics driven models are not fast and often empirical models are

used for high level tools like SPICE. Such empirical models are called compact models.

Compact models describe the major performance of the device with minimum number

of model parameters [214].

In this work, we compact model the IGZO FET separately in below and above thresh-

old regions. To model the above threshold region, modified form of Curtice model

is used[215]. Curtice model was first developed to model gallium arsenide (GaAs)

FETs [216]. The advantage of Curtice model is that it has few input parameters and the
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Sr. No. ION/IOFF Vth(V ) Substrate

1 2030 1.24 Silicon

2 17800 0.969 Silicon

3 59.8 1.43 Silicon

4 83.7 1 Silicon

5 2370 1.1 Silicon

6 487.76 1.3 Silicon

7 80400 1.4 Silicon

8 823 1.6 Silicon

9 3070 1.7 Silicon

10 2690 1.07 Silicon

11 2850 0.9 Silicon

12 31900 0.93 Silicon

13 49400 1.45 Silicon

14 439 0.85 Silicon

15 70.5 1.43 Glass

16 31.1 1.45 Glass

17 48.3 1.53 Glass

18 37.72 1.51 Glass

19 81.2 1.35 Glass

20 47.8 1.28 Glass

21 15000 0.8 Glass

Table 6.2: Statistical data for twenty IGZO transistors measured with ionic liquid as
the gate electrolyte [23].

above threshold region is described by only one equation. This makes it easy and fast to

incorporate. To model the below threshold region well-known subthreshold swing model

is used [217].

6.4.1 Above Threshold Region

6.4.1.1 Model Description

In the above threshold region, according to the modified Curtice model [216, 218], the

drain current is given as equation 6.1 :

ID = β ∗ (VGS − Vth)γ ∗ tanh(α ∗ VDS)(1 + λ ∗ VDS) (6.1)

where parameters have meaning as : α describes the knee region, β is the transconduc-

tance parameter, γ is the power-law parameter and λ is the channel length modulation

parameter. As per this model, field-effect mobility has power law dependence with the

gate voltage and is given as equation 6.2 [218] :
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Figure 6.8: Summary of the number IGZO-transistors that have a specific range of
on-off ratio.

µeff =
µ0 ∗ (VGS − Vth)γ

VAA
= µFET0 ∗ (VGS − Vth)γ (6.2)

where µ0 is the field-effect mobility at low electric fields and VAA is an empirical pa-

rameter.

Parameter α is calculated as equation 6.3 [218] :

α =
gch
Isat

(6.3)

where gch is the channel conductance at small VDS . Isat is the saturation current given

by equation 6.4 [190] :

Isat = β ∗ (VGS − Vth)γ (6.4)

Parameter β, the transconductance parameter is given by equation 6.5 :

β =
W

L
∗Kn =

W

L
∗ Ci ∗ µFET0 (6.5)

where W and L have their usual meanings as the channel width and channel length of

the transistor respectively. Kn is the transconductance and Ci is the gate capacitance.
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Figure 6.9: Integral function H plotted against VGS , for the measurement data and
linear approximation given by equation 6.7.

6.4.1.2 Parameter Extraction

To extract the two input parameters that are power-law γ and the threshold voltage

Vth, an integral function H(VGS) is created which is given by equation 6.6 [190] :

H(VGS) =

∫ VGS

0 IDS(x)dx

IDS(VGS)
(6.6)

In the linear region of operation, equation 6.6 can be approximated with equation 6.7 [190] :

H(VGS) =
VGS − Vth

1 + γ
(6.7)

Figure 6.9 plots the integral function against VGS (equation 6.7). The threshold voltage

(Vth) is extracted from the interception of this plot with the x-axis and the power law

parameter γ is the slope of the curve. These values are listed in table 6.3.

To extract β parameter, the output characteristics in deep saturation region are inves-

tigated. VDS is swept from 0.0 V to 1.5 V and VGS is fixed to 1.3 V. The output curve

for this bias is shown in Figure 6.10. A linear fitting and extrapolation is done for both

the linear region and the saturation region. The point of intersection of the two fitting

lines gives the value of Isat. Using this value of Isat and equation 6.8, parameter β can

be extracted. The extracted values for Isat and β are added in table 6.3.

β =
Isat

(VGS − V th)γ ∗ (1 + λ ∗ VDS)
(6.8)
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Figure 6.10: Current vs voltage curve used to extract channel conductance in linear
(gch) and saturation regime (gchs) as well as the saturation current (Isat).

Figure 6.11: Measured and modeled values of channel conductance gch with respect
to gate to source voltage(VGS) in the linear region.

In Figure 6.10 the linear and saturation regions are clearly marked. Slope of the linear

region gives the channel conductance (gch)and can be easily calculated using the fitting

line of the linear region. Calculated value of gch can be read from the table 6.3. gch

shows a dependence on VGS and in the above-threshold region this dependence can be

described by equation 6.9 :

gch = gch0 ∗ (VGS − Vth)(γ−1) (6.9)

where gch0 is a empirical parameter extracted from Figure 6.11 and its value is added

in table 6.3. Figure 6.11 shows that the model does a very good fitting of the measured

channel conductance in above threshold region.
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From Figure 6.10, the conductance in the saturation region (gchs) can also be computed

as the slope of the linear fitting in the saturation region. Computed value of gchs is

mentioned in table 6.3. With the value of gchs, channel length modulation parameter λ

can be extracted using equation 6.10 :

λ =
gchs
Isat

(6.10)

Figure 6.12 is a semi log plot of the transfer curve and it is seen that for VGS >>Vth,

proposed model is a very reasonable match with the experimental results.

Figure 6.12: Comparison of measured versus modeled logarithmic drain–source cur-
rent in the above-threshold region.

γ Vth (V) Isat (A) β gch (S) gch0 (S) gchs (S) λ (V−1)

2.66 0.64 0.14 0.15 0.336 0.49 0.374 0.267

Table 6.3: Values of the model parameters extracted in the above threshold region.

6.4.2 Below Threshold Region

To model the subthreshold regime we use equation 6.11 :

ID = IS ∗ e
(VGS−Vth)

n∗Vtherm ∗ tanh(α0 ∗ VDS) ∗ (1 + λ ∗ VDS) + I0 (6.11)

where IS and α0 are the fitting parameters, n is the ideality factor and Vtherm is the ther-

mal voltage. In this modified model, the VDS dependence is described by a hyperbolic

tangent function instead of the original exponential function. Additionally, a constant

leakage current I0 is added to the below-threshold regime. Figure 6.13 is a semi log plot
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of the transfer curve and it can be seen that for below threshold region subthreshold

swing model given by equation 6.11 is a reasonably good match with the experimental

results.

Figure 6.13: Comparison of measured versus subthreshold swing (model) logarithmic
drain–source current in the below-threshold region.

The ideality factor n of the equation 6.11 can also be extracted from the slope of the

linear part of the fitting curve using equation 6.12 :

n =
1

Slope ∗ Vtherm ∗ ln(10)
(6.12)

Extracted values of the fitting parameter IS and the leakage current I0 along with the

extracted value of ideality factor can be read from the table 6.4.

n IS (µA) I0 (µA)

3.9 0.985 -0.254

Table 6.4: Values of the parameters extracted in the below threshold region.

6.5 IGZO ISFET as a NH4+ Sensor

Once the IGZO FET is electrically characterized and modeled, its use as a ion-selective

(IS)-FET is tested. Ammonium ion selective PVC based polymeric membranes contain-

ing nonactin as an ionophore are prepared in THF(tetra hydrofuran) and placed on the

channel of the transistor.

Ammonium (NH4+) ions find their use in environmental monitoring against pollu-

tion [219] and in several other industries like food [220] and clinical analysis [221]. Apart

from its use in direct ion sensing, ammonium sensors are also used more frequently than
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other ion sensors in potentiometric biosensors where enzymes or microbial cells are im-

mobilized on the surface of the sensor [222]. These applications make ammonium ion

sensors of high interest.

Figure 6.14: Response of an ammonium-selective IGZO-FET towards changes in the
ammonium ion concentration.

Solutions with balanced conductivity and different concentrations of ammonium ion are

placed on the gate and channel of the IGZO-FET and they serve as the gate electrolyte.

Real time measurements are done and each solution is measured for about 5-6 minutes

with the gate to source voltage (VGS) and drain to source voltage (VDS) held constant

to 1.2 V throughout the measurement. Figure 6.14 shows the variation in drain current

with varying ammonium ion concentration. In between concentration change the sample

is washed thoroughly and hence we see multiple spikes. As seen from the figure, there

is continuous increase in the drain current of the IGZO based ISFET for increase in

ammonium ion concentration, the response is in accordance with the operation of ion-

selective membranes explained in chapter 5. The calculated sensitivity of this ammonium

sensor is around -0.6325µA/decade which is higher than the sensitivity of the NH4+

sensor using CNTFET (refer to section 5.1). Thus, solution processable IGZO-FETs

can be used for developing high sensitivity sensors.

6.6 Solution processable inverters

6.6.1 IGZO nMOS-only Inverter

In chapter 5, theory of logic inverters is presented in detail where the operation of pMOS-

only, nMOS-only and finally CMOS logic inverters are discussed. In this section, resistive

load nMOS-only logic inverters are demonstrated using IGZO-FETs. The influence of

the resistor value and scan rate on the device performance is also discussed.
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Figure 6.15: Voltage transfer characteristics for a resistive load nMOS inverter for
two different load resistors.

Figure 6.15 shows the voltage transfer characteristics of resistive load nMOS inverter for

two resistor values, where the n-FET is ionic liquid gated IGZO transistor. The inverters

have respectable noise margins where the input voltages are limited by the ionic liquid.

With the increase in load resistance, there is decrease in the sharpness of the transition

region. This can also be related to the decrease in the gain of the inverter with increase

in the load resistance. This fact is indicated in Figure 6.16 where the gain of the inverters

is plotted against input voltage.

Figure 6.16: Gain versus input voltage for a resistive load nMOS inverter for two
different load resistors.

Figure 6.17 shows the voltage transfer characteristics for the same resistive load nMOS

inverter for three different scan rates of input voltage (VI). There is a loose dependence

of the inverter characteristics on the scan rate. Scan rate (dV/dt) has a direct influence
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on the charging current and it increases with increasing scan rate. Figure 6.18 shows the

gain with respect to input voltage for varying scan rates. Similar to Figure 6.17 there is

loose dependence on the gain of inverter with the scan rate.

Figure 6.17: Voltage transfer characteristics for a resistive load nMOS inverter for
three different scan rates.

Figure 6.18: Gain versus input voltage for a resistive load nMOS inverter for three
different scan rates.

6.6.2 CMOS Inverter : IGZO- & CNT- FET

In chapter 5, concept of noise margin and nominal values of input and output was de-

scribed. The switching threshold VM is the point in the voltage transfer characteristics

where VI and VO are equal. At this point VGS and VDS are equal, hence both pMOS and

nMOS are in saturation. To obtain an analytical expression for the switching threshold,

we equate the currents of both pMOS and nMOS which can be written as equation 6.13 :
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knVDSsatn(VM − VTn −
VDSsatn

2
) + kpVDSsatp(VM − VDD − VTp −

VDSsatp
2

) = 0 (6.13)

Solving equation 6.13 results in equation 6.14 :

VM =
(VTn + VDSsatn

2 ) + r(VDD + VTp +
VDSsatp

2 )

1 + r
(6.14)

where r can be written as equation 6.15 under the assumption of equal oxide thickness

for pMOS and nMOS transistors.

r =
kp ∗ VDSsatp
kn ∗ VDSsatn

=
vsatp ∗Wp

vsatn ∗Wn
(6.15)

If another assumption can be made on the bias VDD such that it is extremely large

compared to threshold voltage and saturation voltage, equation 6.14 can be simplified

to equation 6.16

VM ≈
r ∗ VDD

1 + r
(6.16)

Equations 6.15 and 6.16 indicate that the switching threshold is determined by param-

eter ‘r’ which in turn depends on the relative drive strength of the pMOS and nMOS

transistors. It is also important to realize that a desirable location of the switching

threshold VM is around the middle of the voltage swing as this leads to almost equal

values of low and high noise margins. This means a desirable VM would be at VDD/2.

This can happen when r = 1, refer equation 6.16. This would result in the relation given

by equation 6.17 which is derived from equation 6.15 and establishes a relation between

device parameters of pMOS and nMOS.

vsatp ∗Wp = vsatn ∗Wn (6.17)

It is also worth noting at this point that if one wants to move VM upwards, a larger

value of r is required and hence the pMOS must be made wider. On the other hand,

if VM is desired to be closer to ground, the strength of nMOS must be increased.

From equation 6.15 one can also relate mobility of the pMOS and nMOS transistors by

equation 6.18, given the transistors have same oxide capacitances and channel length.

r =
µn ∗Wn

µp ∗Wp
(6.18)
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In general case of silicon, the electron mobility is 2-3 times higher than the hole mobility

and thus for r = 1 the width of pMOS should be 2-3 times higher than nMOS. However,

with different semiconductors this ratio of widths will depend on their relative mobilities.

Wp

Wn
=
µp
µn
≈ 2or3 (6.19)

With this understanding we fabricate an electrolyte gated CMOS inverter with CNTFET

as the “pull up” network and IGZO-FET as the “pull-down” network. Figure 6.19 shows

the voltage transfer characteristics of this CMOS inverter.

Figure 6.19: Voltage transfer characteristics of a CMOS inverter with IGZO-FET
and CNTFET.

For this measurement the bias voltage (VDD) is kept at a constant value of 2.2 V. The

input voltage that is applied at the gates of the two transistors is swept from 0 V to

4.5 V. The sweep delay is 1 V. The connections and schematic of this system are shown

in Figure 6.20 (A).

Figure 6.20 (B) shows one of the CMOS inverters developed in this thesis. CNT- and

IGZO- FETs are highlighted in the image. The droplets on the sample are the residues

of the ionic liquid used for measurements, being a high viscosity liquid it is not easily

removed from the sample by just pipetting. As seen from the figure, the width of the

IDES structure for CNTFET is more (1.5 times) than that of an IGZO FET, i.e. the ratio

of transistor widths between pMOS CNTFET and nMOS IGZO FET is 1.5. This ratio is

verified by SPICE simulations performed for the CMOS inverter with varying transistor

width ratios (Wp/Wn = 1, 1.5 , 2 , 4 and 6). LTSpice was used to perform simulations

and the transistor parameters used for simulation were extracted from the measurement

data. Figure 6.21 shows the experimental and simulated voltage transfer characteristics

of a CMOS inverter with the Wp/Wn = 1.5.



Indium-Galium-Zinc-Oxide : n-type semiconductor 130

Figure 6.20: Schematic representation of the CMOS inverter indicating the voltages
used for measurements.

On analyzing figures 6.19 and 6.21, the gain of this electrolyte gated CMOS inverter is

extracted and is ∼ 4. This is a significant improvement from a CNTFET-only CMOS

logic inverter demonstrated in chapter 5. One can also realize that along with high gain,

there is significant improvement in the noise margin.

Figure 6.21: Experimental (exp) and simulation (sim) results of voltage transfer
characteristics for a CMOS inverter with channel width ratio equals 1.5 between pMOS

CNTFET and nMOS IGZO-FET.

6.7 Conclusion

In this chapter, sol gel processing of a n-type semiconductor IGZO is explained. Post

device fabrication this semiconductor is demonstrated as an active channel material

for an ionic liquid gated transistor. This transistor is also used as an ion selective
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sensor for measuring different ammonium ion concentrations. Before using this IGZO-

FET in a CMOS inverter along with an electrolyte gated CNTFET, it is used in a

resistor loaded nMOS inverter configuration. The sol gel deposited IGZO-FET shows

higher performance compared to their sputter coated counterparts and the IGZO-ISFET

demonstrates high sensitivity comparable/higher to other commonly used semiconduc-

tors like CNTs. High performance CMOS logic inverters are demonstrated. This work

clearly indicates the potential of IGZO in low voltage electronics. An important aspect

in this work is that all the electronic devices, i.e. transistors and inverters are mea-

sured in electrolyte gated configuration, hence making them potential candidates for

high performance chemical- or bio- sensors.





Chapter 7

Summary and Outlook

7.1 Summary

The field of organic electronics has allowed to develop semiconductors which no longer

need to be processed in highly controlled environments. The ability to develop electronic

devices by low cost and simple techniques like screen printing, spray deposition has

made cheap yet high performance electronics possible. In addition, the possibility of

fabricating electronic devices in variety of substrates with features like flexible and bio-

compatible has led to an era where sensors are ubiquitous in everyday life.

VDD

VO

Figure 7.1: Circuit diagram for a 3-stage ring oscillator.

This thesis presents extensive research on using novel materials, methods and device

architectures to develop low cost biosensors which in future will not be limited to point

133
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of care diagnostics but have the potential to be used in wearables and implants. To-

wards this goal, field effect transistors using low cost solution processable techniques are

developed. These transistors are used in an electrolyte gated configuration, where an

electrolyte serves as the gate dielectric. This provides two major advantages: (i) because

of the high double layer capacitance, extremely low voltages (even sub 1V) can generate

high electric fields in the device hence stimulate charge conduction, (ii) use of electrolyte

facilitates in bringing the test solution easily to the transducer surface.

Carbon nanotube (CNT) and indium gallium zinc oxide (IGZO) are used in this work

as semiconducting materials which are deposited on low cost polyimide films. Polyimide

being a flexible substrate imparts mechanical flexibility to sensors and it is seen that

sensors on such substrates have high tolerance to mechanical deformations and bendings.

The use of these semiconductors is not only limited to field effect transistors but is further

extended in creating amplifying circuits which can be used in sensing or as an amplifier

to amplify sensor response post sensing.

7.2 Outlook

Extensive work has been done in this thesis both in aspects of enhancing bio-recognition

methods and signal amplification. Nevertheless, follow-up studies can be performed for

improvement and developing novel high performance sensing mechanisms. One such

scheme uses the inverters developed by the CNT- and IGZO- FETs to design and fab-

ricate ring oscillators such that they can be used for high performance frequency based

sensing. Figure 7.1 shows the circuit diagram of a 3-stage ring oscillator.

Figure 7.2: SPICE simulation for shift in frequency in a 3-stage ring oscillator. C1
and C2 are representatives of two different concentrations, which here are two different

threshold voltages of pMOS transistors.
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When there is a concentration change in the analyte solution which covers either pMOS,

nMOS or all transistors in the ring oscillator, this leads to a change in the threshold

voltage of the transistors. Such threshold voltage shift leads to shift in the oscillation

frequency of the ring oscillator. Such an idea is illustrated in Figure 7.2, which is SPICE

simulation of 3-stage ring oscillator. In this simulation we have manually introduced

a threshold voltage shift in the pMOS transistor and one can clearly see a shift in the

frequency. We have introduced 100 mV shift in the threshold voltage and this has

resulted in a frequency shift of ∼ 12 KHz. The advantage of such a sensing principle

of measuring frequency shift over the traditional potentiometric method of recording

threshold voltage shift is in the simplicity of the measurement system. Measurement of

1 KHz frequency shift can be done readily by a simple microcontroller counter, whereas

the measurement of 100 mV voltage shift requires more sophisticated systems. Hence,

frequency based sensing is highly sensitive.
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