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1 Introduction

1.1 Initial Situation and Need for Action

Additive Manufacturing (AM) technologies enable new possibilities in terms
of both design and business management. According to MANYIKA et al. (2013)
from the McKinsey Global Institute, AM technologies are one of the twelve
potentially economic disruptive technologies whose economic impact is esti-
mated at $ 230 to 550 billion by 2025. The main advantages are the realization of
more complex designs, reduced lead times and increased production efficiency
(STRATASYS DIRECT 2015). For example, the redesign of a fuel nozzle towards
AM reduced the number of welds by 80 % (KELLNER 2014). There is less restric-
tion on design, but at the same time higher complexity does not directly lead to
higher costs (GIBSON et al. 2015). In the aerospace sector, the freedom of design
makes it possible to increase the efficiency of the engines, resulting in reduced
fuel consumption (−6.4 %) and CO2 emissions (92.1× 106 t to 215× 106 t) by
2050 (HUANG et al. 2016). Additive Manufacturing thus makes a major and
important contribution to climate targets in the aerospace industry.

The term AM covers several manufacturing processes that build parts through
successive addition of material. The processes are further classified in seven
categories (ISO/ASTM52900 2015). These differ according to the form of the
raw material used and the technological principle of the solidification. The
subcategory Powder Bed Fusion (PBF) contains all processes that use thermal
energy to solidify selected areas in a powder bed. A layer of the powder
material is applied on a build plate and selectively melted in the region of the
desired geometry. The build platform is lowered, and a new layer of powder
is spread across by a coater. The procedure of selectively melting, lowering
the build platform and depositing powder is repeated until the entire part is
manufactured. A laser beam (Laser Beam Melting (LBM)) or an electron beam
(Electron Beam Melting (EBM)) is utilized as the energy source (WOHLERS et al.
2016).

In addition to the above-mentioned potentials, which arise as a result of design
freedom, the manufacturing of parts by selective melting is also associated with
challenges. Process-related deviations of the dimensional accuracy of the final
part occur frequently. The high energy density of the energy sources used in
LBM leads to high transient temperature gradients. Since the heat conduction
is relatively slow in comparison, high thermal gradients in space occur as well
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(KRUTH et al. 2004). The thermal stresses induced thereby sometimes exceed
the yield strength and lead to plastic strains in the part, which remain after the
build process (KNOWLES et al. 2012). The total dimensional deviations due to
thermal gradients are attributable to three occurring effects during the buildup
process (Figure 1.1). Distortions arising directly from the selective solidification
process on the scale of the individual welding tracks are clustered as the primary
effect. The reasons for this are described by the Temperature Gradient Mechanism
(TGM)2, and its impact is mainly influenced by the scanning strategy (KRUTH et
al. 2004). The thermal expansion of a point under reduced strength in the liquid
state and the subsequent thermal contraction during cooling in the solidified
state result in compressive strains of the surrounding material. Generalizing
the TGM to the scale of the complete layer leads to the secondary effect. The
involved mechanism is known as curling and reflects the consequences of the
delayed shrinkage of the layers (MERCELIS & KRUTH 2006; H.-J. YANG et al.
2002). In Addition to the mentioned effects, the solidification of selected areas
with thermal energy results in a heat flux from the current top layer to the build
plate. Depending on the geometry, heat accumulations may occur as a result,
e. g. in filigree areas or when the transverse section is changing. The described
dimensional deviations caused by the temperature gradients on the component
scale are summarized as the tertiary effect.

(a) Primary effect. (b) Secondary effect. (c) Tertiary effect.

Figure 1.1: Pictographic illustration of occurring effects that contribute to dimensional
deviations in LBM.

Depending on the application, the dimensional accuracy of the finished part
may be outside the tolerance range. The distortions sometimes even terminate
the build job, if the dimensional deviations exceed the height of one layer during
the buildup process and the warped part collides with the coater. To overcome
these deviations, several countermeasures exist. The main strategies are preheat-

2Even though all three effects are due to thermal gradients, the term TGM is especially used for the
resulting compressive strains on a local scale induced by heating a point or along a straight line.
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ing, adjustment of the energy input, support adjustment and pre-deformation
(MUNSCH et al. 2013). Aside from pre-deformation, all of these strategies ad-
dress the causes of dimensional deviations, but also affect secondary quantities
(BAYERLEIN et al. 2016). Pre-deformation influences only the symptoms of
distortions but does not intervene in the process itself. Therefore, it is judged as
especially suitable for PBF by BAYERLEIN et al. (2016).

The term pre-deformation describes the adjustment of the input geometry to
compensate for the dimensional deviations occurring during the process. How-
ever, to know how the geometry must be adapted, a test build job with the
current geometry must first be carried out and subsequently measured. The
input geometry is then adjusted based on the measurement results. Besides the
high labor costs for pre- and post-processing as well as measurement, expert
knowledge is required to correctly adjust the geometry by the obtained mea-
surement data (HELD & PFLIGERSDORFFER 2009). Even with expert knowledge,
up to ten of those iterations are necessary to manufacture the geometry inside
the tolerance bounds for aero applications, since the distortions in LBM are non-
linear. Thus, the procedure requires a high amount of machine time. In addition,
an increase in the machine-hour rate is to be expected (SEIDEL 2016; WOHLERS
et al. 2016). Furthermore, it is hardly possible to find the correct input geometry
for complex parts by the described procedure. This is not at all possible for
areas that are not metrologically accessible. For reasons of profitability, but also
because of the mentioned limits of the previously described measurement-based
pre-deformation, the buildup process is modeled and simulated to obtain the
desired input geometry (BAYERLEIN et al. 2015). Currently, two Conceptual
Models are mainly used to predict the process-related deviations in the buildup
process: a thermomechanical model and a model that uses the inherent strain method
(MEGAHED et al. 2016). The assumption of the main cause of the distortions
differs in the models, but both have in common the simplification of several
layers to a Layer Compound (LC).

The first one determines discrete time steps of the appearing temperature field
during the buildup process in a transient thermal analysis and then applies
them as thermal load in a quasi-static mechanical analysis. It is referred to
as quasi-static since each step in the mechanical calculation itself is static, but
the discrete time steps of the temperature field are applied according to their
chronological sequence. The retroactive effect of the resulting displacement on
the temperature is neglected. In the causality of the model, the thermal analysis
thus determines the cause, and the mechanical analysis merely shows the effect.
Accordingly, the different gradations of the model take place over the differently
detailed approximation of the heat source, more precisely the representation
of the exposure strategy. A distinction is made between the consideration of
the real exposure strategy and the simplification to scan fields (SEIDEL et al.
2014), as well as the simultaneous heat input over the entire LC (PAPADAKIS,
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LOIZOU, RISSE & SCHRAGE 2014). Due to the long, and therefore uneconomical,
calculation time, the last gradation is mainly used in the application of the
thermomechanical model (SEIDEL 2016).

The second model utilizes the inherent strain method, which was developed
by UEDA et al. (1975) and is largely used in welding simulations (L. ZHANG
et al. 2007). It is based on the main assumption that the plastic strains remaining
after the solidification of one layer are the cause of the distortion of the entire
part. Therefore, a detailed thermomechanical simulation is carried out on a
smaller specimen in consideration of the exposure strategy and with as few
simplifications as possible. Subsequently, the remaining plastic strains are
averaged. This average is successively applied to the LCs as an inherent strain
on the desired part in a pure elastic calculation (KELLER & PLOSHIKHIN 2014).
Since only one calculation step is necessary for each LC, the calculation time for
the second model with the inherent strain method is reduced in comparison with
the thermomechanical analysis in the first model. The simulation to obtain the
inherent strain must be done only once for each exposure strategy. Computation
time therefore plays only a subordinate role, and the process is modeled as
precisely as possible in the detailed thermomechanical simulation. However, to
avoid additional modeling uncertainties, there are further experiment-based
approaches to calibrate the inherent strain via the distortions of manufactured
cantilevers (BUGATTI & SEMERARO 2018).

A decisive requirements for the use of simulation is that it is capable of de-
termining the distortions with sufficient accuracy (COWLES et al. 2012). The
presented models demonstrated suitable agreement with experimental data and
thus reduce the necessary manufacturing iterations to achieve a pre-deformed
geometry (BAYERLEIN & ZAEH 2016; KELLER & PLOSHIKHIN 2014; SEIDEL
2016). Nevertheless, none of them is able to predict the distortions at an ac-
curacy that allows for a first-time-right3 production (SCHAFSTALL et al. 2016).
Regarding the mentioned effects leading to distortions, both models only con-
sider two out of three effects from Figure 1.1. Both the thermomechanical model
and the inherent strain model take into account the time-delayed shrinkage.
The temperature history of a point during the buildup process is not repre-
sented in the inherent strain model. Conversely, the thermomechanical model
does not include the effect of the exposure strategy, as the heat input is usually
generalized to the whole LC due to calculation effort reasons. To completely
replace the manufacturing-based pre-deformation cycle by simulation and to
reach a first-time-right production, all distortion effects must be considered in
the model. The consideration of the exposure strategy in the thermomechanical
model represents such a model, but does currently not meet the requirements

3first-time-right describes the manufacturing of a part without preliminary test productions
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in terms the calculation time (SCHAFSTALL et al. 2016). Therefore, the main mo-
tivation of this work is to make use of these already developed, more detailed
thermomechanical models by reducing the computational effort. The fidelity
of prediction of the simulation is increased by the application of higher-valued
models (SEIDEL 2016) and the thesis contributes to the economic application of
the buildup simulation of LBM in the production environment.

1.2 Field of Action and Objective

The described initial situation reveals the need for action to accelerate the
simulation of LBM for using more detailed models and thus fully exploit their
potential. According to OBERKAMPF et al. (2002), Modeling and Simulation
(M&S) of a Physical System is subdivided into six phases:

1. Conceptual Modeling of the Physical System,
2. Mathematical Modeling of the Conceptual Model,
3. Discretization and Algorithm Selection for the Mathematical Model,
4. Computer Programming of the Discrete Model,
5. Numerical Solution of the Computer Program Model and
6. Representation of the Numerical Solution.

The first phase specifies the physical process, identifies the main causes for the
considered effects and derives a Conceptual Model. From here on, the Conceptual
Model in LBM always refers to the thermomechanical model. For the reasons
described in the previous section, the inherent strain approach is not considered.
In the next phase, the Conceptual Model is translated into Partial Differential
Equations (PDEs) including the corresponding boundary and initial conditions.
Phase three involves the selection of numerical methods to convert the obtained
continuous Mathematical Model into a discrete one and to solve the resulting
system of equations. Subsequently, the Discrete Model and solution procedures
are implemented in computer code in phase four. The computation of the
numerical solution and its representation remain for the last two phases.

When assigning existing publications in the M&S of the Physical System of
LBM into the described phases, it is apparent that most of the work is devoted
to the Conceptual and Mathematical Model (BRANNER 2011; KING et al. 2014;
NEUGEBAUER et al. 2014; PAPADAKIS, LOIZOU, RISSE & SCHRAGE 2014; SEIDEL
2016; ZAEH & LUTZMANN 2010). All references have in common that they
adapt the Conceptual Model in order to reduce calculation time. The associated
loss of accuracy is accepted. The Discretization and Algorithm Selection for
the Mathematical Model has hardly been considered thus far, as the reviews
of SCHOINOCHORITIS et al. (2017) and SCHMIDT et al. (2017) imply. However,
SEIDEL (2016) has pointed out the need to consider numerical methods. More-
over, NIKOUKAR et al. (2013) showed that the consideration of AM-specific
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characteristics in numerical methods is suitable to significantly speed up the
simulation.

This thesis continues from existing Mathematical Models and considers the Dis-
cretization and Algorithm Selection for the Mathematical Model. Improvement
of the Mathematical or even the Conceptual Models is not the objective, since
several satisfactory models are already available and only their applications are
currently not economical. Rather, the work of this thesis contributes to making
these models usable. The accuracy is only taken into account in connection with
the deviations resulting from the Discretization and Algorithm Selection of the
Mathematical Model. Similarly, subsequent phases are considered only to the
extent necessary to verify and validate the results.

The thermomechanical approach consists of a thermal analysis and a subse-
quently mechanical one. Since little preparatory work is available in the field of
phase three, this thesis focuses on the first part, i. e. the thermal analysis. The
Discretization and Algorithm Selection for the mechanical part are not consid-
ered. Moreover, developing numerical methods for the mechanical analysis
requires the temperature field as input which is currently not available for more
detailed heat sources due to the calculation effort. Therefore, this thesis intends
to accelerate the thermal analysis and to lay the foundation for subsequent work
in mechanical analysis with a more detailed temperature field. The fields of
action of this thesis are graphically summarized in Figure 1.2.

1.3 Approach

Numerical methods are developed or adapted to the specific requirements of
the Mathematical Model in LBM to achieve the goal of an accelerated thermal
simulation. Knowledge of the process characteristics is integrated into the
numerical methods and thus taken into account a priori in the simulation. The
procedure selected for this is illustrated in Figure 1.3.

The Discretization and Algorithm Selection for the LBM of the heat equation, on
which the thermal analysis is based, takes place in three fields. The PDE requires
a spatial and temporal discretization, as well as the solving of the resulting
system of equations (detailed fundamentals are provided in Chapter 2). The
state of the art is discussed with regard to computationally intensive process
characteristics of LBM, both in the specific area of the simulation of LBM and in
the general subject area of numerics (cf. Chapter 3). Based on this, three sepa-
rate numerical methods for the simulation of LBM are developed or adapted,
respectively. The Parameterized eXtended Finite Element Method (PXFEM)
supplements the function space in areas of high gradients with parameterized
enrichment functions (cf. Chapter 4). These allow for the representation of steep
local gradients taking into account the temporal change with few Degrees of
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Conceptual Modeling
of the Physical System

Mathematical Modeling
of the Conceptual Model

Discretization and
Algorithm Selection for the

Mathematical Model

Computer Programming
of the Discrete Model

Numerical Solution of the
Computer Program Model

Representation of the
Numerical Solution

(a) Phases for M&S based on OBERKAMPF et al. (2002).

Thermal Analysis Mechanical Analysis

(b) Submodels of the Mathematical Model of LBM.

Figure 1.2: Fields of action (dark blue) of the presented thesis emphasized on the different
levels of M&S of LBM.

Freedom (DoFs). In the case of temporal discretization, it is a multirate method
for a growing system of equations (cf. Chapter 5). The system of equations is
dynamically partitioned by the LBM Multirate Method (LBM-MM) into compo-
nents with local time steps, taking advantage of the layered structure and taking
into account the layers to be added by the buildup process. The LBM-specific
Direct Solving Strategy (LBM-DSS) also considers the layered structure of the
mesh (cf. Chapter 6). The system of equations is linearized and information
from the previous solution step is adopted completely or partially.

Each method is verified and validated. According to Systems and software
engineering– System life cycle processes (2015), verification is the "confirmation,
(...), that the specified requirements have been fulfilled". Validation is defined
as the "confirmation, (...), that the requirements for a specific intended use or
application have been fulfilled". The intended use is to reduce the computing
time under the requirement to receive the same result or smaller deviations.
In the context of this work, verification is the comparison of the developed
methods against the status quo with regard to the results obtained, and valida-
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Figure 1.3: Procedure of the presented thesis.

tion is the comparison with regard to the required computing time and/or the
computing effort. This thesis concludes with a summary and feasibility study
of the developed numerical methods, followed by an outlook (cf. Chapter 7).

In general, the material parameters used are the ones of Inconel 718 (POTT-
LACHER et al. 2002; SPECIAL METALS CORPORATION 2007) and the machine
data is of the manufacturing system EOS M270. The results obtained in terms
of calculation accuracy and calculation time do not claim to be universally valid
due to the strongly non-linear relationship between the results and the material
parameters. However, the procedure used is generally valid and therefore
transferable to arbitrary materials and manufacturing systems.

All scripts created and used in this thesis are available via mediaTUM (the
media and publications repository of the Technical University of Munich) or via
repository of the Leibniz Supercomputing Centre (LRZ) Gitlab as listed below
and they are free to use.

1. ZELLER et al. (2019): MATLAB-based scripts used within the context of
the PXFEM.

2. BANTE et al. (2019): Modified source code of the free open source software
CalculiX CrunchiX (ccx) with the implemented LBM-MM and LBM-DSS.
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3. ascent4: Python-based program for creating an input script for ccx to
calculate the distortions occurring in LBM (repository for the codebase of
the AscentAM (AAM) project, which has received funding from the Clean
Sky Joint Undertaking under the European Union’s Seventh Framework
for research, technological development and demonstration Programme
under grant agreement number 714 246).

4. ZELLER & ZAEH (2019): Remaining evaluation scripts used in this thesis.

4https://gitlab.lrz.de/flayerbein/ascent.git
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2 Fundamentals for Discretization and Algorithm Selection in
Simulation of Laser Beam Melting

2.1 Overview

This chapter describes the physical and numerical fundamentals required for
the topics considered in this thesis. These include the PDE of the heat balance,
general principles of numerics, and the numerical treatment of the heat equation.
The explanations on the topics do not claim to be exhaustive, they merely
serve to convey the necessary basics. Furthermore, this thesis deals with the
Discretization and Algorithm Selection in the M&S of LBM. Therefore, the
preceding phases according to OBERKAMPF et al. (2002), which serve as a basis,
are presented. This includes the description of the Physical System of LBM,
as well as the Conceptual Model and the Mathematical Model for the thermal
simulation on the part scale.

At the beginning of this chapter, an explanation of the main mathematical
notations used is given. Notations, as well as formula symbols, are based on
the international standard DIN EN ISO 80000 (2013).

2.2 Main Mathematical Notations and Terms

As far as no notation is recommended for a quantity according to the inter-
national standard DIN EN ISO 80000 (2013), the general convention applies
that

1. scalars are written in Latin lowercase letters, e. g. n ∈N (natural numbers)
and c ∈ R (real numbers),

2. vectors are represented by bold symbols in Latin lowercase letters, e. g.
b ∈ Rn with n > 1,

3. matrices are denoted by bold symbols in Latin capital letters, e. g.
A ∈ Rn×n with n > 1,

4. sets are named with Greek capital letters, e. g. Ω ⊆ R3, and
5. functions are written according to the notation of their value, e. g.

v : Ω→ R.
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Further specifications are indicated via subscript or superscript. Deviating
from the standard, the individual items of a matrix A are labeled with Akl for
the corresponding row 1 ≤ k ≤ n and column 1 ≤ l ≤ m. If the identifier
of a matrix already contains a subscript, e. g. Aconst, the specification of the
matrix items is separated by a comma, i. e. Aconst,kl . Although items are scalar
quantities and should therefore be designated with Latin lowercase letters, the
notation convention of Latin capital letters is retained, since they are induced
by a matrix.

A square matrix A ∈ Rn×n is symmetric if

Akl = Alk. (2.1)

and it is a diagonal matrix if

Akl = 0, for k 6= l. (2.2)

Also mentioned are the conditions for an upper triangular matrix

Akl = 0, ∀k < l (2.3)

and for a strictly upper triangular matrix

Akl = 0, ∀k ≤ l. (2.4)

The transposed matrix A> is accordingly a lower triangular matrix or a strictly
lower triangular matrix.

The rank of a matrix denotes the dimension of the vector space generated by
the linear mapping x 7→ A · x for all vectors x ∈ Rn. It is equivalent to the
maximum number of linearly independent columns of A.

The scalar λ ∈ R and the vector e ∈ Rn, e 6= 0, are called the eigenvalue and
eigenvector of a matrix A, if

A · e = λe. (2.5)

In conjunction, the spectral radius $(A) of a matrix A is defined as the largest
absolute value of eigenvalues of A.

The two norms ‖·‖2 and ‖·‖∞ are used in connection with functions and defined
as

‖v‖2 :=
(∫

Ω
|v|2 dΩ

) 1
2

(2.6)

‖v‖∞ := sup {|v(x)| : x ∈ Ω} (2.7)

For sums and unions over an empty index set, the convention applies that the
sums are 0 and the unions are the empty set ∅, i. e.

∑
s∈∅

. . . = 0,
⋃

s∈∅
. . . = ∅. (2.8)
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2.3 Transient Heat Conductance in Solids

In this section the necessary basics in the field of transient heat conduction in
solids, which are required in this thesis, are provided. This includes the PDE for
the description of thermal processes with the associated initial and boundary
conditions, special analytical solutions as well as their temporal propagation
behavior.

2.3.1 Differential equation, initial and boundary conditions

For a domain Ω ⊆ R3 and a time interval Υ ⊂ R, the temperature T at point
r ∈ Ω and time t ∈ Υ is defined as a function T : Ω× Υ → R. To provide a
clearer notation, however, the arguments for the temperature are occasionally
omitted, which means that they are not mentioned. The transient temperature
distribution in the domain Ω during the time interval Υ is expressed by the heat
equation, a second order PDE. Its general homogeneous form for solids is given
as

ρc(T)
∂T
∂t

=


∂

∂r1
∂

∂r2
∂

∂r3

 ·
λ(T)


∂T
∂r1
∂T
∂r2
∂T
∂r3


 , ∀r ∈ Ω, t ∈ Υ, (2.9)

with the temperature-dependent material values heat capacity c : R→ R and
thermal conductivity λ : R → R. The material model of an incompressible
body is used in the derivation of Equation 2.9. Small density changes due to
the temperature and pressure changes are neglected since heat conduction in
a solid is considered. Therefore, the density ρ is assumed to be constant, i. e.
ρ ∈ R. (BAEHR & STEPHAN 2009)

A more compact form of Equation 2.9 is obtained by using the nabla operator
∇:

ρc(T)
∂T
∂t

= ∇ · [λ(T)∇T], ∀r ∈ Ω, t ∈ Υ. (2.10)

The inhomogeneous form is not considered, as no internal heat sources exist in
LBM and temperature changes result only from the boundary conditions.

Heat conduction in a solid is an initial-boundary value problem. For a well-
posed problem and a unique solution, temporal initial conditions as well as
spatial boundary conditions are required. The initial condition is a function
T0 : Ω → R that specifies a temperature in the entire domain Ω at a certain
time t0 of the interval Υ, i. e.

T(r, t0) = T0(r), ∀r ∈ Ω. (2.11)
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Basically, the time t0 is arbitrary within the interval Υ. In this thesis, however,
t0 = 0 always applies, which also determines the start of the time interval Υ.
The end of the observation space is defined as tmΥ ; hence,

Υ = [0, tmΥ ]. (2.12)

The boundary condition has several possible types. A distinction is made
between prescribed temperature, heat flux density and convection. Therefore,
the boundary ∂Ω = Γ ∈ R3 will be separated into pairwise disjoint sets

Γ = ΓD ∪̇ ΓN ∪̇ ΓC. (2.13)

for the respective boundary conditions, even if not all conditions must apply at
the same time (the empty set is disjoint to any set). A prescribed temperature
on the boundary ΓD by a function TΓD : ΓD × Υ→ R, i. e.

T(r, t) = TΓD (r, t), ∀r ∈ ΓD, t ∈ Υ, (2.14)

corresponds to a Dirichlet5 boundary condition.

The Neumann6 boundary condition is an applied heat flux density on the boundary
ΓN by a function q̇ΓN : ΓN × Υ→ R3 as follows:

−λ(T)
∂T
∂n

(r, t) = q̇ΓN (r, t), ∀r ∈ ΓN, t ∈ Υ, (2.15)

where ∂/∂n denotes the derivation in direction of the exterior normal n ∈ R3 at
r ∈ ΓN. The choice q̇ΓN (r, t) = 0 corresponds to an adiabatic boundary.

The last mentioned convection is a kind of mixed boundary condition in the
form

−λ(T)
∂T
∂n

(r, t) = α [T(r, t)− TΓC (r, t)] , ∀r ∈ ΓC, t ∈ Υ (2.16)

with a heat transfer coefficient α ∈ R and a used function TΓC : ΓC × Υ→ R to
represent the ambient temperature. It is also referred to as the Robin7 boundary
condition.

The described boundary conditions are also referred to as first-, second- and
third-order boundary conditions. In addition, there are further types, such as
the heat transport over the boundary via radiation (EVANS 2015). However,
these are neglected as they have no major significance in processes with rapidly
moving heat sources (CLINE & ANTHONY 1977).

5Peter Gustav Lejeune Dirichlet (* February 13th, 1805 - † May 5th, 1859), German mathematician.
6Carl Gottfried Neumann (* May 7th, 1832 - † March 27th, 1925), German mathematician.
7Victor Gustave Robin (* May 17th, 1855 - † November 20th, 1987), French mathematician.
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2.3.2 Analytical solutions

In most cases, no analytical solutions exist for the heat equation. This applies in
particular for complex geometries and temperature-dependent material values
(BAEHR & STEPHAN 2009). Under certain assumptions and simplifications,
however, analytical solutions of the heat equation are obtained. In the case of
the one-dimensional heat equation for a semi-infinite domain with constant
material values

∂T
∂t

= a
∂2T
∂x2 , ∀x ∈ [0, ∞), t ∈ Υ, (2.17)

solutions exist for various initial and boundary conditions. The thermal diffusiv-
ity a ∈ R is introduced in Equation 2.17, which is composed as follows:

a =
λ

ρc
. (2.18)

For the constant initial and boundary conditions

T(x, 0) = T0, ∀x ∈ [0, ∞), (2.19)

T(0, t) = TΓD , ∀t ∈ Υ, (2.20)

the function

Tana(x, t) =
(

T0 − TΓD

)
erf
(

x√
4at

)
+ TΓD (2.21)

solves the heat equation for all x in [0, ∞) and t in Υ (CARSLAW & JAEGER 2008).
The function erf(x) is the error function, also known as the Gauss8 error function,
and it is defined as

erf(x) =
2√
π

∫ x

0
e−τ2

dτ. (2.22)

There is also a solution for the balancing temperature distribution due to an
initial energy deposition in an area of width ded at an adiabatic boundary
(CARSLAW & JAEGER 2008). In formula notation, this means for the initial and
boundary conditions

T(x, 0) =

{
T0,1, ∀x ∈ [0, ded],
T0,2, ∀x ∈ (ded, ∞),

(2.23)

∂T
∂n

(0, t) = 0, ∀t ∈ Υ. (2.24)

8Johann Carl Friedrich Gauss (* April 30th, 1777 - † February 23rd, 1855), German mathematician
and physicist.
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The corresponding analytical solution for all x in [0, ∞) and t in Υ is as follows:

Tana(x, t) =
(
T0,1 − T0,2)

2

[
erf
(

ded + x√
4at

)
+ erf

(
ded − x√

4at

)]
+ T0,2. (2.25)

A graphical illustration of the two analytical solutions introduced is provided
in Figure 2.1.

0 ded 2ded

T0

TΓD

Distance x

Te
m

pe
ra

tu
re

T

(a) Heating rod
(Equation 2.21).

t = 0 s t = 0.1 s t = 4 s t→ ∞

0 ded 2ded

T0,2

T0,1

Distance x
(b) Energy deposition

(Equation 2.25).

Figure 2.1: Analytical solutions of the one-dimensional heat equation with different
initial and boundary conditions for a semi-infinite domain with a =
3.5× 10−6 m2 s−1.

Both solutions, Equation 2.21 and Equation 2.25, have the characteristic that
temperature distributions are convertible into each other by temporal and
spatial scaling. This is later used to take into account the number of combined
layers within an LC. In the concrete case of the analytical solution with an initial
energy deposition, this means that factors x̄ and t̄ exist, such that the following
holds for two solutions T1

ana and T2
ana with different a and ded:

T1
ana(x̄x, t̄t) = T2

ana(x, t). (2.26)

This is true if the equality for both arguments of the occurring error functions
is fulfilled (cf. Equation 2.25). The first argument therefore requires the follow-
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2.3 Transient Heat Conductance in Solids

ing:

ded,1 + x̄x√
4a1 t̄t

=
ded,2 + x√

4a2t
, (2.27)

⇒
√

a1
a2

t̄ =
ded,1 + x̄x
ded,2 + x

, (2.28)

⇒
√

a1
a2

t̄ = x̄
ded,1

x̄ + x
ded,2 + x

. (2.29)

The equation is fulfilled with the choices

x̄ =
ded,2

ded,1
, t̄ =

a2
a1

(
ded,2

ded,1

)2
. (2.30)

This procedure and the result also apply analogously to the argument of the
second error function in Equation 2.25. However, for the permissibility of the
transformations, the values are restricted to x 6= ded,2. In this case erf(0) = 0
applies and the equality is directly satisfied independently of the values x̄ and t̄.
The corresponding time interval of solution T1

ana changes to Υ = [0, t̄tmΥ ] with
the introduction of the characteristic quantity t̄, whereas the spatial interval is
unaffected by the factor x̄ due to its definition. With the choice ded,1 = ded,2 = 1
the results are transferable to the analytical solution with a constant Dirichlet
boundary condition in Equation 2.21.

2.3.3 Penetration depth

As illustrated, the temperature change propagates from the origin (Figure 2.1a)
or, in the case of the solution for the energy disposition (Figure 2.1b), from the
point ded. The time-dependent distance δ : Υ→ R of the cause of the tempera-
ture change to the most distant affected point is defined as the penetration depth.
In general, the heat equation (Equation 2.10) violates the principles of relativity
as information about temperature changes propagates with infinite speed (ECK-
ERT & DRAKE 1972). This is negligible for metals (ALI & L. C. ZHANG 2005), but
due to the infinitely rapid propagation of the temperature change, a threshold
value must be specified from which a point is considered to be affected by
the temperature change in relation to the penetration depth. MUNSON (2013)
defines this as 1 % of the difference between the initial temperature and a wall
temperature Tw : Υ → R that causes the temperature change as established
in fluid mechanics. According to X. YAN (2002), this definition results in the
equation

Tw(t)− T(δ(t) , t)
Tw(t)− T0 = 0.99. (2.31)
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For the solution in Equation 2.21 and Tw = TΓD , it follows that

erf
(

δ(t)√
4at

)
= 0.99 (2.32)

and its numerical solution is

δ(at) = 3.642 77
√

at. (2.33)

The definition of the penetration depth of MUNSON (2013) actually refers only
to temperature changes caused by boundary conditions. In the case of the
solution from Equation 2.25, the initial condition within the domain causes
the temperature change. However, the definition of the penetration depth and
the procedure of the determination in Equation 2.31 from X. YAN (2002) are
transferable to it. A direct solution depending on the variables a and t, as in
Equation 2.33, is not possible. The equation is therefore solved for different
explicit values at, and a regression analysis (cf. Section A.1) is performed for
small values (at� 3 mm2) as well as for higher values (1 mm2 � at), resulting
in

δ(at) =

{
2.86
√

at + 3.74× 10−1at, at� 3 mm2,
3.86
√

at + 8.12× 10−3at + 6.60× 10−1, at� 1 mm2.
(2.34)

A graphical representation of this is provided in Figure 2.2.

The penetration depth δ is derived from the heat equation of the semi-infinite
domain. For short times, however, the analytical solution is also permissible
for a simple domain with finite dimensions. According to POLIFKE & KOPITZ
(2009), the diffusive linear measure must be significantly smaller than the char-
acteristic length of the domain. The diffusive linear measure is an estimate of
the temperature propagation and thus corresponds to the penetration depth
derived above. In a one-dimensional case with directed heat flux, the character-
istic length represents the dimension of the domain L̄. In summary, it follows
that in the case of

δ(at)
L̄
� 1, (2.35)

finite domains are allowed to be regarded as semi-infinite, and therefore the
analytical solution is permissible as a short-term approximation.

2.4 Numerical Fundamentals

Numerical methods used to solve differential equations are presented. These
are numerical integrators, which discretize the differential equation in time, as
well as linear solvers.
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Figure 2.2: Data points used in the regression analyses and the fitted functions obtained
(cf. Equation 2.34) for small values at (left, log-scale) and greater values at
(right).

2.4.1 Numerical integrator

Numerical integrators are used to solve Initial Value Problems (IVPs), i. e. an
Ordinary Differential Equation (ODE) together with an initial condition. In
general vector form, these correspond to

ẏ(t) = f (t, y(t)) , ∀t ∈ Υ, (2.36)

y
(

t0
)
= y0 (2.37)

with y : Υ→ RnΞ , y0 ∈ RnΞ and f : Υ×RnΞ → RnΞ . To solve the IVP, the time
interval Υ is discretized into Υm =

{
t0, t1, . . . , tmΥ

}
with

∆tm = tm − tm−1 (2.38)

for m ∈ {1, . . . , mΥ}. The discrete points in time are now used as integration
points for the numerical integration of the derivation. Thereby, numerical
integrators are classified according to the number of integration points used
to calculate the derivation, i. e. One-Step Methods or Multi-Step Methods. This
thesis is restricted to One-Step Methods, as they are more common due to
their simplicity and flexibility. Among others, they are used in the program
ccx (DHONDT 2004). A representative of this class is the generalized trapezoidal
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rule (T. J. R. HUGHES 1987, pp. 459). The approximated value ym of y(tm) is
successively calculated for m ∈ {1, . . . , mΥ} with the formula

ym = ym−1 + (1− θ)∆tm f
(

tm−1, ym−1
)
+ θ ∆tm f (tm, ym) (2.39)

and θ ∈ [0, 1]. Depending on the choice of the parameter θ, different methods
with various properties result. Important properties of numerical integrators
are numerical stability, consistency and convergence. Numerical stability describes
the robustness of the algorithm against disturbances in the input data. Several
concepts exist in this context. Due to the scope of the concepts, these are not dis-
cussed, but reference is made to further literature (DEUFLHARD & BORNEMANN
2002). Only the consequence of L-stability is mentioned here. Methods with this
property damp oscillations due to local disturbances in the data (DEUFLHARD
& WEISER 2012). Assuming correct input data, i. e. ym−1 = y

(
tm−1), consistency

describes the quality of the solution, which is expressed by the local truncation
error

τm = ‖y(tm)− ym‖ . (2.40)

A numerical method is consistent, if τm = o(∆tm). Convergence finally char-
acterizes the quality of the algorithm solutions under disturbed input data.
Some concepts of stability combined with consistency imply convergence for
the algorithm (DEUFLHARD & BORNEMANN 2002).

In this work, only the cases θ ∈ {0, 0.5, 1} of the generalized trapezoidal rule are
briefly discussed. For properties of further numerical integrators, reference is
made to the literature (T. J. R. HUGHES 1987; ZIENKIEWICZ & TAYLOR 2002). The
choice θ = 0 corresponds to the explicit forward Euler9 method. The advantage of
explicit methods is that the approximation of the next value is only calculated
from the previous time step. However, the size of the increment must be limited
to ensure stability (GRIFFITHS & HIGHAM 2010). For the two cases θ = 0.5
and θ = 1, implicit methods are obtained, i. e. a system of equations must be
solved in each time step. The first case leads to the Crank10-Nicolson11 method,
and the second case to the backward Euler method. Both methods are consistent
and stable. The Crank-Nicolson method has a higher order of consistency, but,
in contrast to the backward Euler method, it is not L-stable (DEUFLHARD &
WEISER 2012).

The distribution of the time steps strives for an optimal ratio between effort
and error. This corresponds to an evenly distributed truncation error across all
time steps (DEUFLHARD & BORNEMANN 2002). The temporal discretization is
thus far specified in the considerations. Usually, however, the behavior of the

9Leonhard Euler (* April 15th, 1707 - † September 18th, 1783), Swiss mathematician and physicist.
10John Crank (* February 6th, 1916 - † October 3rd, 2006), British mathematician.
11Phyllis Nicolson (* September 21st, 1917 - † October 6th, 1968), British mathematician.
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solution and thus the optimal distribution of the time steps is not known. To
obtain an evenly distributed truncation error, time step control strategies are
used which determine the next time step based on the current result or, in the
case of an excessively large error, repeat the previous calculation with a smaller
time step. Error estimators are required for this (GRIFFITHS & HIGHAM 2010).

2.4.2 Linear solvers

The most obvious way to obtain the solution x ∈ RnΞ of a system of linear
equations

A · x = b (2.41)

with an invertible symmetrical coefficient matrix A ∈ RnΞ×nΞ and a right-hand
side vector b ∈ RnΞ is to determine the inverse A−1. However, this is very costly
(required number of operations12 nΞ

3) if A has no special structure (MARSDEN
et al. 2008). For the determination of x, two classes of linear solvers are available:
Direct Methods and Iterative Methods.

Direct Methods decompose the coefficient matrix A and convert Equation 2.41
into two systems of equations that are easier to solve. The LU factorization and
the Cholesky13 decomposition are mentioned. In the case of the LU factorization,
A is decomposed in a lower triangular matrix L and an upper triangular matrix
U:

A = L ·U. (2.42)

Accordingly, the systems of linear equations

L · y = b, U · x = y (2.43)

are solved subsequently by forward and backward substitution with the addi-
tionally introduced vector y ∈ RnΞ . The entries of y and x are determined
successively starting with y1 and xnΞ , respectively. Due to the triangular struc-
ture, an entry depends only on the previous entries already determined.

The same applies for the Cholesky decomposition; however, the upper triangu-
lar matrix L is additionally the transposed one of the lower triangular matrix U,
i. e.

A = L · L>. (2.44)

Therefore, only the matrix L must be determined. In addition to the symmetry,
the matrix has to be positive definite, i. e. z> · A · z > 0 for every non-zero vector
z ∈ RnΞ . The requirement of positive definiteness ensures that the root in

12only multiplications and divisions are counted
13André-Louis Cholesky (* October 15th, 1875 - † August 31st, 1918), French mathematician.
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Equation 2.45, which appears later, is always non-negative. However, as the
property is not otherwise relevant in this thesis, it is not discussed further.

The cost of the forward and backward substitution is nΞ
2/2 each. In general, the

LU factorization requires nΞ
3/3 operations, and nΞ

3/6 operations are necessary
for the Cholesky decomposition (MARSDEN et al. 2008). The decomposition of
the coefficient matrix therefore clearly outweighs the substitutions. However,
since the decomposition is independent of the vector b, it is valid for any vector
b ∈ RnΞ .

Since the Cholesky decomposition requires half of the operations of the LU
factorization, only the approach for this procedure is mentioned. The formulas

Lll =

√√√√All −
l−1

∑
s=1

Lls
2, (2.45a)

Lkl =
1

Lll

(
Akl −

l−1

∑
s=1

LksLls

)
, k > l (2.45b)

apply to the entries of the matrix L. In geometric terms, only the determined
values to the left and above are required to determine a further entry to the
matrix L. Starting with L11, the remaining matrix L is calculated either line by
line or column by column.

Based on a starting value x0, Iterative Methods determine iterative improve-
ments until these updates are smaller than a specified threshold value. A general
statement about the operations required to determine a solution, as in the case of
Direct Methods, is therefore not possible for Iterative Methods, since it depends
on the number of iterations necessary. The methods are mainly subdivided into
Stationary Iterative Methods and Nonstationary Iterative Methods (BARRETT et al.
1994). The former are based on splitting the coefficient matrix into two matrices
M and N:

A = M − N. (2.46)

Unlike Equation 2.41, the system of linear equations

M · xi+1 = N · xi + b (2.47)

is solved in each iteration i. To obtain an advantage over the initial system of
equations, an easily invertible matrix M is required. Basic methods are derived
from the splitting of A into its cumulative portion of a strict lower triangular
part L, a strict upper triangular part U and a diagonal part D according to

A = L + D + U. (2.48)

22



2.4 Numerical Fundamentals

This results in the Jacobi14 method (M := D) and the Gauss-Seidel15 method
(M := D + L). The iteration in Equation 2.47 converges if and only if the
spectral radius of the Iteration Matrix M−1 · N, i. e. the largest eigenvalue in
terms of amount denoted as $

(
M−1 · N

)
, is smaller than 1 (GOLUB & VAN

LOAN 1983). In this case, linear convergence is obtained for the matrix splitting,
i. e.

lim
i→∞

|xi+1 − x|
|xi − x| = crate < 1 (2.49)

The value crate is denoted as rate of convergence and describes the speed at which
a sequence approaches its limit. Moreover, from the proof of convergence, it
follows that

|xi+1 − x|
|xi − x| < $

(
M−1 · N

)
(2.50)

applies and that the rate of convergence is limited upwards by the spectral
radius (SAAD 2003). Thus, the smaller the spectral radius is, the faster the
sequence (xi)i∈N converges.

With the introduction of a relaxation parameter ω, e. g. like

xi+1 = xi + ω · (b− Axi) , (2.51)

for the modified Richardson16 iteration (M := 1
ω I, ω 6= 0), further methods are

created. The Successive over-relaxation method (M := 1
ω D + L, ω 6= 0) follows

from a similar procedure. A clever choice of ω reduces the spectral radius and
accelerates the convergence.

Nonstationary Iterative Methods derive information from the current iteration
(BARRETT et al. 1994). The best-known representative of them is the Conjugated
gradient method. It takes advantage of the fact that the solution of Equation 2.41
is the unique minimum of the function

f (x) =
1
2

x> · A · x− x> · b. (2.52)

The name already implies that the gradient is included in each iteration, but
this is done on a subspace. As in the case of Stationary Iterative Methods,
additional conditions are necessary to ensure convergence. More information
on the methods is provided in GOLUB & O’LEARY (1989).

14Carl Gustav Jacob Jacobi (* December 10th, 1804 - † February 18th, 1851), German mathematician.
15Philipp Ludwig von Seidel (* October 23rd, 1821 - † August 13th, 1896), German mathematician.
16Lewis Fry Richardson (* October 11th, 1881 - † September 30th, 1953), English mathematician, physi-

cist and meteorologist.
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2.5 Simulation of Heat Transfer

Since analytical solutions are only available in special cases, the heat equation is
solved numerically to obtain solutions even for a complex geometry. First, the
weak formulation is prepared. After it has been discretized in both space and
time, the resulting system of equations is solved. The present section presents
the procedure according to the Method of Lines, in which the discretization is
carried out first in space and then in time (cf. Figure 2.3). The Galerkin17 method
is used for the spatial discretization. The entire procedure is also implemented
for the transient thermal analysis in the software ccx (DHONDT 2004).

2.5.1 Weak formulation of the heat equation

The regularity requirements for the solution of Equation 2.10 are often too strong
so that a solution does not exist (BATHE 2006). Therefore, the equation is weak
in the sense that it no longer needs to be fulfilled point by point, but only in the
integral form∫

Ω

ρc(T)
∂T
∂t

v dΩ−
∫
Ω

∇ · [λ(T)∇T]v dΩ = 0, ∀t ∈ Υ (2.53)

for arbitrary test functions v ∈ C2(Ω) that vanish on the Dirichlet boundary ΓD.
Using Green’s18 identities, the equation is transformed for all t in Υ to∫

Ω

ρc(T)
∂T
∂t

v dΩ +
∫
Ω

λ(T)∇v ·∇T dΩ =
∫
Γ

λ(T)vn ·∇T dΓ. (2.54)

By dividing the integral over the boundary according to Equation 2.13 and
inserting the corresponding boundary conditions, the following equation is
obtained:∫

Ω

ρc(T)
∂T
∂t

v dΩ +
∫
Ω

λ(T)∇v ·∇T dΩ +
∫
ΓC

αvT dΓ

=
∫
ΓC

αvTΓC dΓ−
∫

ΓN

vq̇ΓN dΓ, ∀t ∈ Υ. (2.55)

Now, significantly lower requirements are demanded concerning the solution T
and the functions v compared to Equation 2.10, i. e. T and v only need to belong

17Boris Grigoryevich Galerkin (* March 4th, 1871 - † July 12th, 1945), Soviet mathematician and
engineer.

18George Green (* July 14th, 1793 - † May 31st, 1841), British mathematical physicist.
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Heat Equation

Spatial Discretization

Element shape,
element size,

order of shape functions

Temporal Discretization

Numerical integrator,
time steps

Solving the System of Equations

Linearization strategy,
type of solver

Numerical Solution

Figure 2.3: Steps required for numerically solving the heat equation with the Method of
Lines and the necessary settings.
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to the Sobolev19 space H1(Ω). Sobolev spaces are functional spaces of weak
differentiable functions and form the basis of the solution theory of PDEs. They
are mentioned here for the sake of completeness. For more detailed information,
however, reference is made to EVANS (2015).

The condition that a solution T ∈ H1(Ω) must satisfy Equation 2.55 for all
v ∈ H1(Ω) is referred to as the weak formulation of Equation 2.10 (DEUFLHARD
& WEISER 2012). The functions T and v do not necessarily have to belong to
the same function space. At this point, however, the later use of the Galerkin
method is already anticipated, in which both functions are based on the same
function space.

2.5.2 Spatial discretization

The requirements for the solution are reduced with the weak formulation in
Equation 2.55. However, since H1(Ω) is an infinite dimensional function space,
a solution is still not numerically determinable. Therefore, the set Ω is first
decomposed into elements εu with u ∈ (1, . . . , uΘ). Common shapes in the
three-dimensional case are tetrahedrons and hexahedrons. The term element
size used in this context corresponds to the respective element diameter. The
resulting partition of the spatial domain

Θ =

{
εu

∣∣∣∣ u ∈ (1, . . . , uΘ)

}
(2.56)

is called a grid or a mesh, and the maximum occurring element size is represented
by the parameter dΘ. The corners rn of the elements are called nodes, with the
corresponding set of nodes specified as

Ξ =

{
rn

∣∣∣∣ n ∈ (1, . . . , nΞ)

}
(2.57)

and nΞ = |Ξ|. An edge is the connection of two nodes. In the case that nodes
of an element lie on an edge of an adjacent element, Θ is called a nonconformal
grid; otherwise, it is a conformal grid.

Lagrange20 shape functions are defined on each element εu ∈ Θ using its cor-
responding nodes. These are interpolation polynomials that are equal to 1 at
node rn and equal to 0 at all other nodes. This provides linear shape functions
per element. For higher-order shape functions, the set of nodes is extended

19Sergei Lvovich Sobolev (* October 6th, 1908 - † January 3rd, 1989), Soviet mathematician.
20Joseph-Louis de Lagrange (* January 25th, 1736 - † April 10th, 1813), Italian mathematician and

astronomer.
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by nodes on the element edges or inside. The function space formed by the
Lagrange functions of order s on an element εu is specified as Ps(εu).

From the above definitions, the finite dimensional, discrete function space

Vs(Ω) =

{
v
∣∣∣∣ v ∈ C0(Ω) , v|εu ∈ Ps(εu), v|ΓD = 0, εu ∈ Θ

}
(2.58)

is derived where v|εu denotes the restriction of v to the element εu, i. e. v : εu →
R. The demand for a solution T ∈ Vs(Ω) that satisfies the equation

∫
Ω

ρc(T)
∂T
∂t

v dΩ +
∫
Ω

λ(T)∇v ·∇T dΩ +
∫
ΓC

αvT dΓ

=
∫
ΓC

αvTΓC dΓ−
∫

ΓN

vq̇ΓN dΓ, ∀v ∈ Vs(Ω) . (2.59)

at all times t in Υ leads to the semi-discrete weak formulation of the heat equation,
which is also the basis of the Finite Element Method (FEM) (ZIENKIEWICZ &
TAYLOR 2002). A solution for Equation 2.59 has the form

T(r, t) =
nΞ

∑
n=1

Tn(t) vn(r) , vn ∈ Vs(Ω) (2.60)

with the semi-discrete temperature values

Tn(t) = T(rn, t) . (2.61)

This approach is inserted into Equation 2.59. Since the terms Tn are spatially
independent, they are dragged in front of the integrals. Due to the finite dimen-
sion of Vs(Ω), the equations are explicitly specifiable for each v ∈ Vs(Ω). As
the choice of test functions is also arbitrary, the vectoral representation

C(T) · Ṫ(t) + [K(T) + KC(T)] · T(t)− q(t) = 0, ∀t ∈ Υ (2.62)

of Equation 2.59 is obtained with

T(t) = (T1(t) , . . . , TnΞ (t)) , (2.63)

Ṫ(t) =
dT(t)

dt
(2.64)
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and the appearing terms are calculated as follows:

Ckl(T) =
∫
Ω

ρc(T)vkvl dΩ, (2.65a)

Kkl(T) =
∫
Ω

λ(T)∇vk ·∇vl dΩ, (2.65b)

KC,kl(T) =
∫
ΓC

αvkvl dΓ, (2.65c)

qk(t) =
∫
ΓC

αvkTΓC (t) dΓ−
∫

ΓN

vk q̇ΓN (t) dΓ. (2.65d)

C is the capacity matrix and K is the conductance matrix. KC is the portion of the
conductance matrix as a result of the convection boundary condition. Although
it has more similarities to the capacity matrix, it is derived from the same
integral as the conductance matrix when transformed with Green’s identities.
Usually, it is not directly assigned to the conductance matrix, since it is only
present if convection boundary conditions are also present. In the case of the
software ccx, it is assigned to the driving flux (DHONDT 2004).

The various integrals are determined by a numerical integration formula on a ref-
erence element. The temperature-dependent material parameters are evaluated
accordingly at the integration points used to determine the integral. Afterwards,
the results are projected onto the elements εu and finally assembled into global
matrices. For the detailed procedure, refer to T. J. R. HUGHES (1987).

Any curved boundary Γ of the domain Ω results in geometric approxima-
tion errors due to the presented subdivision into elements with straight edges.
The element size must therefore be reduced locally if necessary to keep these
errors negligibly small. For the creation of meshes and the necessary require-
ments for use in simulation, reference is made to FREY & GEORGE (2000) and
ZIENKIEWICZ & TAYLOR (2002). In what follows, conformal grids with negligi-
bly small geometric approximations errors are always assumed.

2.5.3 Temporal discretization

In Equation 2.62, the problem is already reduced to an IVP. However, the
equation is still continuous in time and contains a temporal derivation. The
time interval [t0, tmΥ ] is thus discretized into Υm =

{
t0, t1, . . . , tmΥ

}
with

tm = tm−1 + ∆tm−1, m ∈ {1, . . . , mΥ} . (2.66)
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The generalized trapezoidal rule from Equation 2.39

Tm = Tm−1 + (1− θ)∆tmṪm−1 + θ ∆tm Ṫm (2.67)

is used as numerical integrator. The approximations Tm of T(tm) for m =
1, . . . , mΥ are finally obtained by solving the system[

1
θ ∆tm C(Tm) + K(Tm) + KC(Tm)

]
· Tm

=
1

θ ∆tm C(Tm) ·
[

Tm−1 + (1− θ)∆tm Ṫm−1
]
+ q(tm) (2.68)

of nonlinear equations. The notation

Tm(r) =
nΞ

∑
n=1

Tm
n vn(r) , vn ∈ Vs(Ω) (2.69)

is introduced with the nodal temperature values Tm
n of the approximation Tm.

2.5.4 Solving the system of nonlinear equations

Equation 2.68 is a system of nonlinear equations due to the temperature-
dependent matrices. Direct Methods for solving systems of nonlinear equations
are only available for special cases. Therefore, it is linearized and solved itera-
tively for each time step m. Starting with the value of the previous time step
Tm

0 = Tm−1, an incremental improvement ∆Tm
i for the value Tm

i−1, i. e.

Tm
i = Tm

i−1 + ∆Tm
i , (2.70)

is determined in each iteration i until ∆Tm
i < ε applies for a specified threshold

ε. The value received in the last iteration i is accepted as Tm = Tm
i .

Several procedures are available for this (BERGHEAU & FORTUNIER 2008). A
common one is to use the temperature values of the previous iteration for the
matrices and to update them iteratively (DHONDT 2004; TANNEHILL et al. 1997).
In each iteration i, the system of linear equations[

1
θ ∆tm C

(
Tm

i−1
)
+ K

(
Tm

i−1
)
+ KC

(
Tm

i−1
)]
· Tm

i

=
1

θ ∆tm C
(
Tm

i−1
)
·
[

Tm−1 + (1− θ)∆tm Ṫm−1
]
+ q(tm) . (2.71)

is solved with the methods from Subsection 2.4.2 to obtain an incremental
improvement ∆Tm

i . Using the previous temperature values is referred to as
lagging the coefficients (TANNEHILL et al. 1997). The properties listed above
ensure that the system of linear equations is unambiguously solvable. Due to
the same function space for solution and test functions, the coefficient matrix
obtained is also symmetrical, as indicated in Equations 2.65.
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2.6 Modeling and Simulation of Laser Beam Melting

This section is the basis for the later investigations on the Discretization and
Algorithm Selection in the simulation of LBM. The Physical System of LBM, the
Conceptual Model and finally the Mathematical Model are presented.

2.6.1 Physical System

Laser Beam Melting (LBM) belongs to the class of Powder Bed Fusion (PBF)
processes. This class encompasses all AM processes that use thermal energy
to selectively fuse areas of a powder bed (WOHLERS et al. 2016). The terms
Direct Metal Laser Sintering (DMLS) and Selective Laser Melting (SLM) are
used synonymously for LBM.

The processing principle of LBM consists of three repeating steps (ZAEH 2013).
The powder of the desired material is applied with a coater to a build plate, which
is screwed to the build platform of the LBM machine. Corresponding areas of
the part to be produced in the coated powder layer are solidified with a laser
using an F-Theta lens and galvanometer scanners. Accordingly, the current
top layer is always referred to as the build surface. The energy source fuses
the layer with underlying layers along scan vectors arranged in a predefined
scanning strategy. Subsequently, the build platform is lowered by the height of
one layer. The steps of powder deposition, solidification and lowering of the
build platform are carried out under a circulating shield gas atmosphere in a
closed build chamber and are repeated until the entire part is generated.

The build plate serves not only to fix the part, but also to dissipate thermal
energy. To reduce process-induced residual stresses, the build platform is
heated to a defined temperature Tpre (SOCHALSKI-KOLBUS et al. 2015). In the
preparation of the system set-up, the build plate is screwed to the build platform
once the preheating temperature is reached. After the build cycle, the part and
the build plate first cool down to room temperature before they are freed from
the powder and removed from the build chamber.

Depending on the part and its orientation on the build plate, support structures
are required. These are structures that are built up simultaneously with the part
but do not actually belong to the part and are removed afterwards. Among other
things, support structures are used to prevent overhangs from sinking into the
powder bed, as well as also to reduce the cause and the effect of process-related
distortions (KROL et al. 2012). Furthermore, support structures contribute to
heat transport and thus prevent heat accumulation. At the same time, they also
represent a mechanical fixation of the components and counteract distortions.
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For the described buildup process, it is necessary that the part’s information,
as well as information on the support structures, is available in layers. The
necessary data preparation is accompanied by the orientation of the part on
the build platform and the associated determination of the buildup direction.
Among other things, this influences manufacturability, construction time, neces-
sary post-processing steps and surface quality (GIBSON et al. 2015). A general
optimal orientation does not usually exist, as this depends on the weighting of
the various target values.

The properties of parts manufactured by LBM are meanwhile comparable to
conventionally produced parts (GEBHARDT 2013). However, this depends on
the process parameters used. The significant parameters are laser power P,
scanning velocity of the beam focus vb, beam diameter in the process zone
db, distance of neighbored scan vectors dsv and layer thickness dl (GIBSON
et al. 2015; KRAUSS 2016). The process parameters vary for the materials to be
processed.

The build time for an exemplary part with a height of 200 mm in buildup
direction is in the range of hours or even days and, according to the processing
principle, consists mainly of the travel time of the laser ∆ttravel, the lowering
of the build platform and the cover time for the coater. The exact duration of
the laser travel time depends on the size of the component cross-sections in the
buildup direction. The other two, collectively referred to as ∆tdwell, are constant
for each layer and do not depend on the geometry but only on the respective
manufacturing system.

2.6.2 Conceptual Model

Two coordinate systems are introduced for the Conceptual Model. The global
machine coordinate system is centrally fixed on the surface of the build plate.
The positive x-direction is defined from left to right from a frontal view of
the build chamber. The z-direction corresponds to the normal of the build
surface. To obtain a right-hand side system, the y-direction runs from the front
to the back of the build chamber. In addition, a local part coordinate system is
defined whose origin is shifted from the machine coordinate system in the
z-direction to the current build surface. The z-axis points in the direction of the
part, and, accordingly, the direction of the y-axis is reversed compared to the
global machine coordinate system to get a right-hand system again.

Dimensional accuracy in LBM is a thermomechanical problem, as the cause
of the distortions are the process-related temperature gradients (KRUTH et al.
2004). Since the appearing dimensional deviations in LBM are relatively small,
the retroactive effect of the distortions on the temperature and the transient
mechanical effects are neglected (L. ZHANG et al. 2004). Therefore, a sequential
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coupling of a transient thermal analysis and a quasi-static mechanical analysis
is considered (cf. Figure 2.4a).

The considered geometry is reduced to the part and the base plate (DENLINGER
2017; N’DRI et al. 2015; SEIDEL & ZAEH 2018). Scanner optics and coater
are neglected, as their arrangement and dimensions have no influence on the
deformations. The build chamber is taken into account in that it specifies the
dimensions for the build plate and limits the size of the part. The temperature of
the build platform is completely determined by the preheating temperature Tpre
and is therefore only included in the model as a temperature boundary condition
for the build plate. Non-consolidated powder has a thermal insulating effect on
the part (ALKAHARI et al. 2012; ROMBOUTS et al. 2005). Surfaces with adjacent
powder are therefore assumed to be adiabatic. A convection boundary condition
is assumed for the side surfaces of the build plate, as these are in contact with
the machine structure, which is affected by preheating. The remaining free build
surface experiences convection by the process gas flow, which is assumed to be
homogeneous for the entire surface, and the temperature of which corresponds
to the preheating temperature. Heat transport via radiation is neglected as it
has little importance in processes with fast heat sources (CLINE & ANTHONY
1977).

The modeling of LBM is divided into the iterative buildup of the part and a final
cooling to room temperature. The preheating of the base plate is not considered,
as it expands free of stress due to the lack of fixation. However, if the build
plate is screwed to the build platform before the preheating process, it must
be taken into account. The Conceptual Model does not distinguish between
lowering the build platform and powder application. Decisive for the distortion
is the accumulated time ∆tdwell of both steps, in which the thermal energy
from the melting of the current layer is distributed in the part (DENLINGER
et al. 2015). In contrast to the three phases in the real process, the modeled
processing principle consists only of two phases: ’Heating’ and ’Cooling’. The
term ’Heating’ is chosen because the actual melting and solidification processes
are not regarded. Solid material is assumed directly without any preceding
phase transformations, since the liquid state of aggregation does not generate
any internal stresses. Up to this state, however, thermal energy is already
introduced into the part during the melting of the powder particles, as well as in
the phase of the liquid state. There are two approaches for this ’Heating’ phase:
a temperature-based approach (MA & BIN 2007; PAPADAKIS, LOIZOU, RISSE &
SCHRAGE 2014; SCHILP et al. 2014; SEIDEL & ZAEH 2018), which is also used in
this thesis, and a heat flux-based approach (CONTUZZI et al. 2011; MATSUMOTO
et al. 2002; VAN BELLE et al. 2012). The temperature-based approach sets the top
layer to solidus temperature Tsol corresponding to the duration ∆theating of the
liquid state of a point in the real process. To determine ∆theating, the solution of
ROSENTHAL (1946) is used (SEIDEL 2016). The heat flux-based approach applies

32



2.6 Modeling and Simulation of Laser Beam Melting

a constant thermal energy input until the solidus temperature is reached. For
both approaches, there are different gradations in the mapping of the scanning
strategy (KROL et al. 2013; PAPADAKIS, LOIZOU, RISSE, BREMEN, et al. 2014;
SEIDEL et al. 2014). Within a layer, scan trajectories are merged into coarser scan
fields (cf. Figure 2.4c).

Several layers are combined into a so-called Layer Compound (LC) (BRANNER
2011) (cf. Figure 2.4d). This is based on the assumption that solidification of
adjacent layers leads to similar temperature fields for the part, and, consequently,
to similar deformations. Accordingly, it is only necessary to consider certain
layers that lead to changes in the deformations. However, this interpretation on
its own would still require a local resolution of the heat source according to the
layer height. At the same time, the total heat balance of the build cycle would
not be depicted, and, consequently, the correct representation of the reheating of
already solidified layers would not be guaranteed due to the melting of further
layers. To maintain the energy balance, the expansion of the heat source is
therefore extended to the height of the LC. However, this now means that a
significantly larger amount of thermal energy needs to be dissipated during
the cooling time ∆tdwell. Depending on the height dLC of the LC and the real
layer height dl, a characteristic factor η is therefore necessary which transforms
the time accordingly to ensure the correct reheating of already solidified layers
(cf. Figure 2.4b).

The appearing temperatures range from solidus temperature to room tempera-
ture. Using the example of Inconel 718 with a solidus temperature Tsol of 1528 K
(POTTLACHER et al. 2002), this means temperature differences of up to 1235 K
for an assumed room temperature of 293 K. Therefore, temperature-dependent
material parameters are used (SCHOINOCHORITIS et al. 2017).

With the assumptions and simplifications made, the following procedure results.
Only the build plate is initially present. The part is assembled in two nested
loops. Starting from the lowest LC, all scan fields in the inner loop are acti-
vated, i. e. the calculation domain is extended accordingly. The load is applied
instantaneously to the entire scan field when it is activated. Afterwards, the
load is replaced by convection on the build surface for the activation of the
remaining scan fields. After all scan fields have been activated, cooling takes
place over the time ∆tdwell. Due to the introduction of the scan fields, the travel
time of the laser, and thus also the cooling time per layer, is no longer correctly
represented. To preserve the gradients in the xy-plane between the scan fields,
the missing travel time ∆ttravel is not considered between the activation of the
scan fields, but is added to the cooling time ∆tdwell. The outer loop repeats
the ’Heating’ and ’Cooling’ for all LCs. Once all LCs have been created, the
boundary condition of the preheating temperature is deleted and the part cools
down to room temperature over the time ∆tend, which then also determines the
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Thermal Analysis

Mechanical Analysis

(a) Sequential coupling
(L. ZHANG et al. 2004).

(b) Extension of ∆tdwell by
the characteristic factor η.

∆tdwell η∆tdwell

T

∆tdwell η∆tdwell

T

Reality Simulation
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(c) Generalization of the heat
source (SEIDEL et al. 2014).

Reality Simulation

z

(d) Combination of layers to
LCs (BRANNER 2011).

Figure 2.4: Main assumptions and simplifications of the Conceptual Model.

reference temperature for the convection. A schematic flow of the Conceptual
Model is provided in Figure 2.5

2.6.3 Mathematical Model

Initially, several notations are introduced for the Mathematical Model. The
LCs are named with Ωw and numbered by w in ascending order, starting from
the lowest LC with Ω1 according to the global machine coordinate system.
Corresponding scan fields of Ωw are labeled by the additional index b, i. e.
Ωw,b. The top boundary of a layer Ωw or scan field Ωw,b is denoted as Γw or
Γw,b, respectively. The build plate is defined as the set Ωbp. Based on this, the
boundary of the build plate which has contact to the build platform is denoted
with Γpre, and the surfaces in contact with the machine structure are labeled as
Γside. An illustration of the defined sets is provided in Figure 2.6.

For notational simplification, the additional sets Ψw of all layers up to layer
Ωw and the build plate Ωbp are introduced, as well as the sets Ψw,b containing
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Cooling

End Cooling

Heating

Scan field

Figure 2.5: Schematic flow for the thermal analysis of the Conceptual Model of LBM.

Ψw−1 and all scan fields of the layer Ωw up to scan field Ωw,b:

Ψw = Ωbp ∪
w⋃

s=1
Ωs, (2.72)

Ψw,b = Ψw−1 ∪
b⋃

s=1
Ωw,s. (2.73)

In addition to the notation Ωw, a local notation Λw for the LCs is introduced
based on the local part coordinate system. It includes only the currently existing
LCs and numbers them from the build surface to the base plate; i. e., the current
top LC always corresponds to Λ1.

Despite the introduction of LCs, the characteristic factor maintains the correct re-
heating of deeper areas. Deviating from STRANTZA et al. (2018), however, there
is no linear scaling of the time according to the combined layers to preserve the
total process time. The property of the linear heat equation from Equation 2.30
is used for this purpose. By introducing LCs, the characteristic length measure
is changed from the layer height dl to the height dLC of an LC. To obtain similar
temperature curves with respect to the new characteristic length measure, the
time is scaled according to the characteristic factor

η =

(
dLC
dl

)2
. (2.74)
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Γw,b

Scan field Ωw,b

Γw

Layer Ωw

Γpre

Γside

Build plate Ωbp

Figure 2.6: Graphical illustration of the defined sets for build plate, layer and scan field.

The characteristic factor corresponds to nothing more than a transformation in
the sense of the similarity theory. The scaling of the time with the characteristic
factor η is equivalent to the relative scaling of the spatial variables from the
height dLC of an LC to the layer height dl. Therefore, temperature curves of the
real process constellations are obtained independent of the number of combined
layers for an LC. From here, the terms layer and LC are used synonymously
in the context of M&S. Nevertheless, it should be mentioned that the layers
of the part were summarized in z-direction, but with the characteristic factor
scaling in all spatial directions and in all areas is associated. Correspondingly,
this also concerns the build plate. As a result, the cooling effect starts earlier due
to the boundary condition of the preheating on the bottom of the build plate.
However, this only affects the period of time when the penetration depth has
reached the bottom of the build plate.

The Conceptual Model of LBM consists of the three phases ’Heating’, ’Cooling’
and ’End Cooling’. For the very first phase of ’Heating’, the initial condition

T0(r) = Tpre, ∀r ∈ Ωbp (2.75)

applies. In the subsequent phases, the initial condition T0(r) is the temperature
distribution at the end of the previous observation period. Isolating Neumann
boundary conditions apply to boundaries not listed below. The run variable
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i represents the outer loop over all layers. The inner loop over all scan fields
of the respective layer is carried out with the run variable j. This results in
the following PDEs with initial and boundary conditions for the respective
phases.

Heating

ρc(T)
∂T
∂t

= ∇ · [λ(T)∇T], ∀r ∈ Ψi,j, t ∈
[
0, η ∆theating

]
(2.76)

T(r, 0) = T0(r) , ∀r ∈ Ψi,j−1 (2.77)

T(r, t) = Tsol, ∀r ∈ Ωi,j, t ∈
[
0, η ∆theating

]
(2.78)

T(r, t) = Tpre, ∀r ∈ Γpre, t ∈
[
0, η ∆theating

]
(2.79)

−λ(T)
∂T
∂n

(r, t) = αtop [T(r, t)− Tref] , ∀r ∈ Γi,j−1, t ∈
[
0, η ∆theating

]
(2.80)

−λ(T)
∂T
∂n

(r, t) = αside [T(r, t)− Tref] , ∀r ∈ Γside, t ∈
[
0, η ∆theating

]
(2.81)

If all scan fields of a layer are activated, the part cools down over the side sur-
faces and the build surface, as well as the boundary condition of the preheating.
Expressed in equations, this corresponds to the following.

Cooling

ρc(T)
∂T
∂t

= ∇ · [λ(T)∇T], ∀r ∈ Ψi, t ∈ [0, η ∆tdwell] (2.82)

T(r, 0) = T0(r) , ∀r ∈ Ψi (2.83)

T(r, t) = Tpre, ∀r ∈ Γpre, t ∈ [0, η ∆tdwell] (2.84)

−λ(T)
∂T
∂n

(r, t) = αtop [T(r, t)− Tref] , ∀r ∈ Γi, t ∈ [0, η ∆tdwell] (2.85)

−λ(T)
∂T
∂n

(r, t) = αside [T(r, t)− Tref] , ∀r ∈ Γside, t ∈ [0, η ∆tdwell] (2.86)

Once all layers have been created, the part cools down to room temperature.

End Cooling

ρc(T)
∂T
∂t

= ∇ · [λ(T)∇T], ∀r ∈ Ψi, t ∈ [0, η ∆tend] (2.87)

T(r, 0) = T0(r) , ∀r ∈ Ψi (2.88)

−λ(T)
∂T
∂n

(r, t) = αtop [T(r, t)− Tref] , ∀r ∈ Γi, t ∈ [0, η ∆tend] (2.89)

−λ(T)
∂T
∂n

(r, t) = αside [T(r, t)− Tref] , ∀r ∈ Γside, t ∈ [0, η ∆tend] (2.90)
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Concrete values for the parameters of the Mathematical Model in the case of
Inconel 718 and an EOS M270 are provided in Figure 2.7.

Heating

∆theating = 0.52 ms

Tsol = 1528 K

Cooling

∆tdwell = 14 s + ∆ttravel

Tpre = 353 K Tref = 353 K

αtop = 10.6× 10−3 W m−2 K−1

αside = 100× 10−3 W m−2 K−1

End Cooling

∆tend > 3 h

Tref = 293 K

αtop = 10.6× 10−3 W m−2 K−1

αside = 100× 10−3 W m−2 K−1

Figure 2.7: Parameters for the Mathematical Model in the case of Inconel 718 and an EOS
M270 (BRANNER 2011; POTTLACHER et al. 2002; SEIDEL 2016).
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3.1 Overview

The purpose of this chapter is to summarize the topic-relevant findings from
science regarding numerical methods for accelerating the simulation of LBM,
as well as to present computation-efficient methods from the general field of
numerics. The requirements from the Mathematical Model for the selection of
Discretization and Algorithm Selection are determined, and, in this respect, the
state of the art in the field of LBM simulation is presented. Subsequently, fields
of action that will arise for the spatial and temporal discretization, as well as
the solving of the system of equations when using a more detailed Conceptual
Model are derived. With regard to these, computationally efficient methods
from the general field of numerics are discussed.

3.2 Discretization and Algorithm Selection in the Simulation of Ad-
ditive Manufacturing

The goal of determining the temperature field for the entire part during the
LBM buildup process is pursued. With regard to the state of the art, however,
the progress made in shortening the computing time on smaller scales is also
investigated to gain insight from this. The same applies to the different pro-
cess classes of AM. They are generally considered, since the different process
variants have several characteristics in common. Methods are considered for
the various fields displayed in Figure 2.3 with regard to short calculation times.
The specifications of particular values always refer to the material Inconel 718
and the AM machine EOS M270.

Many activities in the field of AM simulation aim at reducing the solution
effort. It is apparent from the reviews of BIKAS et al. (2016), LUO & ZHAO
(2018), SCHMIDT et al. (2017), SCHOINOCHORITIS et al. (2017), URIONDO et al.
(2015), Z. YAN et al. (2018), and ZENG et al. (2012) that the Conceptual Model is
largely adapted to decrease computing time. This is partly due to the fact that
many models are implemented in commercial FEM programs (KROL et al. 2012;
KUNDAKCIOGLU et al. 2016; PAPADAKIS, LOIZOU, RISSE, BREMEN, et al. 2014;
SEIDEL et al. 2014; STATHATOS & VOSNIAKOS 2018). The list in Z. YAN et al.
(2018) of further simulation models for AM and the platforms used illustrate
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this, in which only 6 of the 35 listed are based on their own code. In addition,
these are assigned to only four different projects. Due to the closed source code,
the numerical methods are therefore only modifiable within the framework
of the options provided by the software and usually only include established
adaptations. In most cases, an adaptation of the numerical methods beyond
that is not possible or is at least cumbersome to achieve, which is therefore
inefficient.

3.2.1 Element shape

With the procedure for spatial discretization in Subsection 2.5.2, only the FEM
has been introduced, as this is the most suitable method for LBM (ZENG et al.
2012). For the shape of the elements, there is a choice between tetrahedron
and hexahedron. Hexahedrons provide qualitatively better solutions for larger
elements, but meshing of a complex geometry is very costly or impossible at
all (KNUPP 2001). Although there are specific approaches for LBM to gener-
ate hexahedral meshes (NEUGEBAUER et al. 2014), these may lead to highly
distorted elements in the boundary areas. Therefore, tetrahedrons are used as
elements, because especially complex geometries demonstrate the potential of
AM compared to conventional manufacturing methods.

STATHATOS & VOSNIAKOS (2018) have achieved significantly shorter calcula-
tion times by replacing the solid elements with shell elements to reduce the
number of DoFs. However, the experiments were only performed on a simpli-
fied geometry and on one laser trajectory. The extension to the calculation of
complete components is limited by the creation of meshes from shell elements
for complex geometries. Nevertheless, KROL et al. (2011) uses shell elements
in the area of support structures and thus for complex geometries. However,
support structures have a repeating structure, allowing the mesh generation to
be reduced to a representative volume element.

3.2.2 Element size, order of shape functions and numerical integra-
tor

Steep temporal and spatial gradients appear in LBM due to the high energy
input on the build surface. If the choice of the element size is too large in relation
to the time step size, spatial oscillations occur in the numeric solution as a result.
The FEM attempts to display the energy of a system correctly. If the elements
affected by the energy input are not able to correctly represent the introduced
energy, the difference is balanced by adjacent elements. Therefore, the selection
of the element size depends on the time step size, and no isolated evaluation
is possible. According to HOGGE & GERREKENS (1983), a discretization of the
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penetration depth with five elements is necessary to avoid oscillations. This
results in the Penetration Depth Condition (PDC):

dΘ < dPD :=
δ
(
∆t0)
5

. (3.1)

Simplified, the phase ’Heating’ corresponds to heating a domain with the same
initial temperature over a constant temperature boundary condition. Since finite
domains are allowed to be considered infinite for very small times, the analytical
solution from Equation 2.21 is used to derive requirements for ’Heating’. The
time ∆theating = 0.52 ms in conjunction with the characteristic factor η is an
upper limit for the first time step, and the layer height dLC is an upper limit for
the element size dΘ (it is assumed that the resolution of the heat source in the
xy-plane is not smaller than the layer height). A value of 3.48× 10−6 m2 s−1 is
assumed for the mean thermal diffusivity a of Inconel 718 in the LBM process.
Together with the penetration depth from Equation 2.33 and Equation 3.1, the
additional requirement

dΘ < dPD = 1.55dLC (3.2)

results for the element size dΘ. Although the PDC is not violated by the element
size dLC resulting from the layer height, it is nevertheless in the order of magni-
tude for the occurrence of oscillations. In addition, Equation 3.2 assumes that
only one time step is used for the temporal discretization. The selection of nu-
merical methods is therefore carried out with the aim of obtaining a procedure
that is as robust as possible. For this reason, linear shape functions are used, as
well as the backward Euler method as the numerical integrator. Linear shape
functions are less sensitive to oscillation and their solutions are more accurate
than higher order shape functions in that case (DAMJANIĆ & OWEN 1982). The
backward Euler method is chosen in the further considerations of this thesis as
more robust solutions are expected from it due to its L-stability (cf. 2.4.1 and
(DEUFLHARD & WEISER 2012)).

This choice of shape functions and of the numerical integrator is also made for
the two further phases ’Cooling’ and ’End Cooling’. High gradients are still
present at the beginning of the phase ’Cooling’, which is why it is also sensitive
to the described oscillations. In addition, the largest possible time steps are
used with regard to the computing time if only small gradients are left towards
the end of the cycle. However, time steps that are too large lead to temporal
oscillations with some integrators (WOOD & LEWIS 1975; ZIENKIEWICZ & TAY-
LOR 2002). The backward Euler is also robust against these kinds of oscillations
due to its stability (DAMJANIĆ & OWEN 1982; DEUFLHARD & WEISER 2012). It
is also applied to the phase ’End Cooling’ for the same reason. The linear shape
functions are used for this phase due to the associated lower DoFs.

The FEM requires fine meshing in the area of steep gradients. To reduce the
DoFs at least in the range distant from the heat source, a widespread approach
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is the use of refinement and coarsening strategies. Since mesh adaptations are
not trivial while maintaining conformity, nonconformal meshes (cf. Subsec-
tion 2.5.2) are typically used, leading to hanging nodes (KOLOSSOV et al. 2004;
MARTUKANITZ et al. 2014; RIEDLBAUER et al. 2014). To maintain conformity,
PATIL et al. (2015) and PAL et al. (2016) developed a special refinement strategy,
which, in combination with a structured mesh, leads to conformal meshes in
arbitrary areas. The mentioned publications have in common the use of struc-
tured meshes and hexahedra as elements. This meshing is often not possible for
complex geometries and in case of high demands on the geometric accuracy of
the mesh, as is the case in aerospace applications.

Y. ZHANG et al. (2018) used a mesh refinement with tetrahedra and a conformal
mesh at any time, but, in the example, only a simple cuboid geometry was
considered. In addition, two further approaches to reducing the computational
effort with a coarser mesh while violating the PDC were considered in the
paper. On the one hand, the scaling of the observation period, as well as
the time steps until the PDC was fulfilled, were considered. On the other
hand, the Asynchronous Method from JAOUEN (1998) was applied. The former
avoided the occurrence of oscillations, but influenced the physics of the system
by extending the observation period, which was confirmed by the changed
temperature profiles in the presented results. The fact that there were no
temperature differences at the end of the dwell time is attributed to the fact that
the problem under consideration generally has no gradients at the end of the
heating of a layer. To use the self-similarity of solutions of the heat equation,
the characteristic in Equation 2.30 must be fulfilled as it is done for scaling the
time with the characteristic factor η (cf. Equation 2.74) concerning the LCs. The
Asynchronous Method first uses a larger time step that does not violate the
PDC. The results are then linearly interpolated to the actual smaller time step.
While the method ensures that the nodal values have no oscillations, it does not
avoid the problem that the shape functions of the FEM are not able to represent
the gradients. Especially with regard to the use of the temperature field in a
subsequent calculation of the residual stresses, however, these gradients are
decisive. The method also assumes a linear relationship between temperature
and time. This, however, is nonlinear, which is particularly evident from the
analytical solutions. This issue has not been addressed so far.

Alternative approaches exist to overcome the shortcomings of the FEM. Sug-
gested by PAL et al. (2014), there is the Spectral Finite Element Method (SFEM),
which uses exponential functions instead of polynomial functions. An imple-
mentation has not taken place thus far, however. CARRATURO et al. (2019) used
more powerful shape functions, more precisely the method Isogeometric Analy-
sis (IGA) with truncated hierarchical B-splines, which achieved good results,
but so far only for a simplified two-dimensional geometry. KOLLMANNSBERGER
et al. (2018) used the Finite Cell Method (FCM) of PARVIZIAN et al. (2007) to
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calculate the temperature field in LBM. It took advantage of high-order finite
elements and combined them with a fictitious domain approach. The geometry
was meshed beyond the boundary with a voxel mesh. The consideration of
the real dimensions took place via the integration points. Thus, the meshing of
highly complex and filigree geometries is possible (JOULAIAN et al. 2014). Due
to the high order of the shape functions, relatively coarse meshes were used.
For the application of boundary conditions, however, additional requirements
must be fulfilled or additional projection methods are necessary (RUESS et al.
2012). Furthermore, the implementation is challenging (ZANDER et al. 2014).
PENG et al. (2018) achieved a faster calculation by a factor of two using a ther-
mal circuit network instead of the FEM. However, this was accompanied by
deviations of up to 15 %.

3.2.3 Time steps

Due to the short observation period for ’Heating’, the maximal temporal gra-
dient in this phase is assumed to be constant, and equidistant time steps are
therefore used, since uniform requirements subsequently apply to them. During
the ’Cooling’ phase, the input energy is distributed over the part and the thermal
gradients decreases with time. Accordingly, the time steps become longer with
increasing time. Adaptive methods require, apart from the calculation of the
desired values, the additional determination of the current solution quality and
therefore initially increase the solution effort. In the case of ’Cooling’, the basic
behavior of the temperature field is known to be associated with a decreasing,
directed heat flux from the build surface to the build plate. To reduce effort, the
time steps are therefore determined in advance.

According to DEUFLHARD & BORNEMANN (2002), optimal time steps require an
equal distribution of the local truncation error, which results from the deviation
of the numerical solution Tm(r) compared to the exact solution T(tm, r) for all
time steps tm (cf. Equation 2.40). Based on this, a procedure for optimal time
step determination for the simulation of LBM is presented.

The first-order Taylor21 polynomial in time of the exact solution T at tm and its
remainder term in the Lagrange form are given by

T
(

tm−1, r
)
= T(tm, r)− ∆tm ∂T

∂t
(tm, r) +

(∆tm)2

2
∂2T
∂t2 (ξ, r) (3.3)

21Brook Taylor (* August 18th, 1685 - † December 29th, 1731), English mathematician.
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for some real number ξ between tm−1 and tm (LITTLE et al. 2015). Along with
the backward Euler method

Tm(r) = Tm−1(r) + ∆tm ∂T
∂t

(tm, r) (3.4)

and the assumption T
(
tm−1, r

)
= Tm−1(r), the following equations holds for

the local truncation error τm:

τm = ‖T(tm, r)− Tm(r)‖ (3.5)

=

∥∥∥∥∥
[

T
(

tm−1, r
)
+ ∆tm ∂T

∂t
(tm, r)− (∆tm)2

2
∂2T
∂t2 (ξ, r)

]

−
[

Tm−1(r) + ∆tm ∂T
∂t

(tm, r)
] ∥∥∥∥∥

(3.6)

=
(∆tm)2

2

∥∥∥∥ ∂2T
∂t2 (ξ, r)

∥∥∥∥ . (3.7)

This indicates that, in the case of the Euler method, the time step size depends
on the second temporal derivation of the solution T.

In simplified form, the model of LBM corresponds to the iterative deposition
of energy in a layer and the subsequent propagation in direction of the build
plate. Neglecting ’Heating’, the analytical solution T from Equation 2.25 approx-
imately represents the phase ’Cooling’ in z-direction of the local part coordinate
system with ded = dLC. Its applicability for LBM has already been demon-
strated in KRAUSS (2016). However, since the truncation error τm still depends
on the parameter ξ, the determination of optimal time steps is difficult despite
the assumption of a known solution T. Therefore, the local uncertainty κm is
introduced by the estimation

τm =
(∆tm)2

2

∥∥∥∥ ∂2T
∂t2 (ξ, z)

∥∥∥∥ (3.8)

≤ (∆tm)2

2
sup

{∣∣∣∣ ∂2T
∂t2 (t, z)

∣∣∣∣ : t ∈
[
tm−1, tm

]
, z ∈ [0, ∞)

}
(3.9)

=
(∆tm)2

2

∥∥∥∥ ∂2T
∂t2

∥∥∥∥
∞
=: κm. (3.10)

The local uncertainty κm is thus an upper bound of the local truncation error
τm.

The principle of the equally distributed local truncation errors for optimal time
steps is now transferred to the local uncertainties. In time ranges with large
values in the second temporal derivation, smaller time steps must be selected
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and accordingly larger time steps must be used for smaller values. For a given
number mΥ, corresponding time steps Υm =

{
t0, t1, . . . , tmΥ

}
with minimum

standard deviation σκ are determined in an optimization22:

σκ =

√
1

mΥ − 2

mΥ

∑
s=2

(κs − µκ)
2, µκ =

1
mΥ − 1

mΥ

∑
s=2

κs. (3.11)

The local uncertainty κ1 is excluded, as the solution of Equation 2.25 has a
singularity at t = 0. This would result in an infinitely small first time step. How-
ever, for the first time step the requirement from the PDC additionally applies.
To obtain universally valid time steps, an element size corresponding to the
layer height is assumed. Therefore, the first time step is preset with 5× 10−4 s,
whereby the PDC is fulfilled for a thermal diffusivity of a = 3.48× 10−6 m2 s−1

under consideration of an additional tolerance.

To transfer the results to the ’Cooling’ phase with a different number of time
steps, the obtained points in time tm are normalized to the unit interval. These
normalized values are then used to fit a function that maps equidistant time
points in the unit interval to normalized optimal time points in the sense of
equally distributed local uncertainties. In the case of 64 time steps, and the
remaining dimensions of the reference layer height of 20 µm and a dwell time
of 14 s, the function23

ftm (t) = 10 f̂tm(t) (3.12)

f̂tm (t) = 661.8t9 − 3210t8 + 6716t7 − 7917t6 + 5785t5

− 2712t4 + 833.6t3 − 164.3t2 + 22.69t− 6.504
(3.13)

results in a standard fit error of less than 2.7× 10−2. The model function is
based on Newton’s24 law of cooling for fluids, which assumes exponential
cooling (INCROPERA et al. 2007). In order to take the circumstance of a solid into
account, the exponentiation is carried out with a polynomial of ninth order.

The global uncertainty κ of a time step distribution is defined as the maximum
of the local uncertainties:

κ = max
2≤m≤mΥ

{κm} . (3.14)

22ZELLER & ZAEH (2019), run_time_step_optimization.m
23ZELLER & ZAEH (2019), fit_time_steps.m
24Sir Isaac Newton (* December 25th, 1642 - † March 20th, 1726), English mathematician, physicist and

astronomer.
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With the global uncertainty of several optimal time step distributions with
different values mΥ, a correlation of both values κ and mΥ is established with
regression analysis25. The fitted function

fmΥ (κ) = 64.9 exp
(
−1.171 log

κ

K

)
+ 10.51 exp

(
−0.199 log

κ

K

)
(3.15)

with a standard fit error of less than 1.05× 10−2 describes the minimum number
of time steps required for a desired global uncertainty. Results for both Equa-
tion 3.12 and Equation 3.15 are illustrated in Figure 3.1. In addition, the spatial
location of the determining value for the supremum norm of Equation 3.10
obtained in the optimization is given (cf. Figure 3.1b). It follows from this that
the requirement for the time step size always results from the first layer.

A special adaptive time step control or pre-determination of the time steps is
not necessary for the ’End Cooling’ phase. With the cooling of an approximately
uniformly heated body from preheating temperature to room temperature, this
phase has no special features or characteristics compared to general thermal
analyses.

3.2.4 Linearization strategy and type of the solver

The procedure presented in Subsection 2.5.4 with iterative updating of the
material parameters is used to linearize the system of nonlinear equations. Dif-
ferences in the material parameters due to temperature dependence are small for
metals (READY 1965); therefore, a fast convergence is to be expected. However,
iterative methods possess only local convergence. In the context of industrial
application, Direct Methods are used to solve the system of linear equations to
always obtain a solution. Especially with regard to complex geometries, it is
not guaranteed that the solution of the previous time step as a starting value for
the next step is sufficiently close to the solution.

The implementation of the buildup process in AM takes place in the simula-
tion through the successive addition of elements. This is accompanied by the
assignment of the node numbering and the assembly of the matrices for the
system of equations. To decrease the effort of renumbering, MICHALERIS (2014)
developed a hybrid quiet inactive technique. Elements are added layer by layer
into the system of equations, similar to the powder application of a new layer.
However, as long as the area of an element is not yet solidified, reduced mate-
rial parameters are assigned to it to avoid the element influencing the result.
Renumbering is therefore only necessary after each layer, but the total number
of elements is not reduced.

25ZELLER & ZAEH (2019), fit_error.m
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Figure 3.1: Results for the regression analyses obtained with a = 3.48× 10−6 m2 s−1,
∆tdwell = 14 s and t0 = 5× 10−4 s.

NIKOUKAR et al. (2013) discovered that the layered mesh results in a special
structure in the coefficient matrix. As a result of the numbering in layers, a
band structure is created. Nodes of a common layer form a block around the
main diagonal. The coupling with adjacent layers is carried out on secondary
diagonals. They additionally recognized that many elements in the matrix
are very small, and their contribution to the solution is negligible. With the
introduction of a threshold, below which entries are not considered, the memory
requirements and the number of flops required are simultaneously reduced.
Neglecting values smaller than 1× 10−4 results in approximately 100 times

47



3 State of the Art in Discretization and Algorithm Selection

fewer flops and 93.7 % fewer non-zero entries, with a simultaneous error of only
1× 10−5.

PAL et al. (2014) used a technique that is otherwise mainly used for structural
vibrations. The number of eigenmodes is determined using the cosine and sine
functions to predict the propagation of the macroscopic thermal response in
the direction normal to the build surface. In the immediate vicinity of the heat
source, however, the procedure is limited because too many modes are required
to define the temperature field due to nonlinear effects.

To avoid complete recalculation of the inverse of the coefficient matrix due to
the small changes between two time steps, PAL et al. (2015) used the Sherman
Morrison Woodburry26 algorithm. This is an explicit representation of the new
inverse based on the inverse of the previous time step. If the previous inverse is
already known, complete recalculation is avoided.

3.3 Interim Conclusion and Need for Action in the Field of Numeri-
cal Methods

A summary of the selected standard numerical methods and settings for LBM
based on the requirements presented is provided in Figure 3.2. The influence of
the degrees of abstraction of the Conceptual Model on the various numerical
steps is discussed, and the fields of action are derived accordingly. Better results
are achieved through a more detailed representation of the heat source and the
combination of fewer layers into LCs (SEIDEL & ZAEH 2018). Both assumptions
concern the spatial level of detail. In addition, there is further improvement
over the temporal refinement.

The phases ’Heating’ and ’Cooling’ occur repeatedly in two nested loops. The
number of inner loops is influenced by the abstraction of the heat source, and
the number of outer loops consisting of ’Heating’ and ’Cooling’ depends on the
LCs (cf. Figure 2.5). Not affected by the modeling assumptions is the phase ’End
Cooling’, which also occurs only once. It is therefore not considered further due
to its weaker influence on the computing time as compared to the other two
phases.

The spatial discretization, and thus the number of DoFs, is directly influenced
by the combination of layers into an LC (cf. Figure 3.2). Due to the characteristic
factor, the layer height is sufficient as element size for the considered material
Inconel 718 in the case of one time step for ’Heating’ independent of the number
of combined layers (cf. Equation 3.2). However, the use of a more precise

26Max Atkin Woodbury (* April 30th, 1917 - † January 30th, 2010), American mathematician.
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Spatial Discretization

Element shape: Tetrahedral

Element size: min{dPD, dLC}
Order of shape functions: Linear

Temporal Discretization

Numerical integrator: Backward Euler

Time steps: Equidistant (’Heating’), growing and
predetermined (’Cooling’, ’End Cooling’)

Solving the System of Equations

Linearization strategy: Lagging the coefficients

Type of solver: Direct method

Figure 3.2: Settings in Discretization and Algorithm Selection for M&S of LBM.

temporal discretization also ensures that a finer spatial discretization is required
due to the PDC. To avoid increasing the effort despite more precise modeling,
a method is therefore required which allows the temporal mapping of high
gradients during ’Heating’ and, at the same time, allows violation of the PDC.

With the presented procedure to determine the time step size in the ’Cooling’
phase, a possibility is already available which, on the one hand, specifies the
necessary number of steps for a desired global uncertainty and, on the other
hand, provides the optimal distribution of the time step sizes. Thus, the same
accuracy is achieved for each time step. However, it has already become appar-
ent that there are significantly different local requirements and that the step size
is determined primarily by the requirements of the first layer (cf. Figure 3.1b).
Layers further away from the build surface impose fewer requirements on the
step size. Therefore, a method is needed which takes into account the local
requirements for the time step sizes during ’Cooling’.
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Although the abstraction of the heat source is a spatial simplification, since it
was assumed that the resolution of the heat source in the xy-plane is not smaller
than the layer height, the decreasing degree of abstraction of this modeling
assumption only leads to more solver calls from a numerical point of view. By
the introduction of the characteristic factor, the combination of fewer layers
also manifests itself in more solver calls. While the number of ’Cooling’ cycles
is only affected by the LCs, the number of ’Heating’ phases is influenced by
both the heat source and the LCs. Accordingly, due to the detailing of the
modeling assumptions, there is a larger increase in the number of solver calls
by the ’Heating’ phase. This thesis therefore deals with the solution of the
system of equations of ’Heating’. Figure 3.2 indicates that Direct Methods
are used as solvers. However, the advantage of this class, the reusability of
the decomposition of the coefficient matrix, is not exploited due to the non-
linearity caused by the temperature-dependent material parameters and the
enlargement of the calculation mesh by continuous activation of further scan
fields. Although these changes in the material parameters are only small in the
case of metal (READY 1965), the coefficient matrix must be decomposed again
for each time step. As described in Subsection 2.4.2, decomposition takes much
effort in solving the system of equations. Therefore, a procedure is required
which enables the reusability of the solution and exploits the full potential of
the Direct Methods.

3.4 Computationally Efficient Numerical Methods

Numerical methods from the general field of numerics, which address the fields
of action identified in Subsection 3.3, are introduced in this Section. In the case
of spatial discretization, this is the mapping of steep gradients despite coarse
meshing. In temporal discretization, it is necessary to consider the different
local requirements for the time step size. The solving of the system of equations
does not yet consider, to the full extent, the advantages of Direct Methods.

3.4.1 Coarse spatial discretization for short-term problems

There are various methods and approaches that result in a physical solution
despite the use of a coarse mesh related to the observation period. A distinction
is made between methods which merely stabilize the solution and eliminate
the oscillations, and methods which aim to map the actual gradient. In what
follows, both are presented. However, this Subsection is limited to methods
that are strongly based on the FEM, as this has already been identified as the
most suitable approach (ZENG et al. 2012). In addition, there is already a large
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selection of programs, not only for the actual solution of a problem but also for
pre-processing and post-processing.

From an algebraic standpoint, the non-physical solutions occur when the coeffi-
cient matrix Am in Equation 2.71, i. e.

Am =

[
1

θ ∆tm C
(
Tm

i−1
)
+ K

(
Tm

i−1
)
+ KC

(
Tm

i−1
)]

, (3.16)

is not an M-matrix (ORTEGA & RHEINBOLDT 1970). This property requires that
Am is non-singular and that

Am
kk > 0, Am

kl ≤ 0, ∀k 6= l, 1 ≤ k, l ≤ nΞ (3.17)

applies. The steady-state heat equation is used to substantiate why this avoids
non-physical solutions. In that case, the capacitance matrix C disappears, and
only the conductance matrix K is present. The entry Kkl on the off-diagonal (i. e.
k 6= l) results from the integral of the two derivatives of the shape functions
corresponding to the nodes rk and rl (cf. Equation 2.65b). If this value is positive,
both derivatives have the same sign. Accordingly, only an heat flux in one
direction is representable between the two nodes. This constellation cannot
occur in one dimension but in multidimensional elements with small internal
angles. The Delaunay27 triangulation provides the best possible mesh in this
respect, as it maximizes the smallest internal angle of all elements, but it does
not ensure that the conductance matrix is an M-matrix (LETNIOWSKI 1992).

If both the capacitance matrix and the conductance matrix fulfill the property of
an M-matrix, it follows for the coefficient matrix as well. The two matrices are
therefore converted separately. A consequence is that the procedure is directly
independent of the time step used. The capacitance matrix is lumped, i. e. the
element masses are concentrated in the nodes, which leads to the fact that
only entries on the main diagonal arise. For the conductance matrix, PUTTI &
CORDES (1998) developed the Orthogonal Subdomain Collocation, which generates
the M-matrix form under the assumption of a mesh with Delaunay triangulation.
This requirement for such a triangulation is not necessarily fulfilled and results
in general mesh generators being excluded from use (FACHINOTTI & BELLET
2006).

FACHINOTTI & BELLET (2006) developed the Diffusion-Split Method. Similar to
the conductance matrix K, the matrix K∗ is introduced, but with an augmented
conductivity λ∗, which is oriented to the step size ∆tm corresponding to

λ∗ =

{
λ if ∆tPD ≤ ∆tm,
λ ∆tPD

∆tm if ∆tPD > ∆tm.
(3.18)

27Boris Nikolaevich Delaunay (* March 15th, 1890 - † July 17th, 1980), Soviet mathematician.
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The value ∆tPD represents the increment that satisfies the PDC (Equation 3.1)
with equality. If the PDC is violated, the augmented conductivity is scaled
accordingly to fulfill it. Since the use of the matrix K∗ as a conductance matrix
does not lead to any oscillations as a consequence, it is utilized in the Diffusion-
Split Method for setting up the coefficient matrix. However, to take account
of the actual conductivity λ, the difference of the matrices is considered with
respect to the temperature from the previous time step m− 1. In the case of the
linear heat equation without a convection boundary condition, the system of
equations(

1
∆tm C + K∗

)
· Tm =

(
1

∆tm C + K∗ − K
)
· Tm−1 + q(tm) . (3.19)

is solved in each time step m. The PDC is inconclusive for non-uniform grids
due to the different element sizes. In the case of monotonous cooling or heating,
it is therefore suggested to perform the determination of ∆tPD by iterative
adjustment until no nodal value is respectively above or below its value of the
preceding time step. Although this usually must only be done in the first time
step, and the additional computational effort is therefore negligible, the method
is associated with a change in the underlying equation. Furthermore, it does
not determine the actual gradient but only suppresses the undershoots.

Based on the Streamline-Upwind concept proposed by T. J. R. HUGHES & A.
BROOKS (1979) and TABATA (1978), a number of stabilization techniques are
available for the convection-diffusion equation, i. e.

ρc(T)
∂T
∂t

= ∇ · [λ(T)∇T]−∇ · [vT], ∀r ∈ Ω, t ∈ Υ (3.20)

with velocity v ∈ R3. Among the best known variations are the Streamline
Upwind/Petrov-Galerkin (SUPC) (A. N. BROOKS & T. J. HUGHES 1982) and the
Galerkin/Least-Squares (GLS) (T. J. R. HUGHES et al. 1989). However, they are
only suitable to a limited extent to pure diffusion, as they take advantage of
the information propagation of the convection term. Diffusion describes the
mechanism of concentration balancing and is an undirected global information.
Convection, on the other hand, is local information describing the heat flux at
a point. Rather, the methods address mainly convection-dominated problems
in which the undirected information of diffusion is negligible. The application
of the GLS method to the heat equation is identical to the use of a larger time
step (HACHEM et al. 2010). Therefore, HACHEM et al. (2010) interpolate the
solution additionally linear to the actual time step, similar to the mentioned
Asynchronous Method, but with the difference that it takes place directly within
the formulation. This is accompanied by a stabilization of the nodal values
again, but no knowledge about the temperature field is obtained.

The method introduced by HACHEM et al. (2010) is, without interpolation,
equivalent to the GLS, but the derivation is actually based on the enrichment of
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the function space with a bubble function, i. e. a shape function that disappears
on the edge of the element and whose DoF lies inside. It thus corrects the
inadequacy of the linear shape functions to represent the gradient, even with
a coarse mesh. To avoid increasing the calculation effort, the additional DoF
is eliminated in the developed procedure and only implicitly considered. If
the temperature profile is of explicit interest, further methods arise by not
eliminating the additionally introduced DoF. A distinction is made between two
types of methods. The first type of methods replaces the functional space with
a space that better corresponds to the underlying problem, like the previously
mentioned methods SFEM and IGA (cf. Subsection 3.2.2). The second type of
methods retains the function space and only replaces or extends it in critical
areas. This leads to the eXtended Finite Element Method (XFEM). The method
was developed by MOS et al. (1999) with the original intention to calculate crack
propagation. It is now also widely used in the simulation of fluids (SCHOTT
et al. 2015) and fluid-structure interaction (WALL et al. 2010). In principle,
however, it is suitable for any problem whose solution has a singularity or
discontinuity and therefore has a wide range of applications (KHOEI 2014). If
the shape functions are partially replaced, it is referred to as intrinsic XFEM;
with additional enrichment, it is called extrinsic XFEM. ABBAS et al. (2010) used
the method to solve the convection-diffusion equation with steep gradients at
the boundary. The elements close to the boundary are intrinsically enriched
with functions of the form

fq,cscal (x) =
exp

(
q
(

1− x
cscaldΘ

))
− 1

exp(q)− 1
. (3.21)

The parameter q determines the gradient and cscal scales the spatial variable
linearly over the enriched elements from 1 to 0. To map the entire spatial
extent of the gradient, four enrichment functions were used, some of which
were carried by several elements. The functions used by ABBAS et al. (2010)
are illustrated in Figure 3.3. This results in correct nodal values as well as an
accurate representation of the gradient. Although the results were obtained for
convection-dominated problems, the enrichment does not use any properties of
the convection, which is why the exact mapping of the spatial gradient despite
coarse meshing is also expected in the application for pure diffusion. However, a
preliminary optimization was carried out to obtain the appropriate parameters,
and the sensitivity of the solution to the parameters is not provided.

A further method that is also suitable for high gradients is the Discontinuous
Galerkin Method (KANAPADY et al. 2005; PICHELIN & COUPEZ 1999). It uses
functions that are discontinuous on the element boundaries. To map high
gradients, shape functions are typically used that are constant over the entire
element. This means that element values are determined instead of nodal values.
Although the results indicate that these are stable against oscillations due to
short time steps, an explicit representation of the gradient is not possible.
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Figure 3.3: Enrichment functions used by ABBAS et al. (2010) for a high gradient at x = 0.

3.4.2 Local temporal discretization

The use of numerical integrators with a higher order allows larger time steps
with the same quality of the results. A family of methods of arbitrary order
are the Runge28-Kutta29 methods (BUTCHER 1986). The temporal integral is
determined by additional intermediate stages with different weighting. In
the case of explicit higher order methods, stability problems arise. However,
implicit higher order methods are not necessarily faster, despite the larger time
steps, since the computational effort is increased for the time step itself. Of
particular importance in this respect are the Lobatto30 methods as a subclass of
the Runge-Kutta methods. They have a First Same As Last (FSAL) structure
which allows the reuse of the last intermediate stage in the next time step and
thus makes them efficient solvers (GONZÁLEZ PINTO et al. 1997).

The Alternating Direction Implicit (ADI) method for the numerical integration of
the diffusion equation also results in reduced effort (PEACEMAN & RACHFORD
1955). The time derivative is split into the various spatial directions. Originally

28Carl David Tolmé Runge (* August 30th, 1856 - † January 3rd, 1927), German mathematician, physi-
cist, and spectroscopist.

29Martin Wilhelm Kutta (* November 3rd, 1867 - † December 25th, 1944), German mathematician.
30Rehuel Lobatto (* June 6th, 1797 - † February 9th, 1899), Dutch mathematician.
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developed for the two-dimensional case, extensions exist for several dimensions
(DOUGLAS 1962), as well as the use of explicit integrators (FELL & WILLEKE
2010), i. e. the Alternating Direction Explicit (ADE) method.

Closely related to the dimensional splitting are Operator Splitting Methods. These
methods take into account the different terms of the solution. Depending on
the requirements, the numerical integrators are combined. ASCHER et al. (1995)
used an implicit-explicit (IMEX) method for solving the convection-diffusion equa-
tion. For the part of convection, an explicit method is applied, and an implicit
integrator is used for diffusion. In the case of simulation of the temperature
field of LBM at the component level, only diffusion is considered, which is why
splitting the operator is not applicable.

All methods described thus far have in common that the effort is lower or a
larger time step is used than with the backward Euler, but the time step for
the whole domain is still dictated by the domain with the strongest require-
ment. In any case, the backward Euler is the preferred choice of numerical
integrators due to its good stability properties with regard to the avoidance of
oscillations. Of interest are therefore methods which partition the system of
equations geometrically into subsystems and solve them separately from each
other. However, since the different subsystems are dependent on each other,
coupling conditions are defined. These are either algebraic constraint equations,
such as the Lagrange multiplier, or constitutive equations, such as the same
heat flux boundary conditions (MEYER et al. 2018). In an iterative sequence, the
subsystems are solved and the coupling conditions are updated. The methods
are mainly used in the parallelization of calculations, whereby this aspect is of
secondary importance, even if it allows for an acceleration of the calculation.
More decisive at this point is that the subsystems are solved separately from
each other and thus allow the use of different time steps. The predominant
aspect of using local time steps leads to a different partitioning of the calculation
domain compared to the general parallelization procedures. For parallelization,
the goal is to obtain subsystems with the same solution effort and low coupling
at the same time. On the one hand, the time that a subsystem has to wait for
the other to update the constraint is minimized, and, on the other hand, the
frequency of the necessary exchange is reduced. In LBM, partitioning in the
z-direction would therefore be an option, since the heat flux mainly occurs from
the build surface to the build plate. With regard to the use of different time
steps, a partitioning into the already existing layers would be more reasonable,
since the gradient decays towards the build plate. If different time step sizes
are selected, in addition, the subsystems are not always evaluated at the same
time. The exchange between the subsystems then only takes place in certain
time steps. In the remaining time steps, the coupling variables are extrapolated
or interpolated (ARNOLD et al. 2014). There are a number of tasks to use local
time steps (ALTMANN et al. 2010; BENEŠ & KRUIS 2018; MEYER et al. 2018). To
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avoid the circumstance of exchange, there are approaches that use the same time
steps but distinguish between explicit and implicit integrators (BELYTSCHKO &
MULLEN 1978; T. J. R. HUGHES et al. 1979). However, the use of the Lagrange
multiplier sometimes also leads to stability problems (NAKSHATRALA et al.
2009).

One approach that avoids this is the multirate method of GEAR & WELLS (1984).
Although the entire system

ẏ(t) = f (t, y(t)) (3.22)

is partitioned as well, it is not solved individually. Rather, it is only partially
reduced in time. One advantage over other methods is that the use of additional
coupling parameters is no longer necessary and that coupling errors are reduced
as the overall system is calculated in certain time steps. This makes the multirate
method additionally suitable for implementation in existing software, as only
one system of equations needs to be solved at a time. The multirate method
divides the system variable y into a slow y1 and a fast component y2, i. e.

ẏ1(t) = f1(t, y1(t) , y2(t)) , (3.23)

ẏ2(t) = f2(t, y1(t) , y2(t)) . (3.24)

For the slower component, time steps are used that are an integer multiple of the
time steps of the faster component. The overall system is calculated in a common
time step, otherwise the values of the slower component serve as a boundary
condition for the faster component. These are either extrapolated/interpolated
or assumed to be constant between the steps of the overall system. A distinction
is made between fastest-first and slowest-first, which indicates the time step
to be performed first. In the fastest-first variant, the calculation of the faster
component with the boundary conditions takes place on the basis of the last
preceding time step in common. In the slowest-first variant, a step of the overall
system is performed first; then, the omitted time steps of the faster component
are calculated. For the construction of the boundary conditions, the values
of the slow component from a future point in time are used. In the case of
fixed time steps, it is recommended to use the fastest-first variant. The method
is expandable to an arbitrary number of components. It is often used in the
calculation of integrated analogue and digital circuits (GUENTHER & RENTROP
1994; KATO et al. 2009), but also achieved good results for the convection-
diffusion equation (SCHLEGEL et al. 2009), as well as for pure diffusion (PROKAJ
& CHOUDHURY 2006).

3.4.3 Holistic approaches for solving systems of equations

The numerical solving of the nonlinear heat equation consists of several levels.
The observation interval is divided into different time steps (level 1). For each
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time step, a system of nonlinear equations, as a consequence of the temperature-
dependent material parameters, must be solved (level 2). This is iteratively
transformed into a system of linear equations whose solution is level 3. The
activation of a new layer in the simulation of LBM is even interpretable as an
additional level (level 0), since DoFs are added and thus change the system of
equations.

In the state of the art, there are many methods for acceleration on level 3. A
large number of publications deal with the parallelization of algorithms for
the solution of a system of linear equations (HE et al. 2016; MIFUNE et al.
2002; ROSSI & TOIVANEN 1999; SCHENK 2000; VAN HENSON & U. M. YANG
2002). The reason for this is the development of increasingly powerful Graphics
Processing Units (GPUs), which, with their ability to execute many processes
simultaneously, have also become interesting for calculations beyond their
original tasks (General Purpose Computation on Graphics Processing Unit
(GPGPU)). The aim of this thesis is to reduce the effort. The aim of parallelization
methods is not to reduce the effort required for acceleration as much as to ensure
that operations are performed simultaneously and not sequentially. Thus, they
are not the focus of this work.

The Model Order Reduction techniques are mainly added to level 3. Various
methods exist within this class, whereby the general intent of all methods is to
reduce the system to its essential DoFs. In the case of the linear two-dimensional
heat equation, an acceleration of 44× is achieved (OJO et al. 2015), but there
are large differences in the solution quality of the different techniques (ŞAHIN
et al. 1995). Starting from the methods for systems of linear equations, there are
also approaches for systems of nonlinear equations (PHILLIPS 2003; REWIENSKI
& WHITE 2003); thus, level 2 is also addressed by Model Order Reduction.
However, as the complexity of the geometry increases, the reduction effect of
the DoFs decreases.

STEWART (1998) describes procedures for updating the inverse and Cholesky
decomposition as a result of a change in the coefficient matrix, thus avoiding
complete recalculation. The Woodburry matrix identity specifies the relation
between the new inverse and the previous inverse. However, the inverse should
usually be avoided, because, even with an existing inverse, the solution of a
system of linear equations is more expensive than the forward and backward
substitution with triangular matrices. While earlier work on updating the
Cholesky decomposition dealt with changes of rank 1 (GILL et al. 1972), methods
exist for updating with changes of a higher rank (cf. Section 2.2, DAVIS & HAGER
2001). If the temperature change is initially only in the area close to the heat
source, the change is of low rank in the coefficient matrix. As time progresses,
large areas are affected by the temperature change, and if all nodes are affected,
there is no longer an advantage to updating as compared to recalculating the
Cholesky decomposition. Updating the Cholesky decomposition is assigned
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to level 2 as well as to level 1. Although it is not directly a method for solving
systems of nonlinear equations, it refers to the changed matrix as a result of the
iterative approach to the solution. This also applies to the changes that occur
from one time step to the next. With the extension of updating the Cholesky
decomposition to the coefficient matrix with additional columns and rows
(STEWART 1998), it is in principle also transferable to level 0.

3.5 Summary and Conclusion

The state of the art in the field of numerical methods for accelerating the com-
puting time in the simulation of LBM has been presented and discussed. It has
become clear that numerical methods have not been considered at all, or only
as a marginal topic, in many studies on the simulation of LBM. However, the
few existing studies have revealed their potential. The interim conclusion on
the status quo reveals the increasing need for action in the field of numerical
methods in the case of more detailed Conceptual Models.

In the field of spatial discretization, much finer meshes become necessary, and,
consequently, larger systems of equations result. To avoid this, methods are
needed which are able to represent steep gradients despite coarse meshing.
Regarding the temporal discretization, the strong demands on the time step
size, which arise in the uppermost layer, are currently being applied for all
areas and lead to unnecessary effort. The finer the time discretization is, the
stronger this effect becomes. Therefore, numerical methods are needed that
take into account the local requirements of the different areas. Overall, this
leads to larger systems of equations which need to be solved more often. The
Cholesky decomposition from the previous time step and even the previous
iteration is not directly reusable due to the non-linearity of the temperature-
dependent material parameters. Therefore, one of the greatest advantages of
Direct Methods has not been exploited in most research. Approaches exist
to reuse the inverse, but the use of triangular matrices for solving systems of
equations is preferred. However, it turned out that the matrices have special
structures.

The state of the art of the identified need for action in the general field of
numerics has been examined. With the XFEM of ABBAS et al. (2010), a method
is available that allows the mapping of steep gradients despite coarse meshing.
However, on the one hand, several enrichment functions are necessary, and, on
the other hand, the determination of the optimal enrichment functions requires
a preliminary calculation, which relativizes the reduction of the computing
time.

In the area of time discretization, various methods are available that use local
time steps. The multirate method of GEAR & WELLS (1984) also allows a
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rapid implementation in existing FEM programs. However, local time step
requirements or partitioning into components are not yet known for use in the
LBM simulation. In addition, a growing calculation area has not yet been taken
into account in the method.

There is no global strategy that considers solving the system of equations
of a transient problem in its entirety. Updating the Cholesky decomposition,
however, makes it possible to take into account knowledge derived from solving
the previous time step. However, this gain is reduced as the computing domain
becomes increasingly affected by the temperature change in the case of the heat
equation.
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4 Parameterized eXtended Finite Element Method for Steep
Spatial Gradients

4.1 Overview

This chapter deals with the use of a coarse spatial discretization of the weak
formulation of the heat equation

∫
Ω

ρc(T)
∂T
∂t

v dΩ +
∫
Ω

λ(T)∇v ·∇T dΩ +
∫
ΓC

αvT dΓ

=
∫
ΓC

αvTΓC dΓ−
∫

ΓN

vq̇ΓN dΓ ∀t ∈ Υ (2.55)

despite the steep local gradients occurring during the energy input through a
scan field (cf. Figure 4.1). Due to the calculation time, current models usually

Spatial Discretization

Temporal Discretization

Solving the System of Equations

Heating

Scan field

Cooling

Figure 4.1: Classification of Chapter 4 with regard to the phase of the Mathematical Model
of LBM and application area in numerics; field of actions (dark blue).

use only one element over the layer height for the calculation mesh. To fulfill
the PDC and avoid unphysical oscillations, the first time step must be chosen
accordingly, so that the temperature gradient spreads directly over at least five
layers (HOGGE & GERREKENS 1983). Information about the transient devel-
opment of the temperature gradient is therefore not obtained by the thermal
simulation. However, the gradients in the high temperature range are especially
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important for the correct representation of the residual stresses and resulting
distortions. More accurate models for a better transient representation of the
temperature gradient propagation in the simulation require a smaller local dis-
cretization than only one element over the layer height and lead to an increase
in calculation time.

The XFEM enriches the shape functions in the corresponding elements with
special functions which are able to represent the steep gradients and thus
avoid a fine discretization. For the transient representation of the temperature
gradient, however, several enrichment functions are required, which, on the
one hand, partially nullify the advantage of fewer DoFs compared to a finer
spatial discretization, and, on the other hand, must first be determined via a
preceding optimization.

The Parameterized eXtended Finite Element Method (PXFEM) is introduced
(ZELLER et al. 2018). The PXFEM is an extrinsic XFEM with parameterized
enrichment functions. While the shape functions of the FEM determine the
correct nodal values, the enrichment functions compensate for the excessive
energy in the element and ensure the correct gradient. The parameterization
variable is an additional DoF, which enables a single enrichment function to rep-
resent a time-varying gradient. It is handed over to the system of equations and
determined anew in each iteration. An analytical integration is used to set up
the element matrices to cover a large temporal range with the parameterization
variable. The PXFEM is verified for the case that only the first layer is affected by
a temperature change, as well as that the penetration depth extends over several
layers. This is accompanied by the consideration of a single enriched element, as
well as the enrichment of several elements and an additional enrichment during
the simulation. The investigations were carried out on various enrichment func-
tions, the derivation of which is also presented. The PXFEM is applicable for
the three-dimensional case. However, since this is not an established method, it
is first examined using the one-dimensional linear heat equation to illustrate
the simplified heat flux from the build surface to the build plate. Analytical
solutions are available for this and thus allow for an exact evaluation of the
method. In the concluding validation, the necessary spatial refinement of the
calculation mesh using the FEM is examined in order to obtain at least the same
accuracy as the PXFEM with the initial mesh configuration.

4.2 Methodology

The FEM primarily aims at correctly reproducing the energy of the whole system.
If the steep gradients within an element exceed the ability of the shape functions
to display them, the excess energy is compensated for by the neighboring
elements (cf. Figure 4.2a). The basic idea behind the PXFEM is to enable the
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FEM to determine the nodal values and, if necessary, to balance the energy by
the enrichment functions directly in the affected element (cf. Figure 4.2b). One
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(a) Finite Element Method.
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Figure 4.2: Exemplary results of the FEM and PXFEM for the corresponding residual with
regard to the analytical solution from Equation 2.21.

enrichment function vn,o is used to compensate for the residual between two
nodes rn and ro of an element. According to Figure 4.2b,

vn,o(rs, ζn,o) = 0 (4.1)

applies to all nodes rs in Ξ. As is apparent from the solutions of Equation 2.21
for the linear heat equation, the considered temperature range has no direct
influence on the temporal behavior, but only scales the height. Therefore, the
scaling of the enrichment function is done by the temperature difference of
the respective boundary nodes rn and ro. The parameterization variable ζn,o is
introduced to map the temporal progression. A solution of the PXFEM with uζ

enrichment functions thus has the form

T(r, t) =
nΞ

∑
n=1

Tn(t) vn(r) + ∑
(n,o)∈Λ

[Tn(t)− To(t)] vn,o(r, ζn,o(t)) , (4.2)

where Λ, |Λ| = uζ is a set of the unordered pairs (n, o) with n and o being the
indices of the enriched node pairs. Accordingly, this type of enrichment only
makes sense if there is a difference between the respective nodal temperatures.
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Following the isoparametric concept of the FEM, the test function space for the
PXFEM is extended by the set

Vζ =
⋃

(n,o)∈Λ

vn,o (4.3)

of enrichment functions. Thus, a solution T of PXFEM must satisfy the equa-
tion

∫
Ω

ρc(T)
∂T
∂t

v dΩ +
∫
Ω

λ(T)∇v ·∇T dΩ +
∫
ΓC

αvT dΓ

=
∫
ΓC

αvTΓC dΓ−
∫

ΓN

vq̇ΓN dΓ, ∀v ∈ Vs(Ω) ∪Vζ (4.4)

for all times t in Υ. Unlike the elements of the function space Vs(Ω), the test
functions of Vζ depend on another variable besides the spatial variable. It is
considered to be identical to the parameterization variable of the corresponding
enrichment function and is thus determined instantaneously with the other
DoFs.

The dependence of the enrichment function, and thus also of the test function,
on the parameterization variable is nonlinear. As a result, in contrast to the FEM
(cf. Figure 2.62), additional nonlinear terms

C(T) · Ṫ(t) + [K(T) + KC(T)] · T(t)− q(t)

+ CZ(T , Ṫ , ζ, ζ̇
)
+ KZ(T , ζ) + KZ

C (T , ζ) = 0, ∀t ∈ Υ (4.5)

result from the fulfillment of Equation 4.4 for each test function of Vs(Ω). The
system of equations for the PXFEM is completed by the equations obtained
with the test functions Vζ :

Cζ
(
T , Ṫ , ζ, ζ̇

)
+ Kζ(T , ζ) + Kζ

C(T , ζ)− q(t) = 0, ∀t ∈ Υ. (4.6)

The vector ζ represents all parameterization variables ζn,o with (n, o) ∈ Λ. To
specify the new terms, first the set of indices Zn is introduced, which contains
all indices that form a pair with n in the set Λ, i. e.

Zn =

{
o
∣∣∣∣ ∃(n, o) ∈ Λ

}
. (4.7)

64



4.3 Verification

For the additional terms in Equation 4.5

CZ
k
(
T , Ṫ , ζ, ζ̇

)
= ∑

o∈Zn

∫
Ω

ρc(T)
(
Ṫn − Ṫo

)
vn,o(r, ζn,o) v(r) dΩ (4.8a)

+
∫
Ω

ρc(T) (Tn − To) ζ̇n,o v̇n,o(r, ζn,o) v(r) dΩ

 , (4.8b)

KZ
k (T , ζ) = ∑

o∈Zn

∫
Ω

λ(T) (Tn − To)∇vn,o(r, ζn,o) ·∇v(r) dΩ

 , (4.8c)

KZ
C,k(T , ζ) = ∑

o∈Zn

∫
ΓC

α (Tn − To) vn,o(r, ζn,o) v(r) dΓ

 (4.8d)

apply. The three terms from Equation 4.6 are not explicitly listed, as they
correspond to the respective linear and nonlinear term from Equation 4.5. As a
result of the nonlinear test functions Vζ , however, both terms are nonlinear and
are combined into one term.

4.3 Verification

A procedure for obtaining enrichment functions for the PXFEM is presented in
the following and carried out using two examples. Subsequently, their ability to
map the steep spatial temperature gradient is investigated for the simplified,
one-dimensional heat flux in the z-direction from the build surface to the build
plate with constant material parameters. Initially, the case is considered that
only the first layer is affected by a temperature change due to the applied
boundary condition. Since enrichment only makes sense if there is a temperature
difference between two nodes, this is accompanied by an enrichment of the
boundary element. In the subsequent consideration of the temperature changes
over several layers, the investigation of several enriched elements also takes
place.

Ten layers with a layer height of 5 mm were modeled, i. e. Ω = [0, 50 mm].
All simulations were performed with the maximum element size of one layer
height (dΘ = 5 mm) and material parameters of Inconel 718 at a temperature of
748.15 K (a = 5.18× 10−6 m2 s−1). The following therefore holds for the nodes
zn:

zn = (n− 1)dΘ, ∀n ∈ (1, . . . , 11) . (4.9)
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The analytical solution for the semi-infinite body from Equation 2.21 is used as
a reference. Although no infinite domain is considered, for short time periods,
such as the ’Heating’ phase, in which only the boundary is affected by the
temperature change, the solution is also valid for finite domains (POLIFKE &
KOPITZ 2009).

The PXFEM was implemented with MATLAB AND SYMBOLIC MATH TOOLBOX
(2016). The source code is available at the media and publications repository of
the Technical University of Munich (ZELLER et al. 2019).

4.3.1 Parameterized enrichment functions

The starting point is a function vinit(z, ζ) that maps the underlying physical
behavior as well as possible over time with the parameter ζ. Thus, the same
requirements apply to this function as to the enrichment functions of the XFEM.
Following the idea that the shape functions of the FEM determine the nodal
values, the initial function vinit is correspondingly reduced by these proportions
in the domain to be enriched. The remaining part is normalized to the difference
of the respective nodal values. In summary, the enrichment functions vn,o for
all (n, o) ∈ Λ and z ∈ [zn, zo] result from

vn,o(z, ζn,o) =
vinit(z, ζn,o)

vinit(zn, ζn,o)− vinit(zo, ζn,o)

−

[
vinit(zn, ζn,o)

(
1− z−zn

dΘ

)
+ vinit(zo, ζn,o)

z−zn
dΘ

]
vinit(zn, ζn,o)− vinit(zo, ζn,o)

. (4.10)

Outside the enriched element, the respective enrichment function vn,o has the
value 0.

In this thesis, enrichment functions are considered based on the function

vinit(z, ζ) =
exp

(
ζ − ζ z

dΘ

)
− 1

exp(ζ)− 1
(4.11)

already used in ABBAS et al. (2010) for calculating steep gradients with the
XFEM. Enhancement with these functions is referred to as ’Exp’ in the following.
Furthermore, the function

vinit(z, ζ) = 1− erf
(

z√
4aζ

)
, (4.12)

derived from the analytical solution, is considered and referred to as ’Erf’.
Since the error function occurring in it is a non-elementary function, it is only
conditionally suitable for use in application-oriented software. However, the
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PXFEM is theoretically able to exactly reproduce the analytical solution with
it. Deviations of the results due to inadequacies of the enrichment function to
represent the gradients are excluded, and an evaluation of the method itself
takes place independently of the enrichment functions. The enrichment function
v1,2 for the first element derived from both Equation 4.11 and Equation 4.12 is
illustrated in Figure 4.3 for exemplary values of the parameterization variable ζ.
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(a) Enrichment function ’Exp’
derived by Equation 4.11.
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Figure 4.3: Parameterized functions for the enrichment of the first element illustrated for
various ζ.

4.3.2 Spatial gradient within one layer

In this subsection, the PXFEM is investigated for the period where only the first
element is affected by a temperature change due to the boundary condition.
This corresponds to a time interval of up to 0.36 s using the penetration depth
from Equation 2.33. Accordingly, only the first element is enriched, since no
temperature difference for the other elements is associated with the period
under consideration.

For the parameterization variables, initial conditions must be selected, since
they are regarded as additional Degrees of Freedom (DoFs). The selected values
determine the initial energy in the enriched elements. Therefore, the values
are chosen to obtain a steep gradient at the node of the Dirichlet boundary
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condition, and thus a negligible initial energy input by the enrichment function,
i. e. ζ1,2 = 300 for ’Exp’ and ζ1,2 = 1× 10−4 for ’Erf’. The results for the PXFEM
using four equidistant time steps and the mentioned setup are illustrated in
Figure 4.4.
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(b) Time step 2, t = 0.18 s.
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(c) Time step 3, t = 0.27 s.
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Figure 4.4: Results of the FEM and the PXFEM with the enrichment functions ’Erf’ and
’Exp’, as well as the analytical solution, displayed for the first four nodes;
TΓD = 1523.15 K, T0 = 353.15 K, a = 5.18× 10−6 m2 s−1, dΘ = 5 mm.

The FEM has the largest deviations from the analytical solution. As a result of
the shape functions, energy corresponding to the linear gradient from the first
to the second node is initially already present. Accordingly, the FEM calculates
less the energy flow from the boundary into the first element, but from the first
element into the second element. Due to the small time step, only the area at
the edge of the second element would be affected by the energy input. Since,
again, only a linear gradient is representable by the shape functions, the excess
energy is compensated for by the further elements, and oscillations result.
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The PXFEM with the enrichment function ’Erf’ provides the best result. A
graphical differentiation between the analytical solution and the method is only
possible with a significantly higher resolution. However, the deviation increases
slightly over time.

Not quite as good as with the enrichment function ’Erf’, but still considerably
better than the FEM, the PXFEM with the enrichment function ’Exp’ approxi-
mates the analytical solution. The enriched element initially shows stiff behavior
and underestimates the temperature curve, but the gradient approaches the
analytical solution with increasing time steps. However, an undershoot occurs
in the second node, which increases over the time steps. ABBAS et al. (2010)
have mentioned the observation of oscillations in the XFEM with only one
enrichment function in the form of Equation 4.11. The enrichment function is
not able to exactly compensate for the residual from the FEM. With the help
of the test functions, however, it is possible to define areas that have a greater
influence on the solution (the test function is interpretable as a weighting of
the integral in Equation 4.8, and thus as a prioritization of areas). Due to the
isoparametric approach, the additional test function corresponds to the enrich-
ment function. With increasing time, and a corresponding decreasing parameter
ζ1,2, the weighting shifts to the middle of the first element (cf. Figure 4.3a). The
PXFEM with the enrichment function ’Exp’ and isoparametric approach thus
prioritizes the left side of the interval, whose node is already defined by the
Dirichlet boundary condition. The right side, which is in turn connected to the
free node, is only subordinate. A remedy is to select a test function that is not
equal to the shape function. By weighting the area at the right boundary of the
element, the undershoots are reduced, since the respective nodal value is more
strongly regarded in the solution. This is confirmed by the result illustrated
in Figure 4.5a, obtained using the test function presented in Figure 4.5b. Only
the last time step is provided as an example, since Figure 4.4d contains the
largest undershoot. With the changed test function, no graphical deviation
of the second nodal value is visible (Figure 4.5a). Instead of the enrichment
function based on Equation 4.11 with a changing parameterization variable, the
function

v∗1,2(z) =
exp

(
10 z

dΘ

)
− 1

exp(10)− 1
− z

dΘ
(4.13)

was used as a test function in each time step (Figure 4.5b). This type of enrich-
ment is further referred to as ’Exp diff’.

The deviation from the analytical solution is not subsequently evaluated, as this
is always accompanied by an evaluation of the enrichment function and not just
of the PXFEM itself. Therefore, at first, the parameterization variables obtained
from the simulation are compared with the optimal values with respect to a
minimum error for each enrichment function. Assuming that the nodal values
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Figure 4.5: Results for the PXFEM with the enrichment function ’Erf’ (left, TΓD =

1523.15 K, T0 = 353.15 K, a = 5.18× 10−6 m2 s−1, dΘ = 5 mm) and modified
test function (right).

are represented correctly, the optimal parameterization variables ζopt minimize
the remaining residual, i. e.∥∥∥∥{Tana(0)

(
1− z

dΘ

)
+ Tana(dΘ)

z
dΘ

+ [Tana(0)− Tana(dΘ)] v1,2
(
z, ζopt

) }
− Tana(z)

∥∥∥∥
2

. (4.14)

The same accuracy requirements for the optimization were applied as for the
solution of the PXFEM. The results are displayed in Figure 4.6.

With the enrichment function ’Erf’, almost the optimum parameterization vari-
ables are obtained. Only in the last time step deviations are graphically rec-
ognizable. This is attributed to the fact that the temperature change reaches
the second, non-enriched element, although the considered time interval is
determined according to the penetration depth from Equation 2.33 to limit the
affected area to the first element. However, since the propagation velocity of the
heat equation is infinitely high, the penetration depth is based on a tolerated
deviation of up to 1 % related to the difference between the boundary condition
and the initial condition. Later, looking at the explicit temperature deviations, it
becomes apparent that they lie within this tolerance.

In the case of the enrichment functions of type ’Exp’, the obtained values of
the parameterization variable differ from the optimal, even if they approach it
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Figure 4.6: Optimal values of the parameterization variable and values obtained from the
PXFEM in Figure 4.4.

better with increasing time steps. If this was initially described as stiff behavior
in the description of the graphical results, the reason is apparent from the
progression of the optimal value. It is evident that the curve of the optimal
parametrization variable is linear for the enrichment function ’Erf’ (Figure 4.6b)
and highly nonlinear for the enrichment function ’Exp’ (Figure 4.6a). In the first
case, this is due to the equidistant time steps and the choice of the time variable
t from the analytical solution, on which the enrichment function is based, as
parameterization variable. Due to the linear progression, no additional errors
are caused by the numerical time integration with the backward Euler. This is
not the case with the enrichment function ’Exp’. Especially for the first time step,
which contains an infinite discontinuity at t = 0, a finer temporal discretization
would be necessary.

The assumption, that the nonlinear progression of the optimal parameter is
responsible for the deviations of the parameterization variable, is verified in
two directions. To verify the assumption, the parameterization variables of both
enrichment functions ’Erf’ and ’Exp diff’ are substituted to transfer them at least
approximately to the qualitative progression of the respective other enrichment
function. The parameterization variable in Equation 4.11 is substituted by

ζ =
1√
ζ ′

. (4.15)
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Consequently, the steeper the gradient, the closer the parameterization variable
approaches the value 0. Conversely, the parameterization variable in the initial
function (cf. Equation 4.12) for the enrichment function ’Erf’ is substituted by

ζ =
1

(ζ ′)2 . (4.16)

Accordingly, the progression of the optimal parameterization variable trans-
forms into an infinite discontinuity at t = 0. The derived enrichment functions
are referred to as ’Exp trans diff’ and ’Erf trans’, respectively. Thus, it is induced
that the modified test function from Equation 4.13 is used in connection with
the enrichment function ’Exp trans diff’.

Theoretically, the PXFEM with the enrichment function ’Erf trans’ is still able to
exactly represent the analytical solution. However, the graphical representation
of the results in Figure 4.7 now also illustrates deviations of the obtained values
of the parameterization variable from the optimal value for this enrichment
function. On the other hand, the enrichment function ’Exp trans diff’, within
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Figure 4.7: Results of the PXFEM with the enrichment functions ’Erf’ and ’Exp’ with
transformed parameterization variables as well as the analytical solution,
displayed for the first four nodes; TΓD = 1523.15 K, T0 = 353.15 K, a =

5.18× 10−6 m2 s−1, dΘ = 5 mm.

the scope of its possibilities to represent the gradient, results in a much better
graphical agreement with the analytical solution.

The impressions from the graphical representation of the solutions are confirmed
by comparing the parameterization variables obtained in each time step with the
respective optimal value (Figure 4.8). For the enrichment function ’Erf trans’, a
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Figure 4.8: Optimal values of the parameterization variable and values obtained from the
PXFEM with transformed enrichment functions in Figure 4.7.

strongly non-linear progression of the optimal parameterization variable results
(Figure 4.8b). This is accompanied by large deviations in the first time step.
The qualitative curve corresponds approximately to that of the enrichment
function in Figure 4.6a. Conversely, the curve of the optimal parameterization
variable for the enrichment function ’Exp diff trans’ is approximately linear,
and the results are now closer to the optimal value (Figure 4.8a). Therefore, the
assumption of the error due to the nonlinear course of the parameterization
variable is considered confirmed.

The enrichment function ’Erf trans’ is only used to verify the assumption and is
not considered further, as it does not provide any added value in terms of accu-
racy. The enrichment by ’Exp trans diff’, however, represents an improvement
from ’Exp diff’, and is therefore included in further investigations.

For the final quantitative evaluation of the PXFEM, the errors compared to the
analytical solution are analyzed according to

e = ‖T − Tana‖2 . (4.17)

The results by elements for the different time steps are plotted in Figure 4.9.

The largest errors occur in both the FEM and the PXFEM in the first element,
with the PXFEM consistently providing more accurate results. This also applies
to the PXFEM with the enrichment function ’Exp’, despite the larger under-
shoots. For both the FEM and the PXFEM with the enrichment ’Exp’, the errors
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Figure 4.9: Error per step of the FEM and the PXFEM with various enrichment functions
from Figure 4.4 and Figure 4.7, illustrated for the first four elements.

of the individual elements remain nearly the same over the time steps. As illus-
trated in the graphical comparison of the results, the PXFEM with enrichment
function ’Erf’ always delivers the most exact results for the first element.

The errors of each method in the first element predominate. Therefore, they
are listed again in Figure 4.10 for all time steps. For almost all methods, the
errors in the first element are nearly constant or are decreasing minimally over
the time steps. An exception is the PXFEM with the enrichment function ’Erf’,
in which an increase of the error in the range of one order of magnitude is
recognizable. However, this is attributed to the fact that the second element is
reached by the temperature change. Due to the low error level of the method,
this is reflected more strongly in the logarithmic representation than in the other
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Figure 4.10: Error development of the first and the second element over the time steps for
the FEM and the PXFEM with various enrichment functions from Figure 4.4
and Figure 4.7.

methods. The error is still over 32 times smaller than that of the enrichment
function ’Exp diff’. The largest error results from the FEM. The smallest error of
the remaining methods results from the enrichment function ’Erf trans diff’ ( 10
times smaller compared to the FEM). However, as illustrated in Figure 4.10b,
this is not the case for the second element, where the error obtained by the
enrichment function ’Exp diff’ is smaller. This is due to the overestimation
of the parameterization variables, which corresponds to a delayed heat flux.
Accordingly, the reaching of the second, unenriched element by the temperature
change occurs in a more attenuated way. An overshoot of the solution due to
the lack of representability of the gradient in the second element does not occur.
This becomes clear when considering the maximal occurring undershoots of
the different methods in Figure 4.11.

For the FEM and the PXFEM with enrichment function ’Exp’, the values increase
with the time steps, whereby the latter are even higher by a factor of two. Due
to the changed test function, however, the deviation is reduced to 1 K and thus
amounts to a maximum of 4.2 % compared to the FEM. Thus, from time step
three, even a smaller maximal deviation is achieved than with the PXFEM and
the enrichment function from the analytical solution ’Erf’, which is attributed
to the previously mentioned delayed heat flux. The deviations of the PXFEM
with enrichment functions ’Erf’ and ’Exp trans diff’ rise in the last time step to
12.4 % and 21.5 %, respectively, compared to the FEM. With explicit values of
−2.25 K and −3.91 K, however, the deviation of the PXFEM is in the range of the
tolerated temperature change by the penetration depth from Equation 2.33.
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Figure 4.11: Nodal results below initial temperature of the FEM and the PXFEM with
various enrichment functions from Figure 4.4 and Figure 4.7.

4.3.3 Spatial gradient over multiple layers

The previous subsection has served to verify the case that only the first layer
is affected by a temperature change, and consequently only the first element
is enriched. The PXFEM with initial enrichment of several elements, as well
as the additional enrichment during the simulation, still needs to be verified.
For this purpose, the case is examined that the first two elements are already
affected by the temperature change and that the enrichment of the third element
takes place during the observation period. This is guaranteed by the choice of
six equidistant time steps and a considered period of 3 s. Initially, the first two
elements are enriched, as they are already affected by the temperature change
in the first step. Following Equation 2.33, the penetration depth reaches the
third element in the third step and is thus enriched.

Based on the findings of the previous subsection, only the variants ’Exp trans
diff’ and ’Erf’ are further considered. The substitution

ζ =
1
ζ ′

(4.18)

is used, however, as it represents a better linearization of the parameterization
variable for the time scale under consideration. The initial values of the initially
enriched elements are again aimed at ensuring the lowest possible energy.
Therefore, the value 3.2× 10−3 is used for the variant ’Exp trans diff’, and the
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value 1× 10−4 for the variant ’Erf’. The initial values for the parameterization
variables of the additional enrichments, that take place during the simulation,
are based on the theoretical value of the variable in the case of an enrichment
already in the previous step. In the case of the enrichment function ’Erf’, due to
the procedure for deriving the enrichment functions and in conjunction with
the fact that it is based on the analytical solution, the optimal parameters in a
time step are identical for each enriched element. For this reason, the value of
the parameterization variable of the neighboring element from the previous
step is used as the initial value. The circumstance of identical optimal values
of the parameterization variables is not given for the enrichment functions
’Exp trans diff’ based on Equation 4.11. However, the value of the neighboring
element is still used, because, as becomes apparent, it still represents a useful
approximation. In any case, the significance of the initial energy is much
smaller from the second element onwards in the considered case of temperature
propagation as a result of the boundary condition. The enrichment starts when
the element is reached by the temperature change. Therefore, the temperature
difference of the two nodes for scaling of the enrichment function is already
small and ensures a low energy in the element.

Similar to the procedure in the previous subsection, the results are first displayed
graphically (Figure 4.12). Then, the method itself is examined with regard to
the optimal parameterization variable. The results are subsequently evaluated
with regard to the analytical solution. At the end, the undershoots due to
non-compliance with the PDC are examined.

The largest deviations from the analytical solution result from the use of the
FEM (cf. Figure 4.12). The PXFEM with the enrichment functions ’Exp trans
diff’ and ’Erf’ demonstrates similar deviations. With increasing time steps,
the results of the two variants are hardly graphically distinguishable from the
analytical solution.

Considering the obtained values of the parameterization variables compared to
the optimal values in Figure 4.12, there are only minor deviations. The optimal
values are determined using the procedure described in Subsection 4.3.2. The
PXFEM with the enrichment function ’Erf’ has a high correspondence between
the parameterization variables of the first and second element and the optimal
values (cf. Figure 4.13b). The values of the third element deviate slightly, but
still show a qualitative linear progression.

First, for the enrichment function ’Exp trans diff’, the linear progression of the
optimal values (cf. Figure 4.13a) and the associated subsequent legitimation
of the use of substitution in Equation 4.18 is to be pointed out. This applies
equally to the optimal values of all enriched elements. The parameterization
variables of elements two and three show a clearly better agreement. In contrast,
the value of the parameterization variable ζ1,2 deviates, albeit only slightly,

77



4 Parameterized eXtended Finite Element Method for Steep Spatial
Gradients

0 5 10 mm 20
250

500

750

1000

K

1500

Distance z

Te
m

pe
ra

tu
re

T

(a) Time step 1, t = 0.5 s,
enriched elements: 2.

Analytical Solution FEM Exp diff Erf

0 5 10 mm 20
250

500

750

1000

K

1500

Distance z

(b) Time step 2, t = 1 s,
enriched elements: 2.

0 5 10 mm 20
250

500

750

1000

K

1500

Distance z

Te
m

pe
ra

tu
re

T

(c) Time step 3, t = 1.5 s,
enriched elements: 3.

0 5 10 mm 20
250

500

750

1000

K

1500

Distance z

(d) Time step 4, t = 2 s,
enriched elements: 3.

0 5 10 mm 20
250

500

750

1000

K

1500

Distance z

Te
m

pe
ra

tu
re

T

(e) Time step 5, t = 2.5 s,
enriched elements: 3.

0 5 10 mm 20
250

500

750

1000

K

1500

Distance z

(f) Time step 6, t = 3 s,
enriched elements: 3.

Figure 4.12: Results of the FEM and the PXFEM with the enrichment functions ’Exp trans
diff’ and ’Erf’, as well as the analytical solution, displayed for the first five
nodes; TΓD = 1523.15 K, T0 = 353.15 K, a = 5.18× 10−6 m2 s−1, dΘ = 5 mm.
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Figure 4.13: Optimal values of the parameterization variable and values obtained from
the PXFEM in Figure 4.12.

with increasing time steps. The determination of the optimal parameterization
values is based on the assumption of correct nodal values. Since the nodal
values with the PXFEM are not necessarily correct, the actual optimal values
of the parameterization variables vary from the determined ones. In addition,
an increase in the parameterization variable is accompanied by an approach
of the enrichment function to the zero function. A deviation from later values
is therefore less significant and does not mean an increase in error, as the
increasing deviation wrongly implies. This is additionally demonstrated by the
errors compared to the analytical solution in each element for the different time
steps illustrated in Figure 4.14.

In the error diagrams of the FEM, the thermal progression is reflected. First, the
largest errors occur in the first element. With increasing time steps, the second
element is more strongly affected by the temperature change, and ultimately
the error there even prevails. In addition, the temperature increase in the third
element shows up from the third step in the increasing error there. The PXFEM
with the enrichment functions ’Erf’ and ’Exp trans diff’ does not feature this. A
similar and constantly low error level is apparent for the two variants, which is
always at least three times lower than for the FEM.

A better representation of the temperature gradient in the first element is
achieved with the PXFEM and the enrichment function ’Erf’, as illustrated
by the logarithmic representation of the errors per elements in Figure 4.15. In
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Figure 4.14: Error per step of the FEM and the PXFEM with various enrichment functions
from Figure 4.12, illustrated for the first five elements.
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Figure 4.15: Error development of the individual elements over the time steps for the
FEM and the PXFEM with various enrichment functions from Figure 4.12.

the second element, however, the enrichment function ’Exp trans diff’ achieves
the smallest errors. The error of the non-initially enriched element 3 first in-
creases (cf. Figure 4.15c). From the moment of enrichment in time step 3, the
error in the third element remains constant. At the end of the observation
period, the temperature changes shortly before reaching the fourth element.
The error reaches a level that would require enrichment in the next step to avoid
a larger error than in the previous element (cf. Figure 4.15d).

In general, the errors in each element when using the FEM are higher than
those of the PXFEM. However, more precise results are obtained in individual
time steps. These only occur at times when the respective elements are not yet
affected by the temperature change according to Equation 2.33. The results are
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therefore traced back to the undershoots that occur, which initially result in an
excessively low temperature, but as the heat flux increases, they simply rise to
the correct nodal values and lead to a minor error.

The undershoots (Figure 4.16) that occur are smaller than in the case of only one
layer affected by the temperature change (cf. Figure 4.11). The reason for this is

1 2 3 4 − 6

−10

−8

−6

−4

K
0

Time step m

Te
m

pe
ra

tu
re

T

(a) Maximum nodal deviation
below initial temperature.

FEM Exp diff Erf

1 2 3 4 − 6
0

20

40

60

%

100

Time step m

(b) Relative maximal nodal
deviation in relation to
the FEM.

Figure 4.16: Nodal results below initial temperature from Figure 4.12.

the lower violation of the PDC (cf. Equation 3.1) as a result of the larger time
steps used. Both considered variants of enrichment functions of the PXFEM
have a nearly identical progression with a maximum undershoot of −0.47 K.
Thus, the undershoots are clearly smaller than those of the FEM, which in the
first step even have a value of −10.11 K at most.

4.4 Validation

The previous section has illustrated that the PXFEM provides correct results.
In this section, the PXFEM is now validated with regard to the reduced effort.
A comparison of the calculation times of PXFEM and FEM is not carried out,
because the meaningfulness is low due to the small number of DoFs of the con-
sidered simplified one-dimensional heat equation. Since the method achieves
even higher accuracies than the FEM, the number of DoFs necessary for the
FEM is compared to obtain a similar accuracy.

Starting from the spatial discretization used in Section 4.3, the element length
of the FEM is uniformly reduced by the increasing natural number drefine in
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the entire area, until, relative to the first element of the initial configuration, a
smaller maximal error e for all time steps is obtained, as with the PXFEM. The
maximum error in the first element is, considering that only the first layer is
affected by a temperature change, 102.4

√
mK for the PXFEM with the enrich-

ment function ’Exp trans diff’ and 8.9
√

mK with the enrichment function ’Erf’.
To achieve a smaller error with the FEM than with the variant ’Exp trans diff’,
the FEM needs an element length smaller by a factor of drefine = 6. That means
it requires 5 times more DoFs than the PXFEM and the enrichment function to
obtain the same low error.

The error of the enrichment function ’Erf’ is not achievable with the FEM by
simply reducing the element length. The error consists of a spatial and a tem-
poral portion. With the consideration of the gradient within the first element,
only the parameterization variable changes in the observation period when
using the PXFEM. The nodal temperatures are not affected. Due to the linear
progression of the parameterization variable, the numerical integration in time
with the backward Euler method hardly produces any temporal error compo-
nents. In the FEM, the finer local discretization increases the number of DoFs
affected by the temperature change. Their temporal progression is nonlinear,
and additional errors occur due to the numerical integrator. Therefore, the error
is not to be arbitrarily reduced by local refinement alone, as illustrated by the
representation of the error e as a function of the factor drefine in Figure 4.17a. To
reach the level of PXFEM with the enrichment function ’Erf’ by the FEM, an
additional refinement of the temporal discretization would be necessary.
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Figure 4.17: Maximal appearing error of the FEM in relation to the spatial refinement;
TΓD = 1523.15 K, T0 = 353.15 K, a = 5.18× 10−6 m2 s−1, dΘ = drefine5 mm.
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For the same reason, no arbitrarily small errors are obtained by a finer discretiza-
tion (cf. Figure 4.17b) in the case of several layers affected by the temperature
change. However, the errors of the PXFEM with 139.4

√
mK for the enrichment

’Exp trans diff’ and 99.6
√

mK for the enrichment ’Erf’ are higher and achievable
by a finer spatial discretization in the FEM. Both values are reached at a refine-
ment with a factor of 3; i. e., in this case, twice the number of DoFs is required
for a similar accuracy.

4.5 Summary

If the PDC is violated, the FEM leads to oscillation, since the spatial discretiza-
tion is too coarse to represent the gradient with the shape functions. The PXFEM
enriches element by element and compensates for the inadequacies of the shape
functions. The parameterization variable allows the calculation of the transient
course with one additional DoF per element. If only one layer is affected by the
temperature change, the method reduces the unphysical undershoots to 4.2 %
compared to the FEM. The error for the entire element is decreased by a factor
of 10.

A procedure for determining enrichment functions has been presented. How-
ever, the investigations revealed that the temporal progression of the param-
eterization variable has a large influence on the accuracy of the solution. The
method has yet to be investigated for nonlinear material parameters and in
the three-dimensional case. In practice, efficient strategies for implementation
must be found. Due to the non-linearity of the parameterization variable, a
linearization with the previous procedure is no longer possible.

Not yet considered is also the theory of convergence. By choosing the test
function identical to the enrichment function including the parameterization
variable, the solution space becomes infinite in principle. The convergence
theory of the FEM is based on the finite dimension of the solution space.
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5.1 Overview

This chapter addresses a procedure for the temporal discretization of the already
spatially discretized heat equation

C(T) · Ṫ(t) + [K(T) + KC(T)] · T(t)− q(t) = 0, ∀t ∈ Υ (2.62)

as used for the ’Cooling’ phases in the simulation of the LBM buildup process
(cf. Figure 5.1). As a result of high temperature changes during the process,
strong requirements apply to the time step size and consequently lead to long
calculation times. Although these requirements only apply locally, the required
small time steps are conventionally used for the complete computational do-
main. The multirate method of GEAR & WELLS (1984) divides the calculation
domain into several components in which different local time steps are used.
The solution effort is reduced accordingly, as larger time steps are used for areas
with lower requirements. However, the method as derived by GEAR & WELLS
(1984) is only applicable for constant calculation areas. In addition, the local
requirements in the simulation of LBM are generally unknown.

Spatial Discretization

Temporal Discretization

Solving the System of Equations

Heating

Scan field

Cooling

Figure 5.1: Classification of Chapter 5 with regard to the phase of the Mathematical Model
of LBM and application area in numerics; field of actions (dark blue).

An LBM Multirate Method (LBM-MM) is proposed, which extends the method
from GEAR & WELLS (1984) to a growing calculation domain. Both the directed,
decreasing heat flux towards the heating plate and the layered structure of

85
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meshes used in the simulation of LBM are taken advantage of in this method.
The set of layers is dynamically partitioned into components, taking into account
the addition of layers during the buildup process.

First, the LBM-MM is presented. It is then verified by the solution of the simula-
tion without the method, and a permissible parameter window is determined
for the additionally introduced parameters. This is done both empirically, by
evaluating various simulation runs with the LBM-MM implemented in ccx
(BANTE et al. 2019) and the input script program ascent31, and theoretically, to
increase understanding of the process. Afterwards, the permissible parameter
combinations are validated with regard to the calculation time required in ccx,
i. e. the simulation is faster than without the developed method. For both
verification and validation, the initial simulation without the LBM-MM is used
as a reference.

5.2 Methodology

The energy input takes place in the uppermost layer. Accordingly, the strictest
requirements for the time steps apply in the layers near the build surface. In
deeper layers, lower temperature changes occur and longer time steps would be
applicable to meet the same accuracy requirements as in the upper layers as illus-
trated in Figure 5.2. The LBM-MM clusters the layers with similar requirements
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Figure 5.2: Exemplary illustration for sufficient time steps of the respective layers to meet
the same accuracy requirements.

31https://gitlab.lrz.de/flayerbein/ascent.git
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5.2 Methodology

into coupled components and uses component-specific time steps.

In accordance with the layers, the discrete set of nodes Ξ is gradually partitioned
into the number of hmr coupled subsystems Φh with 1 ≤ h ≤ hmr during the
simulation. Starting from the current top layer, the nodes of adjacent activated
layers are dynamically combined into components. The build plate is assigned
to the lowest layer. The component Φh consists of up to the number of wh layers,
except for the last component Φhmr , which includes all remaining active layers.
The allocation for a component Φh starts when the previous subsystem Φh−1
has reached its designated number of wh−1 layers, or, in the case of Φ1, from
the beginning of the simulation.

Alternatively to the number of layers per component wh, the number of layers
ch from the current top layer prior to the first layer of the component Φh is
specified. The connection

ch =

{
0, h = 0,

∑h−1
s=1 ws, else

(5.1)

applies.

Instead of calculating the complete system, the components are only calculated
after a certain number of time steps with the LBM-MM. The lower declaration
h represents faster subsystems as the temporal temperature change decreases
towards the heating plate. Accordingly, the interval of skipped time steps
increases from one component to the next higher one. To avoid unnecessary
interpolations, all components from Φ1 to Φh−1 are also calculated if the com-
ponent Φh is calculated. This means that the calculation interval for a slower
component Φh only takes a whole-numbered multiple value kh of the calcu-
lation interval kh−1 of the previous component Φh−1, similar to the original
method proposed by GEAR & WELLS (1984). The index set Itm

contains the
indexes of the calculated components at time tm. The initial calculation of the
component Φh takes place at the kh-th time step after the first layer is allocated
to Φh. In consequence, the local time step ∆tm

h for the component Φh at time tm

is determined by the sum of all skipped time steps, i. e.

∆tm
h =

kh

∑
s=1

∆tm−s+1. (5.2)

The component Φ1 is calculated for every time step, i. e. k1 = 1, since it
includes the top layer with the highest existing gradient, and the time step ∆tm

is determined accordingly. An illustration of the calculation procedure and
the associated dynamic partitioning is provided in Figure 5.3. As the figure
implies, a fastest-first approach is applied, because, comparable to a propagating
temperature wave, the faster components must first transport the change in
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Figure 5.3: Dynamic subdivision of the layers into components during the buildup process
according to the parameters hmr = 3, w1 = 1, w2 = 2, k2 = 2, k3 = 4; a knot
represents the calculation of a layer in a time step.

temperature to the slower, subjacent components before a calculation of these is
even necessary. Additionally, the fastest-first method is most appropriate for
known time step sizes (GEAR & WELLS 1984).

In terms of equations, the procedure described above leads, at time tm, to the
following system of equations for all components Φh with h ∈ Itm

:

[
1

∆tm
h

Ch(T
m) + Kh(T

m)

]
· Tm =

1
∆tm

h
Ch(T

m) · Tm−1, (5.3)

where Ch(Tm) and Kh(Tm) represent the rows of the matrices C(Tm) and K(Tm)
corresponding to the nodes of Φh. The domain of calculation is thus reduced
in every time step m where

∣∣Itm ∣∣ =: hm 6= hmr. This results in a new boundary
ΓΦ(tm) between Φhm and Φhm+1 for those time steps. The boundary ΓΦ(tm) rep-
resents the border to components with lower temperature changes with respect
to the considered time interval. Therefore, the state of the nodal temperature
values for the components Φh with h 6∈ Itm

is regarded as constant. In addition
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to the resulting Dirichlet boundary conditions

T(rn, tm) = T
(

rn, tm−1
)

, ∀rn ∈ ΓΦ(tm) (5.4)

such as in GEAR & WELLS (1984), the LBM-MM also allows for the use of
adiabatic boundary conditions

− ∂T
∂n

(rn, tm) = 0, ∀rn ∈ ΓΦ(tm) . (5.5)

This offers the nodes of the boundary some amount of flexibility, and they
are able to react to the temperature changes. The following sections provide
information as to what extent this offers added value.

5.3 Verification

The proposed LBM-MM periodically reduces the system of equations to de-
crease the calculation effort and, in consequence, speeds up the simulation.
However, the additional parameters introduced by the method influence the
simulation’s solution. These include the number of components hmr, the accu-
mulated layers per component wh, the component-specific calculation interval
kh and the type of used boundary condition. Therefore, permissible parameter
combinations are determined in this subsection which affect the simulation
results only within a tolerated threshold.

Starting with its activation, each layer experiences a similar thermal history of
attenuated reheating due to the activation of the following layers. Accordingly,
every layer passes through similar decreasing requirements for the time step
sizes over the buildup process. Therefore, only component-specific calculation
intervals kh are used, which are equal to a divisor of the total number of time
steps per cooling cycle mΥ. This ensures that, starting from its activation, each
layer is calculated at the same corresponding time steps. Otherwise, a shift
in the used time steps beyond the cooling cycle occurs for all layers of the
component Φh. In this case, there are several shifts for the different components
corresponding to the lowest common multiple of kh, and the total number of
time steps per cooling cycle mΥ appears. The overall valuation of the parameter
combination corresponds to the worst appearing selection of time steps. For
this reason, 64 = 26 cooling steps are used to allow a maximum flexibility for
the LBM-MM, i. e. the values 2, 4, 8, 16, 32 and 64 are allowed for kh.

The time steps were determined according to the procedure presented in Sec-
tion 3.2.3 with the material Inconel 718, a dwell time ∆tdwell of 14 s and a
reference layer height dl of 20 µm. To ensure that the gradients in the upper
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temperature range are well discretized, a slightly higher constant, efficient ther-
mal diffusivity a of 3.48× 10−6 m2 s−1 as compared to that of KRAUSS (2016)
was applied. These parameters correspond to an EOS M270 manufacturing
system and result in a global uncertainty κ of 1.45 K. However, without loss
of generality, the following verification procedure can be repeated for other
materials and manufacturing systems.

The LBM-MM addresses the cooling cycle of each layer, and more precisely the
heat flux towards the base plate and the associated temperature changes in the
z-direction. For verification and subsequent validation, the heating is neglected,
and only one scan field is used for each layer. All layers are initially set to solidus
temperature. Upon activation of each layer, the heat flux occurs as a result of the
deposited energy. This corresponds to the config option ThermalMode=cooling
in the ascent program32. Heating is thus neglected; however, it takes place
on a significantly shorter time scale than the cooling behavior (KRAUSS 2016).
Nevertheless, the verification and validation procedure is also valid for several
scan fields. In that case, the highest gradients during ’Cooling’ result from
the last scan field. The gradients of the simultaneous heat input on the whole
layer in the z-direction approximately correspond to these, and even represent
an upper limit. Since there is also a heat flux in the xy-plane compared to the
simultaneous energy input into the entire layer, the relevant temperature change
in the z-direction decreases even faster.

5.3.1 Local uncertainty

Stability and consistency are sufficient for convergence (cf. Section 2.5.3). These
two properties mainly depend on the used numerical integrator for the LBM-
MM. In the case of the backward Euler, the LBM-MM is convergent, as both
properties are inherited by the numerical integrator. The stability region is the
entire left half of the complex plane, as the backward Euler is A-stable/L-stable
(and unconditionally stable for the heat equation) (DEUFLHARD & BORNEMANN
2002). Therefore, it is stable for every step length and thus in particular for the
LBM-MM, which is stable for arbitrarily accumulated time steps. For other nu-
merical integrators, the time steps for the components may exceed the allowed
increment. The backward Euler is consistent of order 1 (DEUFLHARD & BORNE-
MANN 2002). This also holds for the LBM-MM with locally extended time steps,
due to the definition of consistency. However, the local uncertainty κm for
certain time steps m might change through the application of the LBM-MM and
influence the global uncertainty κ. For a detailed discussion, the uncertainty κm

w

32https://gitlab.lrz.de/flayerbein/ascent.git
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is introduced, which, in addition to the time step m, also distinguishes the layer
Λw, i. e.

κm
w =

(∆tm)2

2
max

t∈(tm ,tm+1)
r∈Λw

∣∣∣∣ ∂2T
∂t2 (t, r)

∣∣∣∣ . (5.6)

The following correlation between the local uncertainties κm and κm
w applies:

κm = max
w

κm
w . (5.7)

As with the determination of the time steps by means of the local uncertainty
κm, the one-dimensional analytical solution from Equation 2.25 is used as an
approximate representation of the cooling behavior in LBM for the investigation
of the local uncertainty κm

w . The distribution of κm
w for the 64 time steps used is

illustrated in Figure 5.4. The highest uncertainty is always located in layer Λ1
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Figure 5.4: Distribution of the local uncertainty κm
w for equally distributed κm during a

cooling cycle; mΥ = 64 and wΨ = 30.

for each time step m. This makes it clear once again that the top layer specifies
the time step size throughout the entire ’Cooling’ phase. Towards the end of
the cooling cycle, the uncertainties in all layers approach the value of the top
layer. During the cooling cycle, all uncertainties undergo two local maxima
with a global maximum at the end. These result from the reheating of deeper
layers due to the energy input in the first layer. The first maximum arises from
the initial increase in temperature. Once warming finally decreases, the second
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maximum occurs. Re-approaching the preheating temperature again at the end
leads to the last maximum. The three phases are illustrated in Figure 5.5.

Exceptions to the behavior previously described are the layers which have
already experienced a temperature change with the first time step. The first
maximum is omitted here. Due to the stability conditions described in Sec-
tion 3.2.2, minimum length requirements apply for the first time step by the
PDC from Equation 3.1. A temporal discretization of the first maximum for
these layers in the simulation is therefore not possible.

Quantitatively, the respective maxima in Figure 5.5a are determined with the
same uncertainty in each layer. Thus, the different phases are always calculated
with the same accuracy, regardless of the position of the layer. The reason for
this is the determination of the time step size by minimizing the uncertainty κ.
The procedure regulates the different maximum values in the second derivative
over the time step size to obtain the same local uncertainty κm for all time
steps. All uncertainties κm are thus normalized to a common value by the time
step sizes ∆tm. An optimization is necessary to determine this value. At this
point, however, it is only relevant that the procedure can be simplified as the
normalization of the maximum value that occurs in the second derivation. As
noted, the highest value always occurs in the first layer. Moreover, Figure 3.1b
has revealed that this is always on top of the first layer, with the exception of
the first time step. The determination of the local uncertainty is thus formally
specified as the maximum norm of an auxiliary function

faux(tm, z) = κm

∂2T
∂t2 (tm, z)

∂2T
∂t2 (tm, 0)

. (5.8)

The solutions of the linear heat equation at different times are transferable to
each other due to self-similarity (cf. Equation 2.30). Through the normalization
with the value in the origin, the time step scales only the function argument z
without directly affecting the function value; i. e., it is equivalent to

faux
(
tm, z′

)
= κm f̂aux

(
z′

tm

)
(5.9)

with a function f̂aux(z) normalized to one at z = 0. As a consequence, the
values of the maxima, i. e. ≈0.17 K, ≈0.89 K and ≈1.45 K, remain identical and
only shift locally. These values also reveal that the initial increase in the tem-
perature (cf. Figure 5.5c), which leads to the first maximum, is best temporally
discretized (cf. Figure 5.5a), although it corresponds to the largest values in the
second derivation (cf. Figure 5.5b). The procedure for determining the time
steps therefore leads to the most accurate display of the major changes at the
beginning.
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The LBM-MM combines several time steps for certain components Φh. In the
layers Λw of these components, for a time step m in which the component is
calculated, the deviating local uncertainty κ̂m

w compared to Equation 5.6 is as
follows:

κ̂m
w =

(
∆tm

h
)2

2
max

t∈(tm−kh+1,tm+1)
r∈Λw

∣∣∣∣ ∂2T
∂t2 (t, r)

∣∣∣∣ . (5.10)

The time step size increases and the domain for the maximal value extends
by the application of the LBM-MM. This leads to higher uncertainties in the
corresponding components.

The local time step ∆tm
h results from the sum of the preceding kh time steps

(cf. Equation 5.2). Assuming an upper growth rate cΥ for the time step sizes
∆tm of Υ, i. e.

∆tm ≤ cΥ∆tm+1, (5.11)

the estimate

∆tm
h < ∆tm

kh

∑
s=1

cΥ
s−1 (5.12)

holds for the local time step size ∆tm
h . The observed constant maxima across the

layers in Figure 5.4 demonstrate that, throughout the procedure to determine the
time step size, the level of uncertainty κm

w is independent of the layer Λw. Rather,
an evaluation with regard to the different phases is advisable. Assuming a
maximum in κm

w and combining Equation 5.12 with Equation 5.10, the estimate

κ̂m
w <

(
k2

∑
s=1

cΥ
s−1

)2

κm
w = cκκm

w (5.13)

is obtained. The introduced parameter cκ thus indicates the change in uncer-
tainty due to the application of the LBM-MM. Figure 5.6 shows the growth
rates for each time step. The last occurrences of the first and second maxima
is in the time steps 44 and 51, respectively (cf. Figure 5.4). Accordingly, the
maximum growth rates of 1.25 and 1.36 apply for phase 1 and 2, respectively.
Correspondingly, the application of the LBM-MM results in a change in uncer-
tainty by the factors listed in Table 5.1. With a global uncertainty κ of ≈1.45 K
and a local uncertainty of ≈0.17 K for the first maximum, there is therefore no
increase in global uncertainty by the parameters k2 = 2 and k2 = 4. At the
second maximum, the LBM-MM directly leads to an increase in global uncer-
tainty, regardless of the choice of parameters k2 and w1. Under tolerance of
a slightly increasing global uncertainty (5.57 K), the LBM-MM with k2 = 2 is
also applicable to the appearance of the second maximum. Figure 5.4 already
illustrates that the last maximum corresponds to the global uncertainty since
there are almost no differences in the local uncertainties between the individual
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Figure 5.6: Growth rates of the time step sizes ∆tm.

layers. Thus, even small changes in the local uncertainty lead to an increase in
the global uncertainty.

Since the different maxima are not decoupled in time, they spread simultane-
ously over the layers, albeit with a spatial offset. The layers required in the first
component for the isolated observation of the individual maxima are therefore
dependent on this time-varying offset and are independent of the value k2. In
addition, the procedure for determining the time steps results in the individual
maxima not being damped across the layers. With regard to uncertainty, it is
therefore not possible, for the reasons given, to specify a generally valid number
w1 of layers for the first component throughout an entire cooling cycle. In the
case of the first maximum, up to 23 layers as part of the first component (i. e.
w1 = 23) are required to allow for an isolated consideration during its entire
occurrence by the LBM-MM (cf. Figure 5.4). For the second maximum, the
condition of up to 9 layers for the first component (i. e. w1 = 9) applies to avoid
the additional influence of the last maximum on the uncertainty.

Valid parameters for the LBM-MM were found under theoretical considerations.
However, restrictions must be made on their area of validity, especially with
regard to later time steps of the cooling cycle. The underlying analytical solution
represents the energy deposition in a semi-infinite beam. The incipient influence
of the preheating that occurs during LBM in the propagation of heat is thus
not taken into account. Furthermore, the uncertainty is only an upper limit of
the actual error, in the derivation of which the supremum norm is used as an
estimate (cf. Equation 3.10). For functions with small changes in the interval
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Table 5.1: The factor cκ and the changed local uncertainty κ̂m
w for different values k2 in

Phase 1 and 2.

Phase 1

k2 2 4 8
cκ 5.06 33.24 393.70
κ̂m

w 0.86 K 5.65 K 66.93 K
k2 16 32 64
cκ 1.91× 104 2.54× 107 4.06× 1013

κ̂m
w 3.24× 103 K 4.32× 106 K 6.90× 1012 K

Phase 2

k2 2 4 8
cκ 5.57 45.23 883.97
κ̂m

w 4.96 K 40.25 K 786.73 K
k2 16 32 64
cκ 1.43× 105 2.72× 109 9.56× 1017

κ̂m
w 1.27× 105 K 2.42× 109 K 8.51× 1017 K

under consideration, this estimate provides reliable values. The changes in the
second derivation weaken with increasing time. However, with regard to the
actual points in time tm, even larger changes occur in the second derivative
towards the end of the cooling cycle. Figure 5.7 illustrates the change of the
second derivative in the area of the first layer with regard to the time steps.
The local uncertainty κm

w thus represents an increasingly rough estimate of the
error with rising m. By quadratic consideration of the time step size in the
local uncertainty κm

w (cf. Equation 5.6), this effect is even intensified when using
the LBM-MM and the associated combination of time steps (cf. Equation 5.10).
This also explains the extremely high values of the local uncertainty κ̂m

w in
Table 5.1. However, Figure 5.7 reveals that the use of the maximum norm is a
good estimate for the initial and middle areas of the cooling cycle. Thus, the use
of larger time steps is permissible, especially for the first and second phase.

The uncertainty analysis only verifies the time step size, but not the temperature
values, since it does not consider the additional boundary condition when skip-
ping the time steps. Only the second temporal derivation is used. Accordingly,
the results do not differentiate the number of components, since the mutual in-
fluence is not mapped in the theoretical consideration. Therefore, for a complete
verification, it is still necessary to consider the occurring temperature deviation
by application of the LBM-MM.
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5.3.2 Two components

The source code of the open source FEM software ccx release 2.14 was extended
by the LBM-MM within in this thesis project. The modified source code is
available at the media and publications repository of the Technical University
of Munich (BANTE et al. 2019). Internal routines were used to a large extent.
Among other things, ccx already has an internal function for deactivating nodes.
Before each increment, a loop over all components determines the nodes for
the system of equations to be solved according to the input parameters of the
LBM-MM. In addition, the new boundary conditions and the local time steps
for the respective components are set. The conventional routines and solvers of
ccx are used for solving the system of equations. With regard to the validation
of the calculation time in Section 5.4, it should be explicitly mentioned here that
the new routines are only called on when the corresponding parameters for the
method are passed. Simulation runs, in which the LBM-MM is not used, are
not affected by the extensions, with the exception of a negligible query at the
beginning.

First, only a cuboid structure and two components hmr = 2 are considered: i. e.,
the cumulated layers of the first component w1 (equivalent to the number of lay-
ers c2 before the second component starts), the component-specific calculation
interval of the second component k2 and the kind of used boundary condition
are varied. The results are later transferred to the usage of further components.
The cuboid structure is placed centrally on the base plate. Further information
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on the dimensions of the geometry and the finite element mesh are listed in
Figure 5.8.
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Figure 5.8: Configuration of the benchmark geometry: Cuboid.

The simulation result T0 obtained without the LBM-MM serves as a reference
for the results Tw1,k2 of the parameters w1 and k2. Each parameter combination
is evaluated with regard to the maximal absolute appearing nodal temperature
deviations per cooling cycle εw1,k2 averaged over the number of layers wΨ, i. e.

εw1,k2 =
wΨ

∑
s=1

maxt∈Υ,r∈Ω
(∥∥T0 − Tw1,k2

∥∥)
wΨ

. (5.14)

This ensures that the maximum temperature deviations are taken into account,
while considering the changing thermodynamics of the LBM processes through-
out the buildup process. The different values εw1,k2 for all possible parameter
combinations for the two component cases are illustrated and color-coded in
Figure 5.9.

The results indicate a similar qualitative progression for both types of boundary
conditions. The deviation εw1,k2 corresponds indirectly proportional to the
number of cumulated layers w1 and directly proportional to the component-
specific calculation interval k2. An increasing number of layers w1 results in
lower temperature changes reaching the second component. Accordingly, the
deviation εw1,k2 decreases. However, the temperature deviations rise again if
the calculation interval k2 is increased, since the considered period between
two steps in the second component is enlarged and the deviation consequently
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Figure 5.9: Averaged value of the maximal absolute appearing nodal temperature devi-
ation per cooling cycle εw1 ,k2 in logarithmic scale for several parameters w1
and k2 of the LBM-MM with Dirichlet boundary condition (left) and adiabatic
boundary condition (right); material: Inconel 718; part: Cuboid.

increases. In quantitative terms, the Dirichlet boundary condition provides
better results for all parameter combinations of w1 and k2.

The similar qualitative progression only holds for the overall valuation of the
parameter combinations by εw1,k2 . The more detailed spatial and temporal
analyses reveal significant differences for the types of boundary conditions
(Figures 5.10 and 5.11). However, the results for a boundary condition at
different w1 and k2 are qualitatively similar again. For this reason, the parameter
combination w1 = 8, k2 = 2 is representatively discussed. Figures 5.10a and
5.11a illustrate the temporal and spatial temperature deviations that occur in
cooling cycle 20. The color-coded values represent the maximum appearing
nodal temperature deviation in the layer Λw at time step m. The maximum
deviations in the respective time steps averaged over all cooling cycles, in which
the method is active, are provided in Figures 5.10b and 5.11b. The LBM-MM
starts with the presence of the second component. For this reason, the cooling
cycles with only one component are not included in the evaluations to avoid
falsifying the results.

There is no difference between the reference simulation and the LBM-MM in
time steps at the beginning, as the temperature changes have not yet reached
the second component. Accordingly, no temperature deviations occur until this
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Figure 5.10: Spatial and temporal temperature deviations of the LBM-MM with the param-
eter combination w1 = 8, k2 = 2 and Dirichlet boundary condition; material:
Inconel 718; part: Cuboid.

point in time (Figure 5.10 and 5.11). For cooling cycles with a present second
component, the solution begins to differ from the reference when the penetration
depth reaches the first layer of the second component. The deviations initially
occur at the interface of the components and then spread out over the layers
(Figures 5.10a and 5.11a). The propagation applies equally to both components
and is independent of the used boundary variant. The calculation of the full
system always improves the results for both types of boundary conditions
(Figures 5.10b and 5.11b). In addition, at the end of a cooling cycle, the solution
of the LBM-MM always corresponds to the reference solution. Therefore, no
accumulation of deviations takes place over the cooling cycles. However, this is
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Figure 5.11: Spatial and temporal temperature deviations of the LBM-MM with the param-
eter combination w1 = 8, k2 = 2 and adiabatic boundary condition; material:
Inconel 718; part: Cuboid.

a characteristic of the reference solution, which, in the case under consideration,
has no gradients at the end of a cooling cycle. It depends on the geometry,
the material and the machine parameter and is the consequence of the relation
between the cross-sectional change in the z-direction, the thermal diffusivity
and the dwell time.

The LBM-MM with the Dirichlet boundary condition generally first underesti-
mates and then overestimates the temperature (Figure 5.10). As a result of the
fastest-first approach, the component Φ2 is calculated after k2 steps of the com-
ponent Φ1. This leads to a delayed energy transport to the second component,
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and the nodal values are too cool when the temperature increases and too warm
when it decreases. The same applies to the nodes of the first component. The
boundary nodes ΓΦ follow the temperature change only every k2-th step and
thereby slow down the temperature change; i. e., nodal values are colder when
the temperature increases and warmer when it decreases. Overall, the maximal
value of the underestimation is higher than that of the overestimation.

Using the LBM-MM with the adiabatic boundary variant, the deviations of
the second component behave similarly to the usage of the Dirichlet boundary
condition, but they differ for the first component (Figure 5.11a). The boundary
nodes ΓΦ of the first component are able to absorb the energy coming from
the top layer. However, this results in nodes that are too warm, as well as
heat accumulation, as they are not able to forward it. The heat accumulation
at the interface reduces the heat flux from the top layer, and a shift in the
temporal behavior occurs with similar consequences for the second component
as previously described for the LBM-MM with the Dirichlet boundary. In
general, the deviations are higher for the LBM-MM with the adiabatic boundary
in comparison to the Dirichlet variant. In relative terms, however, the calculation
of the total system leads to greater improvements (Figures 5.11b). The adiabatic
variant affects the thermal energy of the overall system less, and therefore
results in solutions closer to the reference when the total domain is taken into
account. The calculations of the first component are energy conserving due to
the adiabatic boundary. At the same time, however, this causes the violation of
the energy balance in the second component. The changing nodal values at the
interface affect the spatial gradient in the neighboring, deactivated elements in
the second component, and therefore implicitly influence the energy balance
for the next calculation of the full system of equations.

A consideration of the maximum nodal temperature deviations in the layers,
averaged over all cooling cycles in which the method is active, shows that the
Dirichlet boundary condition generally leads to colder temperatures compared
to the reference solution as the negative deviations in Figure 5.12a illustrate.
The interface nodes fixed by the Dirichlet boundary condition operate according
to a cooler or a heater when they slow down the temperature change. As the
gradients for the temperature increase are higher, the cooling effect predom-
inates and leads to an overall energy deficit. Spatially, the maximal values
of deviation per cooling cycle increase towards the first layers of the second
component, as the additionally introduced boundary condition causes the de-
viation. In comparison, the deviations of the layers in the first component are
lower. The maximal temperature changes in the first component have already
elapsed when the penetration depth reaches the second component. Thus the
deviations are smaller, since the consequences of the additionally introduced
boundary condition solely affect the cooling. The overheating prevails in most
layers when using the adiabatic boundary condition, with larger values in the
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Figure 5.12: Maximum nodal temperature deviations in each layer averaged over all
cooling cycles with more than one component; material: Inconel 718; part:
Cuboid.

first component and a maximum mean of the deviation at the interface layer
(Figure 5.12b). Due to the adiabatic boundary condition, the thermal energy
remains constant for calculations of the first component. This counteracts the
energy release of the nodal values and leads to high deviations. For both kinds
of boundary conditions, the standard deviation decreases with increasing layers
as the number of cooling cycles, the layer has gone through, decreases.

As a result of the subdivision into components and the introduction of an
additional boundary, the described deviations occur when using the LBM-
MM. Nevertheless, parameter combinations, whose deviations do not exceed a
specified threshold εtol, are regarded as permissible. This threshold is chosen as
2 % of the considered temperature range during the buildup process, since it
corresponds to the measurement uncertainty of the material parameters used
from POTTLACHER et al. (2002). The deviations to be expected are thus smaller
than the uncertainties introduced by the material parameters. In the case of
Inconel 718 with a preheating temperature of 353 K and a solidus temperature
of 1335 K, this corresponds to a tolerated deviation εtol of 19.64 K.

Table 5.2 lists the parameter combinations with the lowest permissible number
of layers w1 with regard to εtol for the different values of k2. It is evident that the
same number of layers w1 = 13 is required for the k2 values of 16, 32 and 64. The
different values of k2 correspond to four, two and one calculation, respectively,
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Table 5.2: Permissible parameter combinations for two components with the lowest num-
ber of layers w1 for each value k2; material: Inconel 718; part: Cuboid.

Boundary condition w1 k2

Dirichlet

7 2
10 4
11 8
13 16
13 32
13 64

Adiabatic 8 2

of the second component during a cooling cycle. Until the second (k2 = 16)
and first (k2 = 32) calculations, the second component hardly experiences any
temperature changes. The third calculation (k2 = 16) takes place around the
point when the maximal deviation has already been reached. In summary, the
calculations do not contribute to a significant reduction of the deviation and
therefore offer no added value compared to k2 = 64.

5.3.3 Multiple components

Permissible parameters c2 and k2 for two components have been determined
as described in Subsection 5.3.2 using a full factorial experiment design. This
is no longer practical for determining parameters ch and kh for additional
components h > 2. With up to seven components for the considered geometry
with 20 layers, a total of 460 458 parameter combinations would have to be
investigated (cf. Section A.2). Therefore, a different procedure has to be chosen,
which corresponds to a combination of the Breadth-First Search (BFS) and the
Depth-First Search (DFS) algorithms from graph theory, to directly identify
permissible parameters with a low expected computing time.

A graph is a pair consisting of a set of vertices and a set of edges, each edge
connecting two vertices. The assembled connection of two vertices over multiple
edges and further vertices, where any vertex is visited at most once, is called
a path. The number of visited edges on the path is the distance between two
vertices. If a unique path exists for each pair of vertices, the graph is also
referred to as a tree. In this case, a vertex can be designated as a root in the tree.
The parent of a vertex is then the vertex within distance 1 on a path to the root.
Conversely, the vertex is the child of the corresponding parent. All vertices with
the same parent are siblings. A node that has no children is called a leaf. There
are two common methods for finding all nodes in a tree: the BFS and the DFS
algorithm. Starting from a vertex, the BFS travels to all vertices with the same
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distance to the root before it visits the next distant vertices. Meanwhile, the DFS
goes directly to a child of the vertex, and when there are no children, it returns
to the first vertex with a sibling. (CORMEN 2007)

The parameter combinations of the LBM-MM are interpretable as a graph, and
more precisely as a tree (cf. Figure 5.13). The vertices are the tupels (ch, kh), and

0, 1

1, 2
2, 4

3, 4

1, 4

2, 2 3, 4

2, 4

3, 2

3, 4

ch ,kh

P

Φ2Φ1 Φ3

Figure 5.13: Minimal example of the LBM-MM as a tree for a geometry with 3 layers and 4
steps per cooling cycle; exemplary highlighting of the parameter combination
P = [(0, 1), (1, 2), (3, 4)].

an edge leads from one tuple (ch, kh) to possible parameters of an additional
component (ch+1, kh+1). To obtain a tree structure, several nodes of a specific
tuple, e. g. (c3 = 3, k3 = 4), exist according to the number of occurrences
in the possible parameter combinations. The vertices of each path, starting
from the root to a vertex, thus represent a parameter combination. For the
sake of simplicity, the tuple brackets are omitted when specifying a parameter
combination P, i. e. P = [(c1, k1), . . . , (ch, kh)].

According to the DFS, first, a parameter combination with a maximum number
of components is searched for. The BFS, limited to the children of the current
vertex, is used to find the next vertex with the minimum expected computing
time. The procedure is as follows: The tuple (ch, kh) is the last component
from the currently permissible parameter combination, then the BFS starts with
(ch+1 = ch + 1, kh+1 = 2 · kh). If the deviations of the parameter combination
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extended by (ch+1, kh+1) are outside the tolerance εtol, the value ch+1 of the
additional component is iteratively increased by one layer until a permissible
parameter combination is reached. When no deviation within the tolerance is
reachable for the remaining layers, the path from the root to (ch, kh) represents
a non-extendable parameter combination, and the DFS has arrived at a leaf of
the tree of permissible parameter combinations with the minimum expected
computing time. Otherwise, the maximum kh+1 allowed for ch+1 just received
is determined next. In case kh+1 = 64 is permissible, the parameter combination
extended by (ch+1, kh+1) is the end of a path. For a maximum kh+1 with kh+1 <
64 the next vertex for the DFS is found.

Based on the tree of all possible parameter combinations, a tree of permissi-
ble parameter combinations with the minimum expected computing time is
successively extracted by the algorithm described above. Minimum expected
computing time in this context means that it is assumed that increasing the
number of layers wh in a component also leads to an increase in computing
time. Furthermore, it is assumed that a higher value kh corresponds to less
computing time. Illustratively described, the presented algorithm searches for
the limits between permissible and non-permissible parameter combinations of
the LBM-MM. In the matrix representation of the LBM-MM in Figure 5.9, the
algorithm first searches column by column, starting in the first column and the
lowest row, for a valid parameter ch+1. Starting from the parameter ch+1 found,
the maximum permissible parameter kh+1 is then searched for line by line.

The tree of permissible parameters for the LBM-MM with Dirichlet boundary
condition shown in Figure 5.14 is extracted with the described algorithm. Not
listed in the tree are the siblings of a leaf if the algorithm has identified a valid
parameter combination for the last component Φhmr with a greater number of
layers chmr but without increasing khmr . An acceleration of the calculation is
thereby not to be expected.

In Subsection 5.3.2, the minimum number of layers c2 required for permissible
application of the different component-specific calculation intervals k2 was
specified. It is also included in the tree in Figure 5.14. However, the result of the
algorithm also shows that a naive generalization of the results for two compo-
nents to several components is not successful. It is clear that deriving additional
components with the different values of the component-specific calculation
interval by adopting the corresponding values c2 from Table 5.2 does not lead to
permissible parameter combinations, since these are not contained in the tree in
Figure 5.14. When using the LBM-MM with the Dirichlet boundary condition,
an energy deficit occurs first, in both the first and the second component (cf. Fig-
ure 5.10). If the temperature approaches the initial temperature again towards
the end, it is overestimated. However, in terms of absolute values, the energy
deficit prevails. This effect is increased accordingly when several components
are used, since the further components contribute an additional energy deficit.
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Figure 5.14: Tree of permissible parameter combinations with the minimum expected
computing time of the LBM-MM with the Dirichlet boundary condition;
material: Inconel 718; part: Cuboid.
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Therefore, the separate components must meet higher accuracy requirements.
This is clearly expressed in the combination of components with k2 = 2, k3 = 4
and k4 = 8. The corresponding minimal values from the LBM-MM with solely
two components are c2 = 7, c3 = 10 and c4 = 11. For each component, the num-
ber of layers must be extended by at least one layer to allow further components.
A permissible parameter combination is also achieved with an attenuated form
of this requirement. However, this results in a deviation that allows no further
component, even if the maximum possible number of the component-specific in-
terval 64 is not reached, as indicated by the respective parameter combinations
[(0, 1), (7, 2), (11, 4), (12, 8)] and [(0, 1), (9, 2), (10, 4), (12, 8)] in Figure 5.14. In
the case of kh = 8, the requirement of an additional layer for ch even applies to
h > 2. If the above mentioned conditions are fulfilled, no further requirements
apply for an additional component Φh with kh = 64 and the minimum number
of layers ch = 13. The results also imply that the values 16, 32 and 64 for kh
are again permissible from the same value ch. For computational reasons, the
maximum number kh = 64 is used directly. Therefore, parameter combinations
with a maximum of five components were determined by the algorithm.

Based on the results for two components, no permissible parameters for fur-
ther components are expected for the LBM-MM with the adiabatic boundary
condition. However, the tree in Figure 5.15 contains permissible parameter
combinations with three components. With the adiabatic boundary condition,
the first component is too warm, while the second is too cold (cf. Figure 5.11).
The same applies to the second component as opposed to a third one. The
overheating prevails and is accordingly decisive for whether a parameter com-
bination is permissible or not. Since the second component has an energy deficit
due to the first component, the overheating is compensated for to a certain
extent. With increasing size of the first component w1, the requirement for the
size of the second component w2 is reduced, however, not to the same extent as
the increase of the first component is required. This means that the number of
layers c3 still increases.

5.4 Validation

The permissible parameter combinations from Figure 5.14 and Figure 5.15 are
evaluated with regard to their calculation time compared to the time for the
simulation without using the LBM-MM. For this purpose, the set of permissi-
ble parameter combinations was initially reduced for each kind of boundary
condition. Parameter combinations that are a subset of another parameter com-
bination are discarded. The same applies to parameter combinations whose
component-specific intervals are contained in other combinations, but with the
same or a smaller number of corresponding layers. Thereby, it is assumed that
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Figure 5.15: Tree of permissible parameter combinations with the minimum expected
computing time of the LBM-MM with the adiabatic boundary condition;
material: Inconel 718; part: Cuboid.
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starting a component at the earliest possible layer, as well as adding another
component, always leads to a greater reduction in computing time.

5.4.1 Part: Cuboid

Five simulations using ccx (BANTE et al. 2019) with the PARDISO solver from the
Intel MKL were carried out with each of the remaining parameter combinations
for the cuboid. The same applies to the reference solution and all sub-parameter
combinations, i. e. the resulting parameter combinations on the path between
the root and all leaves. At this point it is to be mentioned explicitly that the
reference is equivalent to the parameter combination P = [(0, 1)]. All simulation
runs were performed on a virtual machine with SUSE Linux, 16 cores and 32 GB
RAM on a Windows workstation. To isolate the influence of the LBM-MM on
the calculation time, the shortest obtained calculation time tP of each parameter
combination P is used for the evaluations of the Dirichlet boundary condition in
Figure 5.16 and in Figure 5.17 for the adiabatic boundary condition. Assuming
that ccx always performs the same operations in the same order for the same
input, these runs represent the calculations with the least secondary work on
the computer.

Figure 5.16 and Figure 5.17 illustrate the relative calculation time t̄P for a param-
eter combination P in relation to the calculation time of the reference solution
t0,

t̄P =
tP
t0

, (5.15)

as well as the relative reduction of the calculation time ∆t̄P due to the additional
component compared to the previous parameter combination P’,

∆t̄P = t̄P − t̄P′ . (5.16)

The minimal duration for the simulation of the reference solu-
tion was 499.22 s. The LBM-MM with the parameter combination
P∗ = [(0, 1), (7, 2), (12, 8), (13, 64)] and the Dirichlet boundary condition
led to the greatest reduction, with a relative computing time of t̄P∗ = 58.22 %.
A difference in the calculation time when using the two types of boundary
conditions of the LBM-MM was not observed on the basis of the parameter
P = [(8, 2)] used in each case. In general, each subsequent component
represents an additional acceleration of the calculation where the first
components always have the largest portion with 20.78 % to 33.69 %. Thus, the
assumptions made at the beginning to reduce the set of parameter combinations
are confirmed. This also results from the lower calculation savings of the fastest
permissible parameter combination with the adiabatic boundary conditions
compared to the corresponding results of the Dirichlet boundary condition.
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Figure 5.16: Reduced tree of permissible parameter combinations for the Dirichlet bound-
ary condition with the corresponding relative calculation time t̄P and the
relative reduction of the calculation time ∆t̄P rounded to two digits; bold:
path of the parameter combination with maximal reduction P∗; material:
Inconel 718; part: Cuboid.
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Figure 5.17: Reduced tree of permissible parameter combinations for the adiabatic bound-
ary condition with the corresponding relative calculation time t̄P and the
relative reduction of the calculation time ∆t̄P rounded to two digits; material:
Inconel 718; part: Cuboid.

For the cuboid, a total reduction in calculation time of up to 41.78 % was
achieved. However, an even higher reduction is possible for parts with more
layers. Only with the presence of a second component the system of equations
can be reduced, which merely leads to a faster calculation of the remaining
layers. With a larger number of remaining layers, this advantage is exploited to
a correspondingly greater extent. The consideration of the relative size of the
system of equations to be solved for the considered cuboid structure in each
cooling cycle with various parameter combinations supports this assumption of
the higher reduction (Figure 5.18).

In addition to the 20 layers of the cuboid structure, Figure 5.18 also illustrates the
size of the system of equations when assuming further layers for the part. The
average sizes of the first 20 layers were used for extrapolation of the additional
layers. The system of equations is reduced to about 20.41 % in cooling cycle 20.
In an assumed cooling cycle 90, there would even be an average reduction of
up to 9.41 % of the size of the full system of equations. With more layers, there
are not only more steps in which the advantage of a small system of equations
is exploited, but the average size of the system of equations also continues
to decrease, although no further components are added. The reduction is
indirect, since the calculation domain is further increased by new layers, but
this only applies to the LBM-MM for time steps in which the entire domain is
calculated. Due to the fixed number of layers per component, the absolute size
of the system of equations remains approximately constant for the remaining
steps. However, the size of the system of equations generally does not allow
conclusions to be drawn about the expected computing time, since this depends
on the solver used and its computational complexity, i. e. the required number
of floating point operations to solve a system of equations with nΞ unknowns.
This ratio is nonlinear, i. e. the required number of floating points increases
disproportionately with increasing unknowns nΞ. Therefore, it can be assumed
that the relative calculation time decreases further when using the LBM-MM
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Figure 5.18: Average size of the system of equations to be solved for the consid-
ered cuboid structure in each cooling step using the LBM-MM with P =
[(0, 1), (7, 2), (12, 8), (13, 64)] in comparison to the reference configuration;
material: Inconel 718; part: Cuboid.

not only with increasing number of layers, but also with increasing number of
nodes nΞ.

5.4.2 Part: Strut

The uniform heat flux of the cuboid in the z-direction due to the corresponding
constant cross-section provided a fundamental understanding of the effects and
interactions of the various parameters of the method. However, this geometry
is hardly relevant for AM. Therefore, the LBM-MM was finally applied to an
actual part based on the results of the cuboid. The results indicate that the
method is particularly suitable for components with many layers and a large
number of nodes. A strut therefore serves as the application case. This is a
target component of MTU Aero Engines AG33 for the next generation of additive
series production (MTU AERO ENGINES AG 2018). For confidentiality reasons,
the strut is not used in its original geometry, but in a slightly modified form that
still has all relevant geometry features. The component was placed centrally on

33MTU Aero Engines AG, Dachauer Strasse 665, 80995 Munich, Germany
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the base plate and rotated with 5° against the coating direction. Further data on
the geometry and its meshing for simulation are listed in Figure 5.19.
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nodes 37 953
layer compounds 90

(a) Part (b) Geometry and mesh information

Figure 5.19: Configuration of the benchmark geometry: Strut.

For parts with a tapered cross-section in the direction of the base plate, a delayed
heat transport into the lower layers occurs due to heat accumulation. As a
result of the smaller volume in deeper layers, which absorb the thermal energy,
these areas are also reheated to a greater extent by activation of subsequent
layers. Concerning the number of layers wh−1 for a fixed value kh of each
component Φh, the determined permissible parameter combinations for the
cuboid thus represent a lower limit for these parts. Therefore, an adjustment
of the permissible parameter combinations is necessary. Within the scope of
this work, these were determined for the strut and two components using
Dirichlet boundary conditions. Since the adiabatic boundary condition led to
a significantly lower reduction in computing time, it is no longer taken into
account here. The determined permissible parameter combinations for the strut
and the resulting reduction of the calculation time are displayed in Figure 5.20.
Again, five calculation runs were performed for each parameter combination
under the same conditions as for the cuboid structure (cf. Subsection 5.4).

A relative calculation time of 39.45 % with respect to the reference was achieved
for the strut with the parameter combination P∗ = [(0, 1), (18, 32)]. This means,
despite larger values c2, a relative calculation time saving by a factor of 1.5
compared to the cuboid. In contrast to the cuboid, the parameter combinations
of the lowest computing time do not correlate with the lowest values c2. More
important is k2. Due to a higher value of k2, the method starts later, but leads, on
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Figure 5.20: Reduced tree of permissible parameter combinations for the Dirichlet bound-
ary condition with the corresponding relative calculation time t̄P and the
relative reduction of the calculation time ∆t̄P rounded to two digits; bold:
path of the parameter combination with maximal reduction P∗; material:
Inconel 718; part: Strut.

average, to significantly smaller systems of equations. This is also apparent in
Figure 5.18 when deploying components Φ3 and Φ4. Both lead to a significantly
lower level in terms of reducing the relative size of the system of equations. For
many layers, as in the case of the strut, the effect of the skipped time steps kh
predominates in the reduction of the computing time compared to an early start
of further components, i. e. a small value of ch.

5.5 Summary

The theoretical consideration shows that the order of the numerical integrator is
decisive for the uncertainty. In the case of the backward Euler with order 1, it is
accordingly the second derivative of the solution. Using an analytical solution,
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5 LBM Multirate Method for Layer-Specific Time Steps

it was revealed that the selected time step size determination allows the large
change at the beginning of the simulation to be mapped with a low uncertainty
and independently of the layer. In the initial and middle temporal range of a
cooling cycle, the application of larger time steps by the LBM-MM for deeper
layers is also theoretically permissible without an increase in global uncer-
tainty. Towards the end of the cooling cycle, the statement is only conditionally
meaningful due to the derivation used.

By tolerating temperature deviations of up to 2 % of the total considered tem-
perature range, the use of the LBM-MM with two components already yielded a
calculation time saving of 25.47 % for a simple cuboid geometry. A combination
of DFS and BFS algorithms identified parameter combinations with up to five
components and a low expected computing time. However, the permissible
parameter combinations for more than two components showed that compo-
nents are not generated directly from the results of two components and the
corresponding different time step intervals. For additional components, the
previous components must meet higher precision requirements. Nevertheless,
time savings of up to 41.18 % were achieved with additional components.

For the case of an actual AM part, it was revealed that with more layers and
nodes, even greater reductions in computing time are possible (60.55 %). How-
ever, the application example has also shown that a relationship exists between
permissible parameter combinations and geometric complexity.
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6 LBM-specific Direct Solving Strategy for Layer-Wise Grow-
ing Domains

6.1 Overview

This chapter presents a strategy for solving the linearized system of equations[
1

∆tm C
(
Tm

i−1
)
+ K

(
Tm

i−1
)
+ KC

(
Tm

i−1
)]
· Tm

i

=
1

∆tm C
(
Tm

i−1
)
· Tm−1 + q(tm) (2.71)

resulting after the spatial and temporal discretization of the heat equation.
Instead of the isolated consideration of a single system of equations, the focus
is on a holistic approach for the efficient solution of all time steps within the
’Heating’ phase. The fields of action of this chapter are illustrated in Figure 6.1.

Spatial Discretization

Temporal Discretization

Solving the System of Equations

Heating

Scan field

Cooling

Figure 6.1: Classification of Chapter 6 with regard to the phase of the Mathematical Model
of LBM and application area in numerics; fields of action (dark blue).

As a consequence of the use of Conceptual Models with a lower degree of
abstraction, larger systems of equations occur, especially in the ’Heating’ phase,
which also have to be solved more often. However, the advantage of Direct
Methods, the reusability of the decomposition for arbitrary right-hand sides
of the system of equations, is not exploited due to the non-linearity of the
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6 LBM-specific Direct Solving Strategy for Layer-Wise Growing Domains

temperature-dependent material parameters and the growing system of equa-
tions by continuous activation of further scan fields. As is apparent from the
current research, a special structure is obtained for all matrices in LBM by rear-
ranging the node numbers (NIKOUKAR et al. 2013). However, only the solution
of a single time step was considered.

An LBM-specific Direct Solving Strategy (LBM-DSS) is presented which divides
the coefficient matrix into two parts: A constant and a temperature-dependent
part. Using a splitting approach, the system of equations is reduced to the
decomposition of the linear part of the coefficient matrix, and the small deviation
of material parameters of metals due to temperature changes is taken advantage
of. When enlarging the calculation mesh by the iterative activation of the
scan fields, the structure of the matrix and the properties of the Cholesky
decomposition are exploited. Based on NIKOUKAR et al. (2013), an extended
rearrangement of the node numbering is presented. Thus, it is only necessary
to partially decompose the new coefficient matrix resulting from the activation
of an additional scan field. This applies to scan fields of a single layer, but also
to the transition from one layer to the next. The procedure is presented with the
standard Cholesky decomposition. However, the LBM-DSS is applicable with
arbitrary solvers which provide a decomposition of the coefficient matrix in the
form Am = Lm · Lm>. The Cholesky decomposition is used since it considers
the symmetry of the coefficient matrix and is, among the Direct Methods, the
one with the least effort.

First, the LBM-DSS is presented. This includes the splitting approach, as well as
the permutation of the coefficient matrix and the resulting reduced decomposi-
tion for the extension of the calculation mesh. By using the splitting approach,
the solving of the system of equations is partially converted into an iterative
procedure. To further ensure convergence, the necessary requirements are de-
fined in the verification and the corresponding settings are derived. The method
is then validated with regard to the number of iterations, to the solution effort
and to the computing time. The chapter concludes with a summary.

Due to the equidistant time steps in the ’Heating’ phase,

∆tm = ∆t (6.1)

applies for m ∈ (1, . . . , mΥ). The notation of Equation 2.71 is simplified for this
chapter to

Am(Tm
i−1
)
· Tm

i = bm(Tm
i−1
)

(6.2)

with

Am(Tm
i−1
)
=

1
∆t

C
(
Tm

i−1
)
+ K

(
Tm

i−1
)
+ KC

(
Tm

i−1
)

, (6.3)

bm(Tm
i−1
)
=

1
∆t

C
(
Tm

i−1
)
· Tm−1 + q(tm) . (6.4)
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6.2 Methodology

6.2 Methodology

Assuming a proper node numbering, the entries of the coefficient matrix Am

as well as of the Cholesky decomposition Lm are assignable to the different
layers of the meshed geometry Θ. The Figure 6.2 shows that adding another
layer is an extension of the Cholesky decomposition. The calculation of a

Meshed
geometry Θ

Coefficient
matrix Am

Cholesky
decomposition Lm

z









Figure 6.2: Highlighting of the top layer elements (left) and the corresponding entries
of the coefficient matrix (middle) as well as of the Cholesky decomposition
(right).

matrix entry of Lm only requires the values to the left and above the entry
(cf. Subsection 2.4.2). Therefore, if the decomposition from the previous step is
known, only the corresponding entries have to be decomposed for an additional
layer. However, since temperature-dependent material parameters are used, all
entries, whose associated nodes have undergone a temperature change, differ
from the previous time step. The presented LBM-DSS transforms the system of
nonlinear equations accordingly, thus only a partial Cholesky decomposition is
required. This is equivalent to the fact, that, in a time step with no further layer,
the matrix Lm remains valid and no additional decomposition of the matrix is
necessary.

The LBM-DSS consists of three parts, which are presented in the following
subsections. First, the system of nonlinear equations is transformed by a split-
ting method into an iteration of systems of linear equations with an identical,
temperature-independent coefficient matrix. The presented node numbering for
layered meshes then only requires the partial decomposition of the coefficient
matrix when adding new domains.
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6 LBM-specific Direct Solving Strategy for Layer-Wise Growing Domains

6.2.1 Linearizing matrix splitting

The coefficient matrix Am(Tm
i−1) is split into a constant part corresponding to

Am at a prescribed temperature Tfix and a remaining temperature-dependent
part ∆Am, i. e.

Am(Tm
i−1
)
= Am(Tfix)− ∆Am(Tm

i−1
)

(6.5)

For simplification, the notation

Am
const := Am(Tfix) (6.6)

is introduced. The procedure for Stationary Iterative Methods according to
Equation 2.47 with the introduced splitting of the coefficient matrix is combined
with the linearization strategy from Equation 2.71 and results in the iteratively
solvable system of equations

Am
const · Tm

i = ∆Am(Tm
i−1
)
· Tm

i−1 + bm(Tm
i−1
)

(6.7)

or, in residual representation,

Am
const · ∆Tm

i = bm(Tm
i−1
)
− Am(Tm

i−1
)
· Tm

i−1 (6.8a)

= rm(Tm
i−1
)

(6.8b)

with Tm
i = Tm

i−1 + ∆Tm
i and the residual flux rm(Tm

i−1). Since the combination
with the linearization strategy changes the splitting of the matrix in each itera-
tion, the procedure is a Nonstationary Iterative Method. It is comparable to the
principle of a Quasi-Newton method, in which the coefficient matrix, respectively
the Jacobian matrix, is not updated.

6.2.2 Node numbering for layered meshes

The ascending node numbering is carried out for each layer, starting from the
lowest layer, using the following two-step permutation procedure:

1. Numbering of nodes that are not shared with other layers.
2. Numbering of nodes that are shared with the subsequent layer.

The build plate is interpreted in this case as an additional layer and thus also
as the lowest layer. The resulting structure of the coefficient matrix Am is illus-
trated in Figure 6.3. Explicit numbering of nodes within a set is not considered
in this thesis because it is not relevant for the applicability of the solving strat-
egy. However, an additional condition for the node numbering to reduce the
bandwidth is introduced in Subsection 6.4.3.
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Figure 6.3: Sparsity pattern of Am for an exemplary geometry with six layers and 7538
nodes, resulting from the presented permutation procedure; nodes numbered
according to step one (light gray background), nodes numbered due to step
two (dark gray background).

6.2.3 Partial Cholesky decomposition

For the sake of clarity, the introduction of the LBM-DSS initially distinguishes
between a further heating step for the current scan field and a time step in
which a new scan field is added. In the first case, Am−1

const = Am
const holds true for

the time step m to be solved by Equation 6.8, and thus Lm−1 = Lm also applies.
As a consequence, only a forward and a backward substitution corresponding
to

Lm · ∆ym
i = rm(Tm

i−1
)

, (6.9a)

Lm> · ∆Tm
i = ∆ym

i (6.9b)

is necessary for solving, since the Cholesky decomposition is already available.
Activating a new scan field affects the entries of the coefficient matrix that
belong to the elements of the newly added scan field. In generalized block
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6 LBM-specific Direct Solving Strategy for Layer-Wise Growing Domains

matrix representation, this means the coherence

Am−1
const =

Am−1
1 Am−1>

21 0

Am−1
21 Am−1

2 Am−1>
32

0 Am−1
21 Am−1

3

 , (6.10a)

Am
const =

Am−1
1 Am−1>

21 0
Am−1

21 Am
2 Am>

32
0 Am

32 Am
3

 (6.10b)

for the coefficient matrices Am−1
const ∈ RnΞ×nΞ and Am

const ∈ Rn′Ξ×n′Ξ . For the block
matrices specified in Equations 6.10

Am−1
1 ∈ Rn1×n1 , Am−1

21 ∈ Rn1×n2 , (6.11a)

Am−1
3 ∈ Rn3×n3 , Am−1

21 ∈ Rn2×n3 , (6.11b)

Am
3 ∈ Rn′3×n′3 , Am

32 ∈ Rn2×n′3 , (6.11c)

Am−1
2 , Am

2 ∈ Rn2×n2 (6.11d)

apply with the relations

n1 + n2 + n3 = nΞ, n1 + n2 + n′3 = n′Ξ (6.12)

and n3 ≤ n′3. A matrix entry Am
const,kl outside the diagonal (i. e. k 6= l) represents

an edge between two nodes rk and rl . The diagonal Am
const,kk indicates the node

rk itself. The matrix Am−1
1 contains the entries resulting from the nodes and the

edges between nodes of all previous layers, except the shared nodes with the
subsequent layer and the edges to these. Corresponding entries of the current
top layer are represented by the matrix Am

3 . The shared nodes and edges of
the previous layer with the current one are represented by the matrix Am

2 . The
edges to the shared nodes in the previous layer and in the current layer form
the matrices Am−1

21 and Am
32 respectively. An illustration of the block matrix

representation of Am
const in Equation 6.10b is provided in Figure 6.4.

Based on the known Cholesky decomposition Lm−1 of the coefficient matrix
Am−1

const in the block matrix representation corresponding to Equation 6.10, i. e.

Lm−1 =

Lm−1
1 0 0

Lm−1
21 Lm−1

2 0
0 Lm−1

32 Lm−1
3

 , (6.13)

the Cholesky decomposition for Am
const yields

Lm =

Lm−1
1 0 0

Lm−1
21 Lm

2 0
0 Lm

32 Lm
3 ,

 (6.14)
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Figure 6.4: Composition of the block matrix representation of Am
const in the case of three

layers; constant matrices (light blue) and changing matrices (dark blue) in
comparison to the coefficient matrix Am−1

const of the previous time step m− 1.

where the matrices Lm−1
1 ∈ Rn1×n1 , Lm−1

2 , Lm
2 ∈ Rn2×n2 and Lm−1

3 ∈ Rn′3×n′3 are
lower triangular matrices. Accordingly, the shares Lm−1

1 and Lm−1
21 are known.

The Cholesky decomposition uses previously calculated values to the left and
above to determine the current entry of the decomposition (cf. Equations 2.45).
As a consequence, the determination of the lower triangular matrix Lm requires
only a partial Cholesky decomposition of the coefficient matrix Am

const. The
entries of the matrix Lm

2 , Lm
3 and Lm

32 are obtained by

Lm
ll =

√√√√Am
const,ll −

l−1

∑
s=1

Lm
ls

2, (6.15a)

Lm
kl =

1
Lm

ll

(
Am

const,kl −
l−1

∑
s=1

Lm
ksLm

ls

)
, k > l (6.15b)

restricted to n1 < k, l ≤ n′Ξ. With the obtained Cholesky decomposition Lm,
Equation 6.7 is solved again according to Equations 6.9. For the decomposition
in the area of matrices Lm

3 and Lm
32 it is sufficient for the run variable s in

Equations 6.15 to start with s = n1 + 1, since the lower left block matrix of Lm
kl is
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6 LBM-specific Direct Solving Strategy for Layer-Wise Growing Domains

the zero matrix. However, this is implicitly taken into account later by a sparse
implementation that only uses the non-zero entries.

The relation of Equations 6.10 applies both to the activation of another scan field
within a layer and to the activation of the first scan field in a new layer. The
second corresponds to the special case n3 = 0. However, the previous time step
m− 1 refers to the last step in the last occurring ’Heating’ phase. The time step
size is included in the definition of the coefficient matrix (cf. Equation 6.3). The
coherence from Equations 6.10 is only guaranteed for time steps that fulfill the
requirement of the same time step size from Equation 6.1. The distinction for a
further heating step introduced at the beginning for reasons of understanding is
not necessary with the representation in Equations 6.10, because it corresponds
to the special case n′3 = 0.

6.3 Verification

The described procedure of the LBM-DSS allows the reuse of the already de-
composed coefficient matrix from the previous time step and thus exploits the
advantage of Direct Methods. Global convergence is not guaranteed because
of the necessary linearization due to the temperature-dependent material pa-
rameters (cf. Section 3.2). However, differences in material parameters due
to temperature dependence of metals are small; therefore, convergence is to
be expected in general. This section thus deals with the choice of a reference
temperature Tfix to ensure that this continues to be the case with the introduced
splitting method. Furthermore, the legitimacies of the assumed matrix struc-
tures in Equation 6.13 and Equation 6.14 are demonstrated. The presented
numbering of the nodes is not verified, since the resulting structure of the
coefficient matrix is directly apparent.

6.3.1 Convergence of the linearizing matrix splitting

The goal of this subsection is to gain knowledge about the convergence behavior
and to identify a range of permissible reference temperatures, to maintain con-
vergence by the additionally introduced splitting method. A splitting method
converges if and only if the spectral radius of the iteration matrix is smaller than
1 (cf. Subsection 2.4.2). As this criterion only holds for Stationary Iterative Meth-
ods, it also applies to the presented splitting approach, since it is interpretable
as stationary for each individual iteration i. The splitting approach corresponds
to an additional sub-iteration j with only one step for each iteration i according
to

Am
const · Tm

i−1,j+1 = ∆Am(Tm
i−1
)
· Tm

i−1,j + bm(Tm
i−1
)

(6.16)
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with

Tm
i−1,0 := Tm

i−1, (6.17)

Tm
i := Tm

i−1,1. (6.18)

If the spectral radius of the iteration matrix

Mm
i = (Am

const)
−1 · ∆Am(Tm

i−1
)

(6.19a)

= Im − (Am
const)

−1 · Am(Tm
i−1
)

, (6.19b)

with the unit matrix Im corresponding to the size of the matrix Am
const, is smaller

than 1 in each iteration i, then it is guaranteed that Tm
i−1,1 represents an improve-

ment of Tm
i−1 in relation to Tm

i . To ensure this, the parameter Tfix introduced by
the method is used.

In addition to the cuboid (cf. Figure 5.8) and strut (cf. Figure 5.19) geometries
used in Chapter 5, the spectral radius for different reference temperatures is
examined on a panel geometry (cf. Figure 6.5). For confidentially reasons, the
panel is not used in its original geometry. A modified form is used that still has
all relevant geometry features. As with the strut, this is a target component of
the MTU Aero Engines AG for the next generation of additive series production
(MTU AERO ENGINES AG 2018). Deviating from Chapter 5, however, the strut
is used with an LC height of 5 mm and corresponding 30 layers to demonstrate
the LBM-DSS on components with more than one element over the layer height.
The other values remain identical.
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Figure 6.5: Configuration of the benchmark geometry: Panel.
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For all three mentioned geometries, the spectral radius of Mm
i was determined

for all iterations i of the time steps m from the ’Heating’ phase and different
reference temperatures Tfix. The averaged spectral radii over all i and m are
plotted in Figure 6.6, as well as the corresponding standard deviations. A
calculation with one reference temperature was performed for each geometry,
and the resulting matrices Am(Tm

i
)

were used to determine the spectral radii
of Mm

i for further reference temperatures. Thus, the strictly theoretical results
of reference temperatures are obtained that lead to spectral radii greater than
one and would not allow further evaluations due to the consequent divergence.
Furthermore, the number of iterations i, and thus also the resulting matrices
Am(Tm

i
)
, depend on the selected reference temperature Tfix. However, the

choice of other reference temperatures to determine the matrices Am(Tm
i
)

led to
negligible differences in the resulting spectral radii of Mm

i , as it only influences
the number of iterations for convergence but not the limit itself. Therefore, the
results of all reference temperatures provided are based on the same matrices for
each geometry, even if the reference temperature itself produces a converging
method. Two equidistant heating steps, as well as one scan field for an entire
layer, together with the material Inconel 718 (POTTLACHER et al. 2002; SPECIAL
METALS CORPORATION 2007), were used. The number of heating steps ensured
that both the sudden energy input and the further propagation of the thermal
energy within the component are represented. The configuration with multiple
scan fields produces similar results and is therefore not presented for the sake
of clarity. Since the ’Cooling’ phase is not targeted by the LBM-DSS, it is not
considered in any evaluations that follow in this chapter.

All geometries indicate a similar dependence of the spectral radius on the refer-
ence temperature (cf. Figure 6.6). The convergence of the introduced splitting
approach is therefore considered to be independent of the underlying geometry.
This also explains why no further findings were obtained when several scan
fields were used, since these correspond to a deviation in the geometry. The
smallest mean spectral radius results for values around the 900 K range. At
the boundary areas, i. e. preheating temperature and solidus temperature, the
spectral radius increases. In the preheating temperature range, the mean spec-
tral radius exceeds 1 and therefore causes divergence. The standard deviation
is negligibly small for reference temperatures between 850 K and the solidus
temperature. For the selection of the reference temperatures close to the pre-
heating temperature, on the other hand, increasingly larger standard deviations
result. The reason for this is the iteration for the first time step in a new layer
(cf. Figure 6.7). The start vector Tm

0 is the temperature of the previous step Tm−1.
Due to the previous cooling of the layer, this temperature almost corresponds to
the preheating temperature. Accordingly, the matrix Am

const with reference tem-
peratures Tfix in this range initially approximates the matrix Am(Tm

1
)

very well,
resulting in a small spectral radius for Mm

1 . However, the correct temperature
gradient is formed over i iterations, which is why the approximation worsens
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Figure 6.6: Spectral radius of Mm
i averaged over all iterations i as a function of the refer-

ence temperature Tfix and the associated standard deviation; 20 values of Tfix
were evaluated, equidistantly distributed between preheating temperature
and solidus temperature; material: Inconel 718.

and the spectral radius also increases.

If convergence occurs, the solution of Equation 6.7 converges against the solu-
tion of Equation 2.71 with deviations in the range of the selected termination
criterion. However, the convergence of the initial Equation 2.71 and a selection
of the reference temperature with a spectral radius smaller than 1 for the itera-
tion matrix does not directly result in the convergence of the LBM-DSS. For the
two iterations i and j, the limits

lim
j→∞

Tm
i−1,j = Tm

i , (6.20a)

lim
i→∞

Tm
i = Tm (6.20b)

apply. Since only one step is performed for iteration j, there is a possibility
that Tm

i−1,1 approaches Tm
i , but the distance to Tm increases and is outside

the convergence radius for iteration i. This would be avoided by multiple
steps of sub-iteration j. In this case, assuming that iteration i converges, a
spectral radius smaller than 1 would be directly sufficient for the convergence
of the LBM-DSS. Nevertheless, the LBM-DSS was chosen with only one step
for iteration j. CalculiX CrunchiX provides extensive methods for checking
convergence, which are directly accessible by merging iterations i and j, but not
for solely j. Since, in this thesis, the Discretization and Algorithm Selection is in
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Figure 6.7: Spectral radius of M1
i for i iterations of the first time step in the first layer for

various reference temperatures Tfix; material: Inconel 718; part: Cuboid.

the foreground, rather than the implementation, existing routines were reused
as much as possible. These are already verified and optimized with regard to
computing time. Furthermore, the results in the next subsection demonstrate
that a single step is sufficient for iteration j. To check the convergence of the
sequence Tm

i−1,j, two to three iterations would be necessary in addition to each
iteration i and, in sum, more than the number resulting from using only one
iteration. With the aim of reducing computing time in this thesis, one iteration
for j thus represents the preferred method.

Divergence despite a spectral radius of the iteration matrix Mm
i smaller than 1

was only observed in the first time step when adding a new layer. However,
it is also possible to counteract this by the choice of the reference temperature.
Due to the use of the temperature vector from the previous time step of the
’Cooling’ phase as the start vector Tm

0 , it is farthest away from Tm. Figure 6.8
illustrates this with the representation of the maximum residual flux in each
layer over the iterations for each of the first two time steps. The uppermost layer
does not provide any changes, because the temperature there is given by the
Dirichlet boundary condition. As mentioned, the highest value of the residual
flux is obtained in the first iteration of the first time step. In addition, the first
time step shows that the residual flux initially occurs only in the two layers
below the newly activated one (Figure 6.8a). The divergence can be avoided
by selecting a reference temperature which better corresponds to the target
temperature in this range. With the choice Tfix > 1073.15 K, convergence is
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always obtained. In addition, it becomes apparent again why the preheating
temperature as reference temperature is initially a good choice for the matrix
Am

const.
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Figure 6.8: Maximal absolute residual flux per iteration and layer for the heating steps 1
and 2 in layer 20; the values are color coded with a linearized logscale between
0 and 1, i. e. a logarithmic scale is used except for the values between 0 and
1, for which a linear scale is used; Tfix = 873.15 K; material: Inconel 718; part:
Cuboid.

6.3.2 Partial Cholesky decomposition

Yet to be shown are the structure of the Cholesky decomposition Lm−1 from
Am−1

const in Equation 6.13 and the coherence between Lm−1 and Lm in Equa-
tion 6.14. Assuming a general Cholesky decomposition L of a matrix A with
the corresponding structure from Equations 6.10, i. e.

A =

 A1 A21
> 0

A21 A2 A32
>

0 A32 A3

 , L =

 L1 0 0
L21 L2 0
L31 L32 L3

 , (6.21)

the coherence
A1 = L1 · L1

> (6.22)
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results. Thus, L1 is the Cholesky decomposition of matrix A1; moreover, L1 is a
regular matrix. From this,

0 = L31 · L1
> ⇒ 0 = L31 (6.23)

follows, and therefore the proof for the structure in Equation 6.13. Equation 6.22
demonstrates that the Cholesky decomposition of A1 is independent of the
other matrices in the block representation. Accordingly, it follows from

A21 = L21 · L1
> ⇒ L21 = A21 ·

(
L1
>
)−1

(6.24)

that the share L21 of the Choleksy decomposition is only dependent on A1 and
A21. Transferred to Lm and the coherence in Equations 6.10, matrices Lm−1

1 and
Lm−1

21 apply accordingly to the decomposition in Equation 6.13.

6.4 Validation

The range from 1073.15 K to solidus temperature has been verified in the previ-
ous section as permissible for the parameter Tfix of the LBM-DSS and is now
validated in this section with regard to computing time. The LBM-DSS is
examined concerning the rate of convergence, computing time and a further
acceleration of the computing time by additional requirements to the sorting of
the node numbering. The validation of the LBM-DSS takes place with the con-
figurations already presented in the verification. This means that two heating
steps and a scan field were used for the geometries presented (cuboid, panel
and strut). In each case, the conventional procedure of Subsection 2.5.4 with
the standard Cholesky method is used as a reference. This entire procedure is
referred to below as ’Standard Cholesky’.

The LBM-DSS was implemented in ccx. The modified source code is available
at the media and publications repository of the Technical University of Munich
(BANTE et al. 2019). For pre- and post-processing, the routines of ccx are used.
The solving of the actual system of equations, i. e. the decomposition of the
matrix, as well as forward and backward substitution, is performed with custom
routines. This applies both to the calculations with the method and to the
determination of the reference solution without the method. Existing routings
in ccx were deliberately not used for this purpose, as the focus is on validating
the LBM-DSS. Falsification of the results, e. g. by a special decomposition or
parallelization, is thus prevented.
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6.4.1 Rate of convergence

The literature states that as the spectral radius of the coefficient matrix becomes
smaller, the splitting methods converge faster, as the spectral radius represents
an upper limit for the convergence rate (SAAD 2003). Based on the results from
Figure 6.6, it is therefore assumed that the LBM-DSS with Tfix = 1073.15 K leads
to the fewest iterations and thus to the shortest calculation time. As mentioned
in the previous section, the LBM-DSS only executes one iteration of the splitting
procedure. It is therefore important to check whether this statement is valid.
The results reveal a linear curve of the spectral radius (cf. Figure 6.6) in the
range of the permissible values for the reference temperature Tfix. Therefore,
the values Tfix = 1073.15 K and Tfix = 1473.15 K at the margins are used for the
validation.

The rate of convergence describes the relative decrease of the deviation of a
sequence from the limit in an iteration and thus also the required number of
iterations. First, the number of iterations for different geometries is evaluated.
Figure 6.9 provides the average number of iterations required for each heating
step averaged over all layers. For the respective solvers, only small deviations
occur in the necessary iterations for the different geometries. The Standard
Cholesky requires the least number of iterations. The highest number of itera-
tions results for the LBM-DSS with Tfix = 1473.15 K. The assumption of faster
convergence due to the smaller spectral radius is therefore still valid. Compared
to the Standard Cholesky, the LBM-DSS requires approximately 2 to 2.5 times
more iterations. This also shows the result, presented in Subsection 6.3.1, that
a single iteration for the splitting procedure leads to a similar total number of
iterations as a full iteration. The use of a single iteration is therefore sufficient
for the splitting approach.

Similar to the number of iterations, the development of the residual is almost
independent of the geometry and the heating step. The maximum residual
in each iteration for the second heating step in the second layer of the panel
geometry in Figure 6.10 is therefore representative for the remaining geometries
and time steps. All approaches to solving the system of nonlinear equations
show linear convergence, but with a different rate of convergence. The average
convergence rate for the Standard Cholesky is 0.11. A convergence rate of 0.41
(Tfix = 1073.15 K) or 0.51 (Tfix = 1473.15 K) applies to the LBM-DSS. Taking
into account the corresponding spectral radii of 0.48 (Tfix = 1073.15 K) and
0.59 (Tfix = 1473.15 K), these therefore still represent an upper limit for the
convergence rate (cf. Equation 2.50).
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Figure 6.9: Required iterations for the Standard Cholesky and the LBM-DSS with different
reference temperatures and various geometries; material: Inconel 718.

6.4.2 Calculation time

The previous section demonstrated that, although the LBM-DSS has linear
convergence like the Standard Cholesky, it requires 2 to 2.5 times as many
iterations. However, considering the calculation time required, it is apparent
that the LBM-DSS is nevertheless significantly faster than the Standard Cholesky
(cf. Figure 6.11). Even for geometries with a small number of nodes, such as the
cuboid, the LBM-DSS results in a reduction of computing time by more than
93 %. For meshes with a significantly higher number of DoFs, such as the strut,
computing times are achieved which correspond to approximately 2 % of those
of the standard procedure.

As for the LBM-MM, all simulation runs were performed on a virtual machine
with SUSE Linux, 16 cores and 32 GB RAM on a Windows workstation. Again,
the results with the lowest computing time are used, since these are the cal-
culations with the least secondary activities of the workstation and thus best
represent the actual computing time for the calculation itself. The node number-
ing from Subsection 6.2.2 was used both for the simulations with the Standard
Cholesky and with the LBM-DSS.

Splitting methods have a slow convergence compared to other methods. The
presented LBM-DSS, however, allows the avoidance, or reduction for new areas,
of the costly Cholesky decomposition. The effort for solving an iteration with
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Figure 6.10: Maximal absolute residual flux per iteration in heating step 2 of layer 2;
material: Inconel 718; part: Panel.

the Standard Cholesky consists of the decomposition of the coefficient matrix
Am ∈ RnΞ×nΞ and the subsequent forward and backward substitution. Due to
the sparse implementation, only non-zero entries of vectors and matrices are
considered in the calculation. Therefore, it is not possible to deduce the effort
directly from the matrix size. However, the Cholesky decomposition partially
fills the lower triangular matrix within diagonals and the farthest point of the
respective row, although the corresponding entries of the coefficient matrix are
zero. For this reason, the bandwidth kd is used to approximate the effort. The
decomposition of the coefficient matrix requires nΞkd

2

6 operations. In addition,
nΞkd

2 operations are necessary for forward and backward substitution. With an
assumed iteration number of itotal ∈N, the total effort of the Standard Cholesky
is

itotal

(
nΞkd

2

6
+

nΞkd
2

)
. (6.25)

For the LBM-DSS, the decomposition of the coefficient matrix is only necessary
in the first iteration. Assuming a greater number of iterations required by the
factor cfac ∈ R compared with the standard method, the total effort is

nΞkd
2

6
+ cfacitotal

(
nΞkd

2

)
. (6.26)
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Figure 6.11: Relative calculation times for the Standard Cholesky and the LBM-DSS with
different reference temperatures and various geometries; 2 heating steps per
layer; material: Inconel 718.

This results in a lower effort for the LBM-DSS compared to the Standard
Cholesky as long as the following applies:

cfac <
(itotal − 1) kd

3 + 1
itotal

. (6.27)

With bandwidths that are usually significantly larger than the number of iter-
ations itotal, this clearly exceeds the value of 2 to 2.5 received for cfac (cf. Fig-
ure 6.9).

The previous statement considers only the case of the very first time step, in
which the decomposition of the coefficient matrix for the Standard Cholesky
and the LBM-DSS are identical. For time steps, in which only a partial Cholesky
decomposition takes place or no decomposition at all is necessary, the effort is
once again lower compared to the Standard Cholesky. This becomes apparent
when considering the required computing times for the individual steps, which
are illustrated in Figure 6.12.

The increase in computing time is steeper for the Standard Cholesky than for
the LBM-DSS (Figure 6.12a). Already in the first time step, where the same
decomposition takes place, the LBM-DSS is significantly faster (Figure 6.12b).
If only partial decomposition is carried out, a further reduction is evident
(Figure 6.12c). While the effort for the decomposition due to the growing area
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Figure 6.12: Distribution of the calculation time among the time steps; 2 heating steps per
layer; material: Inconel 718; part: Cuboid.

also increases with the Standard Cholesky, it remains roughly the same with
the LBM-DSS.

6.4.3 Improved node numbering

With regard to the effort in Equation 6.26 to solve a system of equations, it
becomes apparent that the matrix structure, or more precisely the bandwidth,
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has a significant influence on it. This applies to both decomposition and substi-
tution. In addition to the node numbering introduced in Subsection 6.2.2, which
is necessary for the application of the method, an enhancement is presented to
further reduce the bandwidth of the coefficient matrix. In comparison to the
already introduced node numbering, the set of nodes not shared by two layers
is further differentiated. Starting from the lowest layer, all nodes of a layer are
numbered in ascending order according to the following procedure:

1. Numbering of nodes that are not shared with other layers.
a) Numbering of nodes that are connected to nodes shared with the

previous layer.
b) Numbering of nodes that are not connected to nodes shared with

the previous layer or to nodes shared with the subsequent layer.
c) Numbering of nodes that are connected to nodes shared with the

subsequent layer.
2. Numbering of nodes that are shared with the subsequent layer.

A comparison of the different ordering strategies is illustrated in Figure 6.13.
Besides the node numberings presented in this thesis, the sorting of NIKOUKAR
et al. (2013) is provided.

Figure 6.13 illustrates how the ordering strategy from Subsection 6.2.2 first
reduces the overlap of two subsequent layers, and, as a consequence, the num-
bering of each layer becomes more compact. The strategy presented in this
subsection then affects the bandwidth of each layer and consequently the band-
width of the entire coefficient matrix. The sorting is accompanied by a band-
width reduction by almost 60 % and more than 35 % fewer non-zero entries in
the lower triangular matrix of the Cholesky decomposition.

Figure 6.14 contains the comparison of the computing time for the different or-
dering strategies. Apart from that, the results were determined under the same
configurations for the simulation runs as in the validation in Subsection 6.4.2.
With the sorting of the node numbering presented in this subsection, a further
reduction of the computing time by almost 10 % was achieved. The Standard
Cholesky even achieves a saving of 12.1 % of computing time.

6.5 Summary

In this chapter, the LBM-DSS for solving of the system of nonlinear equations ob-
tained in the ’Heating’ phase of the simulation of LBM has been presented. The
LBM-DSS exploits the potential of Direct Methods by reusing the decomposition
of the coefficient matrix and considering the layered mesh structure.

A splitting approach initially ensures that the coefficient matrix to be solved
no longer depends on the temperature of the current time step. Due to the
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(a) Ordering Strategy: NIKOUKAR et al. (2013), bandwidth 3734 (left),
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(b) Ordering Strategy: Subsection 6.2.2, bandwidth 2062 (left),
Cholesky decomposition with 1 254 882 non-zero entries (right).
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(c) Ordering Strategy: Subsection 6.4.3, bandwidth 1506 (left),
Cholesky decomposition with 1 003 836 non-zero entries (right).
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Figure 6.13: Sparsity pattern of A (right) and corresponding Cholesky decompositions L
(left) for different ordering strategies, exemplarily illustrated for layers 5 to 8;
left: nodes of a layer are highlighted (gray); part: Strut.
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Figure 6.14: Relative calculation times obtained for different ordering strategies; 2 heating
steps per layer; material: Inconel 718; part: Strut.

additional consideration of the layered mesh structure in the presented node
numbering, the decomposition of the previous time step remains valid in the
already present layers if an additional layer is activated. As a consequence,
only a partial decomposition of the coefficient matrix is necessary in this case.
Although this increases the number of iterations, the overall effort is signif-
icantly lower than the usual procedure with a full Cholesky decomposition
and fewer iterations. However, whether the LBM-DSS converges, depends on
the introduced parameter Tfix. With Tfix > 1073.15 K, a range was determined
which always ensured convergence. In the case of the strut, the calculation time
was reduced by more than 98 % by using the LBM-DSS.

At this point it should be mentioned that, though very high reductions of
the computation time were achieved using the LBM-DSS compared to the
Standard Cholesky, solvers are already available which are clearly faster than the
Standard Cholesky. The solver PARDISO from the Intel MKL, usable with ccx,
for example, provides calculation times below the presented LBM-DSS. Among
other things, it exploits the memory hierarchy of the processor architecture,
as well as algorithms for parallelization. However, the presented LBM-DSS
constitutes both a solver on its own and a solving strategy. PARDISO can also be
used for the subtasks of the LBM-DSS, i. e. for the partial matrix decomposition,
as well as for the forward and backward substitution. The computing time
advantages of PARDISO are directly transferable to the individual subtasks.
The achievable explicit calculation time savings, however, depend on the ratio
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of decomposition to forward and backward substitution of PARDISO.
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7.1 Summary

As a result of selective solidification by a laser, thermally induced residual
stresses and distortions outside the tolerance occur in Laser Beam Melting
(LBM). One measure to counteract is to compensate for the distortions by pre-
deformation. For this purpose, the component is manufactured and measured
and the distortions are applied inverted to the geometry. Due to non-linearity,
several of these iterations are necessary. This procedure is not only cost-intensive
due to the personnel, material and system demand, but also is not feasible for
areas of the part that are not accessible for measuring instruments. For this
reason, simulation programs are currently being used to simulate the buildup
process and predict warpage. However, due to the different temporal and
spatial scales, as well as the physical phenomena involved in LBM, the com-
putation times of detailed models are very long. To accelerate the simulation,
different modeling assumptions are made, which in turn reduce the quality
of the results. Initial approaches have already shown that Discretization and
Algorithm Selection according to Figure 1.2a is capable of drastically reducing
computing time without simplifying the model.

This thesis has therefore explored the adaptation of numerical methods for the
simulation of the temperature field during the buildup process in LBM. The
aim was to enable the use of detailed Conceptual Models and thus to further
increase the significance of the simulation. These models require both a finer
temporal and spatial discretization. This results in larger systems of equations,
which also have to be solved more frequently.

The simulation of LBM consists of the two alternating phases ’Heating’ and
’Cooling’, in which the thermal load is successively applied to the various scan
fields of a layer. The layer then cools down. In addition, the entire part is cooled
from preheating temperature to room temperature after the manufacturing
process of all layers. Compared to the other two phases, however, this occurs
only once at the end, and its computing time is therefore negligible. The
numerical consideration of the unsteady heat equation includes the spatial
and temporal discretization, as well as the solution of the resulting system of
equations. For this thesis, independent numerical methods for all three steps
were developed for the special requirements of LBM. These address the greatest
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challenges resulting from the use of more detailed models. The developed
methods also target the different phases of modeling.

The Parameterized eXtended Finite Element Method (PXFEM) was developed
for the energy input into a scan field, which avoids a fine spatial discretization.
This is the use of the eXtended Finite Element Method (XFEM) with parame-
terized enrichment functions that disappear on the boundaries of the elements
(v|∂εu = 0). The shape functions of the Finite Element Method (FEM) therefore
continue to determine the nodal values, while the enrichment functions com-
pensate for the inadequacies of the linear elements in the representation of steep
gradients. The parameterization variable was transferred to the system of equa-
tions as an additional Degree of Freedom (DoF) and solved in conjunction with
the values of the nodes. The enrichment with several approach functions for
the representation of a temporal progression was therefore not necessary, since
this was done via parameterization. In the considered cases a mesh refinement
by a factor of 6 was necessary for the FEM to achieve a smaller error than the
presented PXFEM.

The LBM Multirate Method (LBM-MM) addressed the temporal discretization
during the cooling of each layer. Layers were dynamically partitioned into
components with different time steps, taking into account the additional layers
throughout the buildup process. The method achieved a reduction of the
computing time by up to 60.55 %.

The LBM-specific Direct Solving Strategy (LBM-DSS) allowed the reuse of
the Cholesky decomposition despite a system of nonlinear equations, and
thus exploited one of the greatest advantages of Direct Methods. Using a
splitting approach, the temperature-dependent part of the coefficient matrix was
transferred to the right side of the system of equations. Due to the consideration
of the layer affiliation of nodes in the numbering, only partial decomposition
was necessary when adding new areas. Thus, the LBM-DSS addresses not only
the heating of individual layers, but the method is a holistic approach that takes
into account the ’Heating’ phase of all layers. The overall calculation time of
the ’Heating’ phase was reduced by almost 99 % in the application example.

A summary of the methods and results is provided in Figure 7.1. These results
are based on the consideration of the material parameters for Inconel 718, as well
as the machine data of the manufacturing system EOS M270, and are therefore
not generally valid. However, the procedure used to determine the results
is generally valid, and the methods developed are applicable with arbitrary
material parameters and machine data.
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LBM-specific Direct

Solving Strategy (LBM-DSS)

- Solving the system of equations
- Linearizing splitting method
- Node numbering
- Partial Cholesky decomposition

−98.46 %

Scan field
Parameterized eXtended

Finite Element Method (PXFEM)
- Spatial discretization
- Steep spatial gradients
- Extrinsic enrichment
- Parameterized enrichment functions

−5/6 DoFs

Cooling
LBM Multirate Method (LBM-MM)

- Temporal discretization
- Local time step size
- Dynamic partitioning of the layers
- Consideration of a growing system

−60.55 %

Figure 7.1: Summary of the results and achievements of the developed methods for
Inconel 718 and an EOS M270 manufacturing system.
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7.2 Economic Evaluation

While the technical evaluation of the methods took place in the respective
verification and validation sections, a final economic evaluation is carried out.
This includes the LBM-MM and LBM-DSS. The PXFEM is not considered in
this context. Although it was shown that a reduction in the DoFs was achieved,
no statement could be made about the associated reduction in the computing
time due to the low degree of maturity. An economic classification is therefore
currently not possible. Furthermore, the term ’CalculiX CrunchiX (ccx) Additive
Manufacturing (AM)’ includes the adapted source code of ccx (BANTE et al.
2019), which contains the implementation of both methods, as well as the
program34 for creating an input script for the simulation of LBM.

The distortion simulation of LBM is used in process design and partially replaces
the necessary iterations of test production to determine the correct adaptation of
the geometry and to compensate for the process-inherent distortions. Although
the developed numerical methods allow the use of more detailed Conceptual
Models and thus the saving of further iterations, an economic evaluation is
carried out only with regard to the saving of computing time, and not with
regard to the avoidance of test productions. The economic evaluation thus
follows the primary goal of this thesis, which was to accelerate the simulation.

A cost comparison is made on the basis of the hourly rates. In addition to accel-
erating the computing procedure, the aim of this thesis was the freely accessible
dissemination of the findings and the methods developed. Therefore, the use
of Free Software35 was a central component, since existing simulation models
are currently mainly based on commercial programs. Proprietary software
therefore serves as a comparison.

The values used for the cost comparison are listed in Table 7.1. In addition
to the data for the software, the data for the required hardware is also listed.
A workstation is mentioned, whereby simulations are also executable on a
personal computer. The price already includes the necessary peripherals such
as a screen, a mouse, a keyboard and sufficient memory. All information refers
to customary values. Some are nevertheless explained in detail.

The indicated depreciation periods refer to the depreciation table for generally
usable fixed assets of the German Federal Ministry of Finance (BUNDESMINIS-
TERIUM FUER FINANZEN 2000). For the two software programs, an availability
of 100 % is indicated, but maintenance work in the form of e. g. updates is

34https://gitlab.lrz.de/flayerbein/ascent.git
35"users have the four essential freedoms: (0) to run the program, (1) to study and change the program

in source code form, (2) to redistribute exact copies, and (3) to distribute modified versions" (FREE
SOFTWARE FOUNDATION 2018; STALLMAN & GAY 2002)
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7.2 Economic Evaluation

Table 7.1: Data used for cost comparison of the software solutions and hardware.

Designation Unit Proprietary
software ccx AM Work-

station

Purchase price EUR 100 000 0 7000
Depreciation period a 5 5 3
Replacement value % 0 0 8
Availability % 100 100 95
Imputed interest rate % 2.75 2.75 2.75
Floor space required m2 - - 2.5
Monthly rent EUR/m2 - - 16.9
Nominal capacity kW - - 0.7
Electricity price EUR/kW - - 0.3
Power exploitation % - - 90
Relative maintenance costs % 10 0 10
Fixed maintenance costs EUR/a 0 6000 0

also necessary, and they are not available at all times. Usually, however, these
processes go hand in hand with the maintenance of the workstation and are
therefore taken into account via its availability. The imputed interest rate refers
to the value set by the Munich City Council for 2019 (CITY COUNCIL MUNICH
2018). The area of the required workplace is composed of the minimum size
of the movement area while sitting and standing (1.5 m2) and the rounded
minimum size of the usable work area (0.96 m2) (FEDERAL INSTITUTE FOR
OCCUPATIONAL SAFETY AND HEALTH 2013). If the workstation is only used
via remote access, the space requirement must be reduced accordingly. In this
case, labor law regulations are no longer to be observed. The stated monthly
rental costs per square meter correspond to the average value for office space in
Munich (STATISTA GMBH 2018). Usually, the maintenance costs for hardware
and software refer to the purchase price. In the case of free software, a com-
mon business model is to provide it free of charge. Consulting, training and
customization are then provided for a fee. An amount of 6000 EUR a−1 is ap-
plied here. However, due to the open source code, free software also offers the
potential to build up personal know-how and to perform services by oneself.

Since the simulation is usually started automatically, its use is not limited by
weekends or holidays. Thus, the availability of 95 % results in 8322 h/a for the
service life of the software. Together with the values in Table 7.1, this results
in the annual costs listed in Table 7.2. Considering the costs of the workstation
required, the implementation in a freely available software with open source
code results in a reduction of the annual costs up to 38.96 % compared to the
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Table 7.2: Annual breakdown of the costs for a proprietary software, the free open source
software ccx AM and a workstation.

Designation Unit Proprietary
software ccx AM Work-

station

Imputed depreciation EUR/a 20 000 0 2652.63
Imputed interest EUR/a 1375 0 103.95
Space costs EUR/a 0 0 507
Maintenance costs EUR/a 2000 6000 252
Energy costs EUR/a 0 0 1572.86

Total costs EUR/a 23 375 6000 5088.44

proprietary software.

The efficiency of the simulation is now considered for further evaluation of
the developed methods. In addition to the calculation time for the thermal
analysis, this also includes the calculation time for the mechanical analysis. A
general statement is not possible, since the distribution of the individual times
depends strongly on the considered part. Under certain assumptions, however,
relative statements are possible. It is assumed that the phases ’Heating’ and
’Cooling’ are equally distributed and each comprises half of the calculation time
of the thermal calculation. The ’End Cooling’ phase is neglected. The share of
the mechanical analysis in the total computing time is essentially larger, since
each node has three DoFs compared to one in the thermal analysis. Due to the
known temperature, there are no nonlinearities as a result of the temperature-
dependent material parameters. However, nonlinearities arise due to plasticity.
The different nonlinearities of the thermal and mechanical analysis lead to
varying proportions of the total computing time. In most cases, however, the
proportion of the thermal calculation lies between 15 % and 35 %. Based on
the assumptions made and within this interval, the total computing time is
reduced by 4.54 % to 10.60 % when using the LBM-MM and by 7.43 % to 17.33 %
when using the LBM-DSS (cf. Figure 7.2). Including the difference of the annual
costs, this means that the costs for the calculation of one part with the LBM-MM
are 65.17 %, and with the LBM-DSS 67.79 %, cheaper compared to the use of
proprietary software.

7.3 Outlook

Although both the LBM-MM and the LBM-DSS are already integrated into the
FEM program ccx, they represent independent methods in the implementation

146



7.3 Outlook

15 20 25 % 35

80

85

90

%

100

Time share of the thermal analysis

R
ed

uc
ti

on
of

th
e

to
ta

lc
om

pu
ti

ng
ti

m
e

LBM-MM LBM-DSS

Figure 7.2: Reduction of the total computing time by the LBM-MM and the LBM-DSS.

thus far. Here it is necessary to find approaches to unite the two methods. Since
the LBM-DSS uses the Cholesky decomposition from the previous heating step,
it is necessary to efficiently provide this despite of an interim ’Cooling’ phase.
This especially concerns phase 4, ’Computer Programming of the Discrete
Model’, in the classification of Modeling and Simulation (M&S) by OBERKAMPF
et al. (2002) (cf. Figure 1.2). In addition, the integration of the solver PARDISO
available in ccx into the LBM-DSS promises further savings in computing
time.

The PXFEM revealed a significant reduction in the DoFs in the one-dimensional
case. Even if the refinement of elements in the multi-dimensional case is ac-
companied by a proportionally higher increase in DoFs, and the application
of the PXFEM thus holds even greater potential, the applicability has yet to be
proven. For this purpose, the degree of maturity must be increased and suitable
enrichment functions have to be identified.

The developed methods are a further step towards a simulation of LBM that
takes into account all effects that contribute to dimensional deviations (cf. Fig-
ure 1.1). The next step must be to reduce the calculation time of the mechanical
analysis following the temperature field calculation. On the one hand, adapted
numerical methods must be developed. However, with increasingly temporally
and locally detailed temperature fields, the naive application of temperatures as
loads no longer seems efficient, especially in view of the fact that, in mechanics
with the displacements in all three spatial directions, a threefold number of
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7 Conclusion

DoFs results as compared to the temperature field calculation. Therefore, new
Conceptual Models for the mechanical part of the simulation are required. As
stated in the introduction, the thermomechanical model and the model based
on the inherent strain method jointly cover all effects. One possible future
approach is to combine both models. The distortions resulting from the melting
in the upper part of the component are covered by the inherent strain method.
The calculated transient temperature field is only used for deeper layers. Thus,
it is only necessary to use the time step, at which the penetration depth has
reached the respective uppermost layer. This goes hand in hand with a signifi-
cantly reduced number of time steps used, since the fine temporal resolution is
necessary for the top layers in particular and is therefore not required for the
lower portion of the part.

Also conceivable is an additional step preceding the mechanics which analyzes
the entire transient temperature field of each heating-cooling cycle and deter-
mines a local strain tensor for each area of the component on the basis of the
temperature gradients. In addition to the initial application of the inherent
strain when activating the layer, the update is carried out when adding each
new layer, and the heat flux due to the solidification of the new layer is taken
into account. This model would mean a significant saving of computing time
for the mechanical analysis, since only one calculation step is necessary for each
layer and it would be, at the same time, complete with regard to the occurring
effects that contribute to the dimensional deviations in LBM (cf. Figure 1.1).
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A Appendix

A.1 Determination of the Penetration Depth for the Solution of
the Semi-Infinite Heat Equation with an Initial Energy Deposi-
tion

A domain with constant temperature distribution is assumed, which only un-
dergoes a temperature change in the region 0 ≤ x ≤ ded at time t = 0, i. e.
T0 = T0,2. The temperature at point x = 0 is used for the wall temperature
Tw(t), as it corresponds to the highest temperature difference compared to the
initial temperature throughout entire period under consideration.

Tw(t) =
(
T0,1 − T0,2)

2

[
erf
(

ded√
4at

)
+ erf

(
ded√
4at

)]
+ T0,2 (A.1)

=

(
T0,1 − T0,2)

2
2 erf

(
ded√
4at

)
+ T0,2 (A.2)

Since the region from 0 to ded has already undergone a temperature change,
the penetration depth is shifted by ded. Thus, for the determination of the
penetration depth for the analytical solution of an initial energy deposition
(Equation 2.25), the equation

Tw(t)− T(ded + δ(t) , t)
Tw(t)− T0,2 = 0.99 (A.3)

⇒
2 erf

(
1√
4at

)
−
[
erf
(

2+δ√
4at

)
+ erf

(
−δ√
4at

)]
2 erf

(
1√
4at

) = 0.99 (A.4)

has to be solved. Without loss of generality, ded = 1 was used due to the
proven convertibility of different solutions by a characteristic factor x̄ (cf. Sub-
section 2.3.2). Summarizing the terms results in

0.02 erf
(

1√
4at

)
−
[

erf
(

2 + δ√
4at

)
+ erf

(
−δ√
4at

)]
= 0 (A.5)

Due to the numerous appearing error functions, a direct solution depending
on the variables a and t, as in Equation 2.33, is not possible. The equation
is therefore solved for different explicit values at and a regression analysis is
performed.
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The analytical solutions for a heating rod (cf. Equation 2.21) as well as for the
considered deposition of energy at the boundary (cf. Equation 2.25) are thermal
processes in which the energy propagates from one side of the domain. For
this reason it is expected that the temporal behavior of the penetration depth is
similar. Therefore, a root function as in the penetration depth for the heating
rod in Equation 2.33 is used for the model function fmodel : R≥0 → R of the
regression analysis, but it is supplemented by a correction polynomial of first
order to take into account differences in the propagation of the temperature
front. Two regression analyses are performed with the model function

fmodel(x) = p1
√

x + p2x + p3 (A.6)

and the parameters p1, p2, p3 ∈ R are to be determined.

First, an analysis is carried out to determine the penetration depth for small
values at � 3 mm2 and then for large values 1 mm2 � at. In the former
case, the parameter p3 = 0 is selected in advance to ensure that the function
searched for passes through the origin. In both analyses, 30 data points are
generated from Equation A.3. In the case of small values at, the data points
are logarithmically distributed in the interval from 1× 10−7 mm2 to 3 mm2 to
assure especially accurate approximations close to the origin. The data points of
the regression analysis for the large values at are distributed equidistantly in the
interval from 1 mm2 to 50 mm2. The results36 of the regression analyses using
MATLAB are displayed in Table A.1. In both cases, a standard fit error of less than

Table A.1: Determined parameter by the regression analyses.

at� 3 mm2 1 mm2 � at

p1 2.86 3.86

p2 in mm−1 3.74× 10−1 8.12× 10−3

p3 in mm 0 6.60× 10−1

1.4× 10−2 was achieved, i. e. the data points are, on average, 1.4× 10−2 % of
their δ value away from the fitted function. The best possible approximation is
not claimed by the model function in Equation A.6, but the accuracies achieved
are sufficient for the considerations in the context of this thesis.

36ZELLER & ZAEH (2019), penetration_depth.m
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A.2 Cardinality of a Full Factorial Design of Experiments for an Arbitrary
Number of Components of the Cuboid Structure

A.2 Cardinality of a Full Factorial Design of Experiments for an
Arbitrary Number of Components of the Cuboid Structure

A parameter combination of the LBM-MM with hmr components corresponds
to the selection of hmr − 1 values from the set Π of possible component-specific
calculation intervals as well as from the set Ψ of possible numbers of layers
before a component starts. The sequence is not relevant, since it results from the
selected values. In addition, the values for the first component are not selected,
as they are fixed at [(0, 1)]. This is a combined urn problem and the number
of possible parameter combinations for each kind of boundary condition is
therefore calculated via

min(|Π|,|Ψ|)

∑
s=1

(
|Π|

s

)(
|Ψ|

s

)
. (A.7)

In the case of the cuboid structure (cf. Figure 5.8) the following applies:

Π = {2, 4, 8, 16, 32, 64} , |Π| = 6, (A.8)

Ψ = {1, 2, . . . , 20} , |Ψ| = 20, (A.9)

and this results in
6

∑
s=1

(
6
s

)(
20
s

)
= 230 229. (A.10)

This applies both to the LBM-MM with the Dirichlet boundary condition and
with the adiabatic boundary condition. Overall, this leads to 460 458 possible
parameter combinations.
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A.3 Data of the Chapter 4: Parameterized XFEM

A.3.1 Subsection 4.3.2: Spatial gradient within one layer

Nodal temperature values Tm
n

Table A.2: Data of Figure 4.4, FEM.

z in mm T1 in K,
t = 0.09 s

T2 in K,
t = 0.18 s

T3 in K,
t = 0.27 s

T4 in K,
t = 0.36 s

0 1,523.15 1,523.15 1,523.15 1,523.15
5 385.67 415.88 444 470.22

10 345.98 340.74 337.15 335
15 354.73 355.57 355.85 355.69
20 352.8 352.68 352.72 352.86
25 353.23 353.24 353.21 353.16

Table A.3: Data in Figure 4.4, ’Exp’.

z in mm T1 in K,
t = 0.09 s

T2 in K,
t = 0.18 s

T3 in K,
t = 0.27 s

T4 in K,
t = 0.36 s

0 1,523.15 1,523.15 1,523.15 1,523.15
5 342.63 329.03 315.64 307.95

10 355.47 358.01 359.95 360.13
15 352.64 352.18 351.96 352.19
20 353.26 353.34 353.35 353.25
25 353.13 353.11 353.12 353.15

176
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Table A.4: Data in Figure 4.4, ’Erf’.

z in mm T1 in K,
t = 0.09 s

T2 in K,
t = 0.18 s

T3 in K,
t = 0.27 s

T4 in K,
t = 0.36 s

0 1,523.15 1,523.15 1,523.15 1,523.15
5 353.15 353.76 357.08 364.23

10 353.15 353.02 352.31 350.9
15 353.15 353.18 353.33 353.6
20 353.15 353.14 353.11 353.06
25 353.15 353.15 353.16 353.17

Table A.5: Data in Figure 4.5, ’Exp diff’.

z in mm T1 in K,
t = 0.09 s

T2 in K,
t = 0.18 s

T3 in K,
t = 0.27 s

T4 in K,
t = 0.36 s

0 1,523.15 1,523.15 1,523.15 1,523.15
5 353.14 353.02 352.78 353.52

10 353.15 353.18 353.23 353.05
15 353.15 353.14 353.13 353.18
20 353.15 353.15 353.15 353.14
25 353.15 353.15 353.15 353.15

Table A.6: Data in Figure 4.7, ’Exp diff trans’.

z in mm T1 in K,
t = 0.09 s

T2 in K,
t = 0.18 s

T3 in K,
t = 0.27 s

T4 in K,
t = 0.36 s

0 1,523.15 1,523.15 1,523.15 1,523.15
5 353.08 355.81 362.61 373.23

10 353.17 352.56 351.18 349.24
15 353.15 353.28 353.56 353.9
20 353.15 353.12 353.07 353.01
25 353.15 353.16 353.17 353.18
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Table A.7: Data in Figure 4.7, ’Erf trans’.

z in mm T1 in K,
t = 0.09 s

T2 in K,
t = 0.18 s

T3 in K,
t = 0.27 s

T4 in K,
t = 0.36 s

0 1,523.15 1,523.15 1,523.15 1,523.15
5 353.15 353.15 353.15 353.29

10 353.15 353.15 353.15 353.12
15 353.15 353.15 353.15 353.16
20 353.15 353.15 353.15 353.15
25 353.15 353.15 353.15 353.15
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A.3 Data of the Chapter 4: Parameterized XFEM

Parameterization variables ζn,o

Table A.8: Data in Figure 4.6, ’Exp’ and ’Exp diff’.

t in s ζopt ζ1,2, Exp ζ1,2, Exp diff
9 · 10−2 6.14 28.11 31.25

0.18 4.17 10.7 12.58
0.27 3.2 6.39 7.8
0.36 2.6 4.52 5.67

Table A.9: Data in Figure 4.6, ’Erf’.

t in s ζopt ζ1,2, Erf
9 · 10−2 9 · 10−2 9.01 · 10−2

0.18 0.18 0.18
0.27 0.27 0.27
0.36 0.36 0.37

Table A.10: Data in Figure 4.8, ’Exp trans diff’.

t in s ζopt ζ1,2, Exp trans diff
9 · 10−2 2.65 · 10−2 2.11 · 10−2

0.18 5.76 · 10−2 4.89 · 10−2

0.27 9.75 · 10−2 8.53 · 10−2

0.36 0.15 0.13
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Table A.11: Data in Figure 4.8, ’Erf trans’.

t in s ζopt ζ1,2, Erf trans
9 · 10−2 3.33 12.48

0.18 2.36 5.4
0.27 1.92 3.49
0.36 1.67 2.65

Error e

Table A.12: Data in Figure 4.9 and Figure 4.10, FEM.

Element εu

Error e
in mm

1
2 K,

t = 0.09 s

Error e
in mm

1
2 K,

t = 0.18 s

Error e
in mm

1
2 K,

t = 0.27 s

Error e
in mm

1
2 K,

t = 0.36 s
1 1,050.21 885.3 771.28 684.1
2 38.21 74.2 107.28 135.99
3 8.42 14.71 19.15 21.97
4 1.86 2.88 3.25 3.12
5 0.41 0.55 0.52 0.36

Table A.13: Data in Figure 4.9 and Figure 4.10, ’Exp’.

Element εu

Error e
in mm

1
2 K,

t = 0.09 s

Error e
in mm

1
2 K,

t = 0.18 s

Error e
in mm

1
2 K,

t = 0.27 s

Error e
in mm

1
2 K,

t = 0.36 s
1 579.37 513.32 439.11 375.52
2 12.36 28.6 45.87 59.51
3 2.73 5.75 8.12 8.46
4 0.6 1.15 1.43 1.18
5 0.13 0.23 0.24 0.13
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Table A.14: Data in Figure 4.9 and Figure 4.10, ’Erf’.

Element εu

Error e
in mm

1
2 K,

t = 0.09 s

Error e
in mm

1
2 K,

t = 0.18 s

Error e
in mm

1
2 K,

t = 0.27 s

Error e
in mm

1
2 K,

t = 0.36 s
1 0.34 1.48 5.21 8.91
2 2.42 · 10−3 0.65 3.63 8.97
3 5.43 · 10−4 0.16 0.99 2.66
4 1.2 · 10−4 3.49 · 10−2 0.21 0.54
5 2.64 · 10−5 7.7 · 10−3 4.5 · 10−2 0.11

Table A.15: Data in Figure 4.9 and Figure 4.10, ’Exp diff’.

Element εu

Error e
in mm

1
2 K,

t = 0.09 s

Error e
in mm

1
2 K,

t = 0.18 s

Error e
in mm

1
2 K,

t = 0.27 s

Error e
in mm

1
2 K,

t = 0.36 s
1 588.2 541.43 484.28 432.48
2 9.66 · 10−3 0.25 1.97 6.02
3 2.12 · 10−3 3.27 · 10−2 8.91 · 10−2 0.12
4 4.68 · 10−4 7.11 · 10−3 1.81 · 10−2 3.16 · 10−2

5 1.03 · 10−4 1.55 · 10−3 3.67 · 10−3 8.06 · 10−3

Table A.16: Data in Figure 4.9 and Figure 4.10, ’Exp diff trans’.

Element εu

Error e
in mm

1
2 K,

t = 0.09 s

Error e
in mm

1
2 K,

t = 0.18 s

Error e
in mm

1
2 K,

t = 0.27 s

Error e
in mm

1
2 K,

t = 0.36 s
1 102.39 98.77 89.64 79.83
2 8.48 · 10−2 3.05 10.04 19.19
3 1.87 · 10−2 0.69 2.33 4.64
4 4.12 · 10−3 0.15 0.48 0.89
5 9.09 · 10−4 3.4 · 10−2 0.1 0.17
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Oscillations

Table A.17: Data in Figure 4.11a.

time step m FEM
T in K

Exp
T in K

Exp diff
T in K

Exp trans diff
T in K

Erf
T in K

1 −7.17 −10.52 −8.19 · 10−3 −7.22 · 10−2 −4.62 · 10−4

2 −12.41 −24.12 −0.13 −0.59 −0.13
3 −16 −37.51 −0.37 −1.97 −0.84
4 −18.15 −45.2 −0.1 −3.91 −2.25

Table A.18: Data in Figure 4.11b.

time step m Exp
in %

Exp diff
in %

Exp trans diff
in %

Erf
in %

1 146.75 0.11 1.01 6.44 · 10−3

2 194.31 1.03 4.75 1.09
3 234.49 2.31 12.33 5.25
4 249.02 0.57 21.55 12.38

A.3.2 Subsection 4.3.3: Spatial gradient over multiple layers

Nodal temperature values Tm
n

Table A.19: Data in Figure 4.12, FEM.

z in mm T1 in K,
t = 0.5 s

T2 in K,
t = 1 s

T3 in K,
t = 1.5 s

T4 in K,
t = 2 s

T5 in K,
t = 2.5 s

T6 in K,
t = 3 s

0 1,523.15 1,523.15 1,523.15 1,523.15 1,523.15 1,523.15
5 492.67 596.32 675.98 739.07 790.34 832.92

10 343.04 354.77 377.39 404.98 434.34 463.77
15 353.88 351.64 350.6 352.13 356.38 363.04
20 353.1 353.36 353.2 352.78 352.44 352.52
25 353.15 353.13 353.17 353.2 353.17 353.07
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Table A.20: Data in Figure 4.12, ’Exp diff’.

z in mm T1 in K,
t = 0.5 s

T2 in K,
t = 1 s

T3 in K,
t = 1.5 s

T4 in K,
t = 2 s

T5 in K,
t = 2.5 s

T6 in K,
t = 3 s

0 1,523.15 1,523.15 1,523.15 1,523.15 1,523.15 1,523.15
5 405.52 504.41 593.43 666.75 727.08 777.32

10 353.65 359.13 373.66 393.88 417.72 443.35
15 353.11 352.79 353.82 355.94 359.54 364.73
20 353.15 353.17 353.05 353 353.11 353.5
25 353.15 353.15 353.16 353.15 353.12 353.1

Table A.21: Data in Figure 4.12, ’Erf’.

z in mm T1 in K,
t = 0.5 s

T2 in K,
t = 1 s

T3 in K,
t = 1.5 s

T4 in K,
t = 2 s

T5 in K,
t = 2.5 s

T6 in K,
t = 3 s

0 1,523.15 1,523.15 1,523.15 1,523.15 1,523.15 1,523.15
5 425.73 527.11 613.76 684.32 742.14 790.26

10 353.91 361.09 376.31 397.63 422.32 448.49
15 353.09 352.68 353.51 355.79 359.7 365.26
20 353.15 353.18 353.05 352.96 353.04 353.44
25 353.15 353.15 353.16 353.15 353.12 353.09

183



A Appendix

Parameterization variables ζn,o

Table A.22: Data in Figure 4.13, ’Exp diff’.

t in s ζopt,1,2 ζ1,2, Exp diff ζopt,2,3 ζ2,3, Exp diff ζopt,3,4 ζ3,4, Exp diff
0 0 3.16 · 10−3 0 3.16 · 10−3 0 0

0.5 0.5 0.36 0.16 0.21 0 0
1 0.91 0.68 0.3 0.33 0 0.33

1.5 1.32 0.98 0.44 0.44 0.26 0.37
2 1.74 1.27 0.58 0.55 0.35 0.43

2.5 2.15 1.57 0.72 0.67 0.43 0.5
3 2.57 1.87 0.86 0.78 0.51 0.57

Table A.23: Data in Figure 4.13, ’Erf’.

t in s ζopt ζ1,2, Erf ζ2,3, Erf ζ3,4, Erf
0 0 1 · 10−4 0.1 0

0.5 0.5 0.57 0.8 0
1 1 1.09 1.23 1

1.5 1.5 1.56 1.68 1.91
2 2 2.02 2.12 2.48

2.5 2.5 2.47 2.58 2.96
3 3 2.92 3.04 3.42

184



A.3 Data of the Chapter 4: Parameterized XFEM

Error e

Table A.24: Data in Figure 4.14 and Figure 4.15, FEM.

Element εu

Error e
in mm

1
2 K,

t = 0.5 s

Error e
in mm

1
2 K,

t = 1 s

Error e
in mm

1
2 K,

t = 1.5 s
1 563.95 346.27 240.27
2 156.61 205.06 205.81
3 12.61 1.42 20.08
4 0.91 1.83 3.36
5 6.61 · 10−2 0.26 8.12 · 10−2

Element εu

Error e
in mm

1
2 K,

t = 2 s

Error e
in mm

1
2 K,

t = 2.5 s

Error e
in mm

1
2 K,

t = 3 s
1 179.44 140.79 114.42
2 192.42 175.73 159.35
3 37.93 51.21 60.21
4 2.42 1.05 4.97
5 0.46 0.97 1.17
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Table A.25: Data in Figure 4.14 and Figure 4.15, ’Exp diff’.

Element εu

Error e
in mm

1
2 K,

t = 0.5 s

Error e
in mm

1
2 K,

t = 1 s

Error e
in mm

1
2 K,

t = 1.5 s
1 139.41 70.61 51.96
2 17.27 18.65 14.26
3 0.62 6.25 8.7
4 4.55 · 10−2 0.46 0.7
5 3.3 · 10−3 2.68 · 10−2 0.13

Element εu

Error e
in mm

1
2 K,

t = 2 s

Error e
in mm

1
2 K,

t = 2.5 s

Error e
in mm

1
2 K,

t = 3 s
1 42.78 36.58 31.76
2 12.68 13.26 14.51
3 11.45 11.92 10.9
4 2.69 5.2 7.8
5 0.2 0.14 0.14

Table A.26: Data in Figure 4.14 and Figure 4.15, ’Erf’.

Element εu

Error e
in mm

1
2 K,

t = 0.5 s

Error e
in mm

1
2 K,

t = 1 s

Error e
in mm

1
2 K,

t = 1.5 s
1 99.56 62.68 34.11
2 36.66 45.49 39.37
3 0.94 8.7 9.99
4 6.87 · 10−2 0.59 0.32
5 4.98 · 10−3 3.33 · 10−2 0.12

Element εu

Error e
in mm

1
2 K,

t = 2 s

Error e
in mm

1
2 K,

t = 2.5 s

Error e
in mm

1
2 K,

t = 3 s
1 18.24 9.47 4.51
2 31.44 24.29 18.37
3 14.58 16.66 16.88
4 2.47 5.35 8.42
5 0.26 0.24 9.45 · 10−2
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Oscillations

Table A.27: Data in Figure 4.16a.

time step m FEM
T in K

Exp diff
T in K

Erf
T in K

1 −10.11 −3.65 · 10−2 −5.51 · 10−2

2 −1.51 −0.36 −0.47
3 −2.55 −0.1 −9.64 · 10−2

4 −1.02 −0.15 −0.19
5 −0.71 −4.04 · 10−2 −0.11
6 −0.63 −5.25 · 10−2 −6.17 · 10−2

Table A.28: Data in Figure 4.16b.

time step m Exp
in %

Erf
in %

1 0.36 0.55
2 24.08 31.12
3 4 3.78
4 14.63 18.88
5 5.74 16.14
6 8.4 9.87
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A.3.3 Section 4.4: Validation

Table A.29: Data in Figure 4.17.

drefine

tmΥ = 0.36 s,
mΥ = 4,
Error e

in mm
1
2 K

tmΥ = 3 s,
mΥ = 6,
Error e

in mm
1
2 K

1 1,050.21 563.95
2 567.56 180.72
3 335.62 92.54
4 208.76 173.08
5 130.33 237.26
6 86.46 288.63
7 91.71 332.26
8 114.94 369.58
9 138.39 402

A.4 Data of the Chapter 5: LBM Multirate Method

Table A.30: Data in Figure 5.5.

time step m κm
w in K ∂2T

∂t2 (t, 10dl) in K s−2 T(t, 10dl) in K
1 8.24 · 10−21 1.31 · 10−26 80
2 1.51 · 10−20 6.86 · 10−24 80
3 1.51 · 10−18 1.63 · 10−21 80
4 8.9 · 10−17 2.05 · 10−19 80
5 3.4 · 10−15 1.5 · 10−17 80
6 8.96 · 10−14 6.91 · 10−16 80
7 1.71 · 10−12 2.15 · 10−14 80
8 2.47 · 10−11 4.73 · 10−13 80
9 2.78 · 10−10 7.68 · 10−12 80

10 2.51 · 10−9 9.5 · 10−11 80
11 1.87 · 10−8 9.22 · 10−10 80
12 1.16 · 10−7 7.19 · 10−9 80
13 6.15 · 10−7 4.6 · 10−8 80
14 2.82 · 10−6 2.45 · 10−7 80
15 1.13 · 10−5 1.11 · 10−6 80
16 4 · 10−5 4.31 · 10−6 80
17 1.27 · 10−4 1.45 · 10−5 80
18 3.6 · 10−4 4.31 · 10−5 80
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A.4 Data of the Chapter 5: LBM Multirate Method

Table A.30: Data in Figure 5.5.

time step m κm
w in K ∂2T

∂t2 (t, 10dl) in K s−2 T(t, 10dl) in K
19 9.31 · 10−4 1.13 · 10−4 80
20 2.19 · 10−3 2.64 · 10−4 80
21 4.73 · 10−3 5.55 · 10−4 80
22 9.38 · 10−3 1.05 · 10−3 80.01
23 1.72 · 10−2 1.81 · 10−3 80.02
24 2.91 · 10−2 2.83 · 10−3 80.04
25 4.57 · 10−2 4.04 · 10−3 80.1
26 6.65 · 10−2 5.28 · 10−3 80.21
27 8.94 · 10−2 6.3 · 10−3 80.43
28 0.12 6.88 · 10−3 80.8
29 0.15 6.83 · 10−3 81.41
30 0.16 6.12 · 10−3 82.35
31 0.17 4.85 · 10−3 83.74
32 0.17 3.26 · 10−3 85.65
33 0.15 1.63 · 10−3 88.17
34 0.11 2.09 · 10−4 91.3
35 0.21 −8.36 · 10−4 95.03
36 0.33 −1.45 · 10−3 99.25
37 0.46 −1.67 · 10−3 103.81
38 0.62 −1.59 · 10−3 108.49
39 0.75 −1.34 · 10−3 113.06
40 0.84 −1.03 · 10−3 117.28
41 0.89 −7.19 · 10−4 120.93
42 0.89 −4.63 · 10−4 123.83
43 0.88 −2.73 · 10−4 125.87
44 0.81 −1.46 · 10−4 126.97
45 0.69 −6.81 · 10−5 127.14
46 0.53 −2.57 · 10−5 126.42
47 0.33 −5.27 · 10−6 124.9
48 0.15 2.72 · 10−6 122.72
49 0.28 4.62 · 10−6 119.99
50 0.47 4.06 · 10−6 116.88
51 0.65 2.85 · 10−6 113.51
52 0.81 1.74 · 10−6 110.01
53 0.95 9.66 · 10−7 106.49
54 1.07 4.9 · 10−7 103.05
55 1.17 2.29 · 10−7 99.75
56 1.24 9.84 · 10−8 96.67
57 1.3 3.88 · 10−8 93.83
58 1.35 1.39 · 10−8 91.27
59 1.38 4.52 · 10−9 89
60 1.4 1.31 · 10−9 87.02
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Table A.30: Data in Figure 5.5.

time step m κm
w in K ∂2T

∂t2 (t, 10dl) in K s−2 T(t, 10dl) in K
61 1.42 3.31 · 10−10 85.33
62 1.43 7.16 · 10−11 83.93
63 1.43 1.29 · 10−11 82.79
64 1.44 1.85 · 10−12 81.89

Table A.31: Data in Figure 5.6 and second derivative in Figure 5.7.

time step m ∆tm/∆tm+1 ∂2T
∂t2 in K s−2

3 1.07 26.71
4 1.08 23.27
5 1.08 20.09
6 1.08 17.22
7 1.09 14.67
8 1.09 12.44
9 1.09 10.49

10 1.09 8.8
11 1.1 7.36
12 1.1 6.12
13 1.1 5.07
14 1.1 4.19
15 1.11 3.44
16 1.11 2.81
17 1.11 2.29
18 1.11 1.86
19 1.12 1.5
20 1.12 1.21
21 1.12 0.96
22 1.12 0.77
23 1.13 0.61
24 1.13 0.48
25 1.13 0.37
26 1.14 0.29
27 1.14 0.23
28 1.14 0.17
29 1.15 0.13
30 1.15 0.1
31 1.16 7.54 · 10−2

32 1.16 5.63 · 10−2

33 1.17 4.17 · 10−2

34 1.17 3.06 · 10−2

35 1.18 2.23 · 10−2

36 1.18 1.6 · 10−2

190



A.4 Data of the Chapter 5: LBM Multirate Method

Table A.31: Data in Figure 5.6 and second derivative in Figure 5.7.

time step m ∆tm/∆tm+1 ∂2T
∂t2 in K s−2

37 1.19 1.14 · 10−2

38 1.2 8.07 · 10−3

39 1.2 5.63 · 10−3

40 1.21 3.88 · 10−3

41 1.22 2.64 · 10−3

42 1.23 1.77 · 10−3

43 1.24 1.17 · 10−3

44 1.25 7.59 · 10−4

45 1.26 4.85 · 10−4

46 1.28 3.04 · 10−4

47 1.29 1.87 · 10−4

48 1.31 1.12 · 10−4

49 1.32 6.57 · 10−5

50 1.34 3.76 · 10−5

51 1.36 2.08 · 10−5

52 1.39 1.12 · 10−5

53 1.41 5.82 · 10−6

54 1.45 2.91 · 10−6

55 1.48 1.39 · 10−6

56 1.52 6.35 · 10−7

57 1.57 2.74 · 10−7

58 1.63 1.11 · 10−7

59 1.69 4.22 · 10−8

60 1.77 1.47 · 10−8

61 1.87 4.68 · 10−9

62 2 1.34 · 10−9

63 2.15 3.35 · 10−10

64 2.36 7.21 · 10−11

Table A.32: Maximum appearing nodal temperature deviation of the reduced systems in
Figure 5.10b and in Figure 5.11b.

time step m Dirichlet
T in K

Dirichlet
Standard deviation

adiabatic
T in K

adiabatic
Standard deviation

1 1.39 · 10−2 5.5 · 10−3 1.41 · 10−2 3.96 · 10−3

3 0.12 2.69 · 10−2 8.18 · 10−2 1.02 · 10−2

5 2.17 · 10−2 3.32 · 10−3 1.94 · 10−2 4.17 · 10−3

7 3.91 · 10−2 9.5 · 10−3 2.51 · 10−2 3.54 · 10−3

9 3.46 · 10−2 6.97 · 10−3 2.84 · 10−2 4.57 · 10−3

11 1.45 · 10−2 3.05 · 10−3 1.15 · 10−2 2.11 · 10−3

13 9.75 · 10−3 1.31 · 10−3 1.4 · 10−2 2.47 · 10−3

15 2.96 · 10−2 3.31 · 10−3 2.74 · 10−2 2.36 · 10−3
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Table A.32: Maximum appearing nodal temperature deviation of the reduced systems in
Figure 5.10b and in Figure 5.11b.

time step m Dirichlet
T in K

Dirichlet
Standard deviation

adiabatic
T in K

adiabatic
Standard deviation

17 2.5 · 10−2 8.11 · 10−3 3.17 · 10−2 9.61 · 10−3

19 5.52 · 10−2 1.37 · 10−2 8.68 · 10−2 1.6 · 10−2

21 0.31 1.88 · 10−2 0.45 4.59 · 10−2

23 0.98 2.82 · 10−2 1.39 6.66 · 10−2

25 2.2 4.12 · 10−2 3.1 8.97 · 10−2

27 4 7.05 · 10−2 5.59 0.19
29 6.24 0.13 8.68 0.39
31 8.57 0.25 11.96 0.74
33 10.88 0.6 14.91 1.21
35 12.87 1.17 17.09 1.79
37 13.7 1.81 18.32 2.45
39 13.59 2.71 18.73 3.1
41 12.35 3.5 18.69 3.65
43 10.26 3.78 18.57 3.95
45 7.84 3.29 18.49 3.85
47 5.2 2.65 18.25 3.15
49 3.25 1.19 17.29 1.94
51 2.74 1 14.84 1.81
53 3.2 0.92 10.46 2.74
55 2.08 1.06 5.22 2.31
57 0.71 0.51 1.54 1
59 0.12 0.1 0.23 0.19
61 7.26 · 10−3 7.51 · 10−3 1.27 · 10−2 1.23 · 10−2

63 1.32 · 10−4 1.54 · 10−4 1.7 · 10−4 1.84 · 10−4

Table A.33: Maximum appearing nodal temperature deviation of the full systems in
Figure 5.10b and in Figure 5.11b.

time step m Dirichlet
T in K

Dirichlet
Standard deviation

adiabatic
T in K

adiabatic
Standard deviation

2 3.87 · 10−3 1.53 · 10−3 5.08 · 10−3 1.6 · 10−3

4 5.94 · 10−2 1.38 · 10−2 6.33 · 10−2 9.32 · 10−3

6 9.49 · 10−3 9.85 · 10−4 1.02 · 10−2 1.96 · 10−3

8 2.71 · 10−2 4.98 · 10−3 1.67 · 10−2 2.79 · 10−3

10 2.24 · 10−2 4.47 · 10−3 2.32 · 10−2 3.01 · 10−3

12 7.48 · 10−3 7.17 · 10−4 8.27 · 10−3 1.7 · 10−3

14 7.36 · 10−3 6.6 · 10−4 8.15 · 10−3 1.1 · 10−3

16 1.83 · 10−2 1.55 · 10−3 1.46 · 10−2 8.39 · 10−4

18 1.27 · 10−2 3.4 · 10−3 1.1 · 10−2 1.51 · 10−3

20 4.01 · 10−2 6.23 · 10−3 2.67 · 10−2 3.92 · 10−3

22 0.27 1.4 · 10−2 9.44 · 10−2 9.59 · 10−3
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Table A.33: Maximum appearing nodal temperature deviation of the full systems in
Figure 5.10b and in Figure 5.11b.

time step m Dirichlet
T in K

Dirichlet
Standard deviation

adiabatic
T in K

adiabatic
Standard deviation

24 0.86 2.39 · 10−2 0.39 2.25 · 10−2

26 1.93 4.16 · 10−2 0.97 5.47 · 10−2

28 3.52 8.89 · 10−2 1.85 0.1
30 5.62 0.22 3.07 0.13
32 8.03 0.48 4.42 0.26
34 10.21 0.86 5.65 0.47
36 11.7 1.33 6.91 0.63
38 12.32 1.93 7.89 0.84
40 12.02 2.64 8.48 1.11
42 10.69 3.22 8.95 1.51
44 8.77 3.16 9.74 1.96
46 6.6 2.86 11.01 2.18
48 3.91 2.74 11.81 1.9
50 1.79 1.1 11.31 1.18
52 1.52 0.56 8.91 1.76
54 1.61 0.62 5.06 1.97
56 0.71 0.45 1.71 1.02
58 0.13 0.11 0.27 0.21
60 8.11 · 10−3 8.23 · 10−3 1.44 · 10−2 1.34 · 10−2

62 1.46 · 10−4 1.69 · 10−4 1.85 · 10−4 1.94 · 10−4

64 0 0 0 0

Table A.34: Maximum appearing nodal temperature deviation in each layer in Figure 5.12.

Local layer Λw
Dirichlet

T in K
Dirichlet

Standard deviation
adiabatic

T in K
adiabatic

Standard deviation
1 −7.76 1.84 15 1.39
2 −7.8 1.85 15.07 1.4
3 −7.88 1.86 15.23 1.45
4 −8.03 1.89 15.48 1.53
5 −8.27 1.87 15.83 1.65
6 −8.68 1.8 16.33 1.88
7 −9.42 1.63 16.99 2.2
8 −10.77 1.43 18.17 2.9
9 −12.79 1.34 19.9 3.36

10 −14.33 1.15 12.64 0.59
11 −14.73 1.15 11.42 0.51
12 −14.38 1.24 10.29 0.6
13 −13.7 1.35 −9.57 0.82
14 −12.77 1.23 −9.54 0.93
15 −11.78 1.29 −9.24 0.87
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Table A.34: Maximum appearing nodal temperature deviation in each layer in Figure 5.12.

Local layer Λw
Dirichlet

T in K
Dirichlet

Standard deviation
adiabatic

T in K
adiabatic

Standard deviation
16 −10.79 1.09 −8.62 0.84
17 −9.65 0.83 −8.07 0.8
18 −8.54 0.72 −7.35 0.56
19 −7.67 0.42 −6.47 0.29
20 −6.72 0 −5.72 0

Table A.35: Size of system of equations in Figure 5.18.

Cooling
cycle size in % Cooling

cycle size in % Cooling
cycle size in %

1 100 31 17.01 61 11.92
2 100 32 16.76 62 11.8
3 100 33 16.52 63 11.69
4 100 34 16.28 64 11.59
5 100 35 16.06 65 11.48
6 100 36 15.84 66 11.38
7 100 37 15.63 67 11.28
8 59.21 38 15.42 68 11.18
9 58.97 39 15.22 69 11.08

10 58.75 40 15.02 70 10.98
11 58.54 41 14.83 71 10.89
12 58.33 42 14.65 72 10.8
13 31.1 43 14.47 73 10.71
14 22.98 44 14.29 74 10.62
15 22.5 45 14.13 75 10.54
16 22.04 46 13.96 76 10.45
17 21.61 47 13.8 77 10.37
18 21.19 48 13.64 78 10.29
19 20.79 49 13.49 79 10.21
20 20.41 50 13.34 80 10.13
21 20.04 51 13.19 81 10.05
22 19.68 52 13.05 82 9.97
23 19.34 53 12.91 83 9.9
24 19.01 54 12.78 84 9.83
25 18.69 55 12.65 85 9.76
26 18.39 56 12.52 86 9.68
27 18.09 57 12.39 87 9.62
28 17.81 58 12.27 88 9.55
29 17.53 59 12.15 89 9.48
30 17.27 60 12.03 90 9.41
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A.5 Data of the Chapter 6: LBM-specific Direct Solving Strategy

A.5.1 Section 6.3: Verification

Table A.36: Data in Figure 6.7, Cuboid.

Tfix
Mean spectral

radius $
Standard
deviation

80 1.25 0.16
141.84 1.08 0.15
203.68 0.94 0.13
265.53 0.81 0.12
327.37 0.7 0.11
389.21 0.61 8.88 · 10−2

451.05 0.53 7.35 · 10−2

512.89 0.46 5.41 · 10−2

574.74 0.41 2.42 · 10−2

636.58 0.42 3.18 · 10−4

698.42 0.45 3.01 · 10−4

760.26 0.47 1.73 · 10−4

822.11 0.5 1.55 · 10−4

883.95 0.52 1.69 · 10−4

945.79 0.53 1.79 · 10−4

1,007.63 0.55 1.88 · 10−4

1,069.47 0.56 1.94 · 10−4

1,131.32 0.58 2.01 · 10−4

1,193.16 0.59 2.06 · 10−4

1,255 0.61 2.11 · 10−4

Table A.37: Data in Figure 6.7, Panel.

Tfix
Mean spectral

radius $
Standard
deviation

100.61 1.37 0.13
162.46 1.2 0.12
224.3 1.05 0.11

286.14 0.91 0.11
347.98 0.8 9.81 · 10−2

409.82 0.7 8.24 · 10−2

471.67 0.62 6.37 · 10−2

533.51 0.54 4.82 · 10−2

595.35 0.47 3.35 · 10−2

657.19 0.43 6.05 · 10−3

719.04 0.46 8 · 10−5

780.88 0.48 4.64 · 10−5
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Table A.37: Data in Figure 6.7, Panel.

Tfix
Mean spectral

radius $
Standard
deviation

842.72 0.5 5.12 · 10−5

904.56 0.52 5.47 · 10−5

966.4 0.54 5.74 · 10−5

1,028.25 0.56 5.96 · 10−5

1,090.09 0.57 6.14 · 10−5

1,151.93 0.59 6.3 · 10−5

1,213.77 0.6 6.42 · 10−5

Table A.38: Data in Figure 6.7, Strut.

Tfix
Mean spectral

radius $
Standard
deviation

121.23 1.32 0.14
183.07 1.16 0.13
244.91 1.02 0.12
306.75 0.88 0.11
368.6 0.78 0.1

430.44 0.68 8.08 · 10−2

492.28 0.6 6.1 · 10−2

554.12 0.53 4.38 · 10−2

615.96 0.46 2.49 · 10−2

677.81 0.44 8.5 · 10−5

739.65 0.46 5.71 · 10−5

801.49 0.49 4.1 · 10−5

863.33 0.51 4.46 · 10−5

925.18 0.53 4.75 · 10−5

987.02 0.55 4.97 · 10−5

1,048.86 0.56 5.14 · 10−5

1,110.7 0.57 5.29 · 10−5

1,172.54 0.59 5.43 · 10−5

1,234.39 0.6 5.54 · 10−5

Table A.39: Spectral radius for different iterations in Figure 6.7.

Iteration i Tfix =
353.15 K

Tfix =
483.70 K

Tfix =
614.26 K

Tfix =
744.82 K

Tfix =
1528.15 K

1 0.47 0.27 0.26 0.34 0.61
2 1.04 0.75 0.52 0.36 0.61
3 1.07 0.78 0.55 0.38 0.61
4 1.06 0.77 0.54 0.38 0.61
5 1.07 0.77 0.55 0.38 0.61
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Table A.39: Spectral radius for different iterations in Figure 6.7.

Iteration i Tfix =
353.15 K

Tfix =
483.70 K

Tfix =
614.26 K

Tfix =
744.82 K

Tfix =
1528.15 K

6 1.07 0.77 0.55 0.38 0.61
7 1.07 0.77 0.55 0.38 0.61
8 1.07 0.77 0.55 0.38 0.61
9 1.07 0.77 0.55 0.38 0.61

A.5.2 Section 6.4: Validation

Table A.40: Data in Figure 6.9, Cuboid.

Standard Cholesky Tfix = 1473.15 K Tfix = 1073.15 K
time

step m i Standard
deviation i Standard

deviation i Standard
deviation

1 6.45 0.5 13.75 0.7 9.95 0.38
2 5 0 12.85 0.96 11.55 0.97

Table A.41: Data in Figure 6.9, Panel.

Standard Cholesky Tfix = 1473.15 K Tfix = 1073.15 K
time

step m i Standard
deviation i Standard

deviation i Standard
deviation

1 6.03 0.18 13.83 1.1 11.27 0.57
2 5 0 13 0.93 10.93 0.36

Table A.42: Data in Figure 6.9, Strut.

Standard Cholesky Tfix = 1473.15 K Tfix = 1073.15 K
time

step m i Standard
deviation i Standard

deviation i Standard
deviation

1 6.03 0.31 11.63 1.45 10.2 0.7
2 5 0 11.37 1.28 9.4 0.76

Table A.43: Maximal residual flux per iteration in Figure 6.10, Strut.

Iteration i Tfix = 1473.15 K Standard Cholesky Tfix = 1073.15 K
1 5,141.39 5,141.33 5,141.08
2 1,834.4 298.51 1,821.91
3 734.74 40.05 724.38
4 302.82 4.04 292.62
5 152.3 0.46 119.64
6 96.67 49.39
7 55.57 20.56
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Table A.43: Maximal residual flux per iteration in Figure 6.10, Strut.

Iteration i Tfix = 1473.15 K Standard Cholesky Tfix = 1073.15 K
8 30.28 8.62
9 16.3 3.64
10 8.74 1.55
11 4.62 0.66
12 2.42
13 1.27
14 0.66

A.6 Data of the Chapter 7: Conclusion

Table A.44: Reduction of total computing time in Figure 7.2.

Time share LBM-DSS LBM-MM
35 82.68 89.4
33 83.67 90.01
31 84.66 90.61
29 85.65 91.22
27 86.64 91.83
25 87.63 92.43
23 88.62 93.04
21 89.61 93.64
19 90.6 94.25
17 91.59 94.85
15 92.58 95.46
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