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Abstract

Conventionally, superconductors are separated into type-I and type-II materials, corre-
sponding to the (in)stability of magnetic vortices. Recently, a transitional regime labeled
intertype superconductivity has been explored theoretically using an extended Ginzburg-
Landau (EGL) formalism. In the intertype regime, interactions between vortices are
found to be non-monotonous, which enables unconventional vortex matter states. A
well-known example is the intermediate mixed state (IMS), a two phase domain structure
consisting of ordered vortex lattice domains and vortex-free Meissner state domains,
which can now be considered in the new context of the intertype regime.

The IMS has been routinely studied in the elemental superconductor niobium, which
we have readdressed in an extensive study consisting of two complementary parts: ex-
perimental work with a focus on neutron scattering techniques and simulations using
a two dimensional molecular dynamics (MD) approach. Both approaches focus on the
transition of a homogeneous vortex lattice into the domain structure of the IMS upon
cooldown. The experimental work revolves around the hierarchical structure of the IMS,
which features a vortex lattice on a submicrometer scale, a domain structure on a low
micrometer scale, and a distribution of domains on the millimeter scale of the sample.
This hierarchy is reflected in the employed experimental techniques, each of which focuses
on the properties of the IMS on a different length scale. In our predominantly field cooled
measurements, we find a microscopic rearrangement of vortices from a homogeneous
vortex lattice into the domain structure of the IMS. In this process, the vortices form
lattice clusters with a temperature dependent vortex spacing which is uniquely defined
for each sample. Remarkably, the IMS transition takes place in samples of strongly
different quality and pinning properties, including samples undergoing a flux freezing tran-
sition. Furthermore, the transition is reversible and homogeneous on a macroscopic scale.

The MD simulations augment our experimental results with the means to access the
microscopic arrangement of vortices. In a novel approach, we have used the results of
the EGL formalism for the interaction between vortices in intertype superconductors.
In close relation to our experiments, the simulations were designed to resemble the
field cooled measurements of niobium. Overall, the experiments and simulations have
delivered consistent results. Again, a primary concern was the dependence of the IMS
on different pinning properties, which we could address over several orders of magnitude
of the pinning strength and pinning density. We found that the IMS domains persist
over an extensive range of pinning parameters with very similar morphologies.






Zusammenfassung

Herkémmlich werden Supraleiter in Typ-I- und Typ-II-Materialien unterteilt, abhéngig
von der (In-) Stabilitdt magnetischer Vortices. Im Rahmen einer erweiterten Ginzburg-
Landau (EGL) -Theorie wurde neuerdings zusitzlich ein Ubergangsbereich untersucht,
der sogenannte Intertype. In Intertype-Supraleitern konnen Vortices eine nicht-monotone
Wechselwirkung aufzeigen, welche zu neuartigen Vortex Matter-Zustédnden fithren kann.
Ein bekanntes Beispiel, das nun im Kontext des Intertypes verstanden werden kann, ist
der Intermediate Mixed State (IMS), ein zwei-Phasen-Gemisch, bestehend aus Vortex-
Gitter-Doménen und flussfreien Domanen im Meissner-Zustand.

Das Auftreten des IMS in Niob, einem elementaren Supraleiter, ist bereits gut etabliert.
Wir griffen dieses Phdnomen mit einer umfassenden Studie erneut auf, indem wir zwei
komplementire Ansatze kombinierten: experimentelle Methoden, die primér auf Neutro-
nenstreuung basieren, sowie zweidimensionale Molekulardynamik (MD) -Simulationen.
Mit beiden Anséitzen untersuchten wir den Ubergang beim Abkiihlen eines homoge-
nen, hexagonalen Vortex-Gitters in die Doménenstruktur des IMS. Schwerpunkt der
experimentellen Arbeit war die hierarchische Struktur des IMS, wobei das Vortex-Gitter
eine Submikrometerskala aufweist, wogegen die Strukturgréfie der Doménen im Bereich
weniger Mikrometer liegt und die Verteilung der Doménen auf der Skala der Probe im
Millimeterbereich variieren kann. Diese Hierarchie spiegelt sich in den verwendeten
Methoden wieder, die jeweils auf eine der Groflenordnungen angepasst sind. Unsere
mehrheitlich feldgekiihlten Experimente zeigen eine mikroskopische Umordnung der
Vortices von einem homogenen Gitter in die Doméanen-Struktur des IMS. Die dabei
entstehenden Vortex-Gitter-Inseln besitzen einen temperaturabhédngigen Gitterabstand,
welcher eine spezifische Eigenschaft der jeweiligen Probe darstellt. Bemerkenswerter-
weise tritt der Ubergang in den IMS in Proben mit stark unterschiedlichen Pinning-
Eigenschafen auf. Die Bildung von Doménen im IMS wurde sowohl in Koexistenz mit
dem Meissner-Effekt, als auch mit einem Flux-Freezing-Ubergang beobachtet. Zusitzlich
ist der IMS-Ubergang reversibel und auf der makroskopischen Skala der Probe homogen.

Die MD-Simulationen ermoglichen es uns, zusatzlich die mikroskopische Verteilung
der Vortices zu betrachten. In einem neuartigen Ansatz verwendeten wir die Ergebnisse
des EGL-Formalismus, um die Wechselwirkung von Vortices in Intertype-Supraleitern
zu beschreiben. In Anlehnung an unsere Experimente wurden die Simulationen derart
gestaltet, dass sie eine feldgekiihlte Messung an Niob reprasentieren. Zusammenfassend
reproduzierten die Simulationen unsere experimentellen Ergebnisse. Eine Kernfrage
der Simulationen war die Abhangigkeit des IMS von der Qualitidt des Supraleiters, die
wir iiber mehrere Groflenordnungen in zwei Simulationsparametern, der Stédrke und
Konzentration von Storstellen, untersuchten. Dabei konnten wir feststellen, dass der
IMS tiiber einen auflergewohnlich groflen Bereich dieser Parameter auftritt, wobei seine
Morphologie nur geringfiigig beeinflusst wird.
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1 Introduction

Superconductivity is found in a large variety of compounds with different microscopic
and phenomenological properties. There are different ways to classify the wealth of
superconducting materials: A microscopic approach to their classification is along the
coupling mechanism of cooper pairs. This leads to the distinction between conventional
and unconventional superconductors [1]. From the phenomenological side, supercon-
ductors are divided into type-I and type-II by the Ginzburg-Landau parameter x [2].
This classification mainly concerns magnetic properties, in particular, the stability of
vortices. Parallel to the distinction of superconducting materials, the rich variety of
vortex properties calls for a classification of their own [3]. Depending on the interaction
of vortices between themselves and with their host superconductor, a range of vortex
matter states can form.

The intermediate mixed state (IMS) in the model intertype superconductor niobium [4, 5],
which is the main concern of this work, occupies a special place in the systematics of
superconductors. Microscopically, niobium is a conventional superconductor [6, 7]. Phe-
nomenologically, however, it does not fit in the classical Ginzburg-Landau classification.
Vortices are stable in niobium, but they feature an atypical interaction with an attractive
and repulsive contribution. In the IMS, a phase mixture of vortex matter domains and
vortex-free Meissner state domains forms [8]. Although known for several decades now,
the IMS is still not understood in full detail and an ongoing field of research [9-14].

In this chapter, we briefly review the rich variety of superconductivity in terms of
coupling mechanisms and Ginzburg-Landau parameter (section (1.1)). Additionally,
an overview of the vortex matter found in conventional superconductors will be given
(section (1.2)). In section (1.3) we introduce prominent examples of inhomogeneous
vortex matter states and finally discuss the intermediate mixed state in section (1.4).
The chapter closes with an overview of this thesis (section (1.5)).

1.1 Classification of superconductors & vortex matter

The following chapter is meant to give a brief introduction into the wealth of super-
conducting materials and phenomena by discussing their classification. We note that
especially the microscopic properties of many classes of superconductors are still being
studied and a detailed overview of the various theories is by far too extensive for this
work. For further reading on this subject we refer to the review articles by Pfleiderer [15]
and Stewart [1].
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Microscopic coupling mechanism: Conventional and unconventional superconductivity

The microscopic coupling mechanism of Cooper pairs, which enables superconductivity,
is known in detail only for the group of conventional superconductors. In this case, the
electrons interact via virtual phonons, as described by BCS theory [16] or extensions
thereof. So far, all elemental superconductors and many of the simpler compounds
fall into this category [17]. In BCS theory, the interaction is assumed to be weak,
which is reflected in the low critical temperatures T.. Furthermore, Cooper pairs form a
spin singlet state with an isotropic s-wave spatial symmetry. Due to the pairing sym-
metry, the order parameter and the superconducting gap are isotropic and without nodes.

Any superconductors not covered by BCS theory are summarized under the umbrella
term unconventional. Hence, unconventional superconductivity covers a large variety of
materials and the coupling mechanism is not restricted to a specific type. Promising
candidates include interactions via magnons [18, 19], spin or charge density waves [20-22]
and spin or quantum fluctuations [1, 23, 24]. The interaction strength, and therefore Tt,
is not necessarily higher in unconventional superconductors. Several materials from the
cuprate family of unconventional superconductors have a T, > 100 K [25], while other
compounds such as SroRuOy [26] or CeCusSiy [27] have a low critical temperature of
T. =~ 0.9K and T =~ 0.5 K respectively. Likewise, the cooper pair symmetry may take a
number of non-isotropic forms. In these cases, the order parameter contains nodes or
nodal lines where the superconducting gap vanishes. Candidates for, e.g., d-wave spatial
symmetry are the cuprate [28] and iron pnictide [29] superconductors. Exemplarily,
figure (1.1) shows the superconducting phases with different gap symmetry found in
UPt3, along with the corresponding vortex matter states. An additional feature found in
unconventional superconductors is spin triplet coupling of the Cooper pairs, similar to
the coupling of *He [30]. The tendency of parallel spin alignment in this state allows a
close proximity or even coexistence of the superconductivity and a magnetically ordered
state [23, 31, 32]. Spin triplets are found in SroRuO, [33] and are considered for some or-
ganic superconductors [34] and materials with non-centrosymmetric crystal structure [35].

Unconventional superconductivity can also result from unusual electronic properties of
the normal conducting state. In materials featuring two or one dimensional structures,
the electronic density of states is greatly affected. Some examples of such compounds
include cuprates [36], layered nitrides [37, 38|, cobalt oxides [39, 40] and organic su-
perconductors [41]. Similarly, heavy fermion materials are not compatible with BCS
theory [42]. Due to the large effective electron mass (=~ 100 m.), the energy scales of the
system are inverted with the Debye energy above the Fermi energy.

While they are not strictly considered unconventional, it is worth mentioning multi-band
superconductors. If more than one valence band contributes significantly to the Cooper
pairs, multiple superconducting states may compete in a single compound. Depending
on the interaction of the different bands, the superconductor might sill be described by
one effective band and exhibit purely conventional behavior. A prominent example is
MgB,, which coined the term of type-1.5 superconductivity [43, 44]. In this compound,
a magnetic state similar to the IMS is found.
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Figure 1.1: (a) Superconducting phases in UPt3. The three phases A, B and C have
distinct symmetries of the superconducting gap. These are shown in the corresponding
inlays, including the hexagonal lattice structure of UPt3. (b-e) Small angle scattering data
of the vortex lattice after different temperature-field histories. (b) is measured after zero
field cooling into the B-phase and (c) after zero field cooling into the A-phase. In contrast,
(d) was field cooled and obtained the symmetry of the material structure shown in (e).
Reprinted with permission from [45]. Copyright (2002) by Springer Nature.

Ginzburg-Landau parameter: Type-l / type-ll dichotomy

Preceding BCS theory and a microscopic understanding of superconductivity, the phe-
nomenological Ginzburg-Landau (GL) theory already allowed a meaningful classifica-
tion [2]. GL theory is part of any standard textbook on superconductivity and we
refer to, e.g., [3] for further details. Superconductivity is modeled as a second order
phase transition with a newly introduced order parameter W¢gy,. The Ginzburg-Landau
parameter, which is used for the classification, is defined as K = {g1./AL. The London
penetration depth Ap, characterizes a length scale on which magnetic field can enter a
superconductor. Similarly, the Ginzburg-Landau coherence length £g1, defines a length
scale for the superconducting order parameter Wqr,. k characterizes the interface energy
between the superconducting and a normal conducting state, which is directly corre-
sponding to the stability of magnetic vortices.

For a critical value kg = 1/ /2, the interface energy vanishes, which divides two types of
superconducting classes. In type-I materials, which are defined by x < kg, interfaces
cost energy and vortices are unstable. In contrast, vortices may form due to a nega-
tive interface energy in type-II superconductors with K > k. Due to their inability
to form vortices, type-I materials only exist in the Meissner state, where the bulk of
the material is free of magnetic flux. The Meissner state is stable up to a critical
magnetic field H., where superconductivity breaks down. In type-II materials an ad-
ditional state exists at magnetic fields above the Meissner state, called the Shubnikov
state or mixed state [46]. In the Shubnikov state, a large number of vortices is present
in the superconductor which can form a variety of vortex matter states (cf. section (1.2)).



12 1 Introduction

Problems with the GL classification arise close to the type-1 type-II transition [9, 10, 47].
At the critical value kg, vortices contribute no energy to the system [48, 49]. Any vortex
configuration is energetically equal, which causes a high degeneracy of the supercon-
ducting state. Due to the approximations made in GL theory, this is only true at 7.
At lower temperatures, the degeneracy is lifted which leads to novel vortex properties
and the coexistence of type-I and type-II characteristics [13]. Initially, this regime was
labeled type-11/1, in distinction from the original type-II behavior [50]. A prominent
example is the intermediate mixed state (IMS) found in niobium [51] and vanadium [52].
In the IMS, a partial attraction leads to the clustering of the vortices into domains,
resulting in a phase mixture of vortex lattice and Meissner domains [14].

In chapter (2.1), we will discuss the vortex properties in superconductors with x &~ ko,
using an extended Ginzburg-Landau (EGL) formalism. In between the original type-I
and type-1I, EGL introduces a whole transitional area called the intertype regime (cf.
figure (1.2)). Intertype superconductivity includes the type-I1I1/1 and intermediate mixed
state, alongside other unconventional vortex interactions and configurations.

T -'. T T T Ll T ¥ l -2
| type Il
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|
two-body vortex | K
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I — . - o K,
many-body vortex 1
- interaction Kmm 406
F TN i type |
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Figure 1.2: k-7 phase diagram of the intertype regime. The classical type-l and type-Il
dichotomy is valid exactly at T.. At lower temperatures, the critical point at T¢, k¢ opens
up into the extended intertype regime. This is broadly divided into two regimes which favor
single vortices (IT/Il) and multi-vortex configurations (IT /1) respectively. The historically
defined type-ll/1 and the IMS loosely correspond to the IT/Il phase. Reprinted with permis-
sion from [53]. Copyright (2017) by the American Physical Society.
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1.2 Vortex matter in superconductors

The magnetic properties of a superconductor are tightly bound to the properties of the
magnetic vortices [54]. Beside the variety of superconducting materials, vortices form a
diverse set of vortex matter states (cf. figure (1.3)). This leads to a further classification
of superconducting states, parallel to the distinction of materials. A detailed account on
the properties of vortex matter is given in the book by Hubner [3].

Vortices are topological defects in the superconducting state, which grants them particle-
like stability and properties. In distinction from atoms and molecules, vortices are
elongated, string-like objects with elastic properties. They are subject to a variety of
interactions, which affect the vortex matter state they form. Vortices imprint a variation
of the order parameter, magnetic field and supercurrent onto the superconducting state,
which results in an interaction between vortices. Additionally, they interact with material
impurities and defects in the crystal lattice, where the superconductor is perturbed as
well. Due to their magnetic properties, vortices are also affected by electrical currents
via the Lorenz force. The close relation of vortices and the external magnetic field also
makes them susceptible to demagnetization effects. In addition, they are affected by
thermal fluctuations. The different vortex interactions are of similar magnitude and
range and often change significantly over the superconducting phase.

The most well known vortex matter state is the Abrikosov vortex lattice [55]. The
vortices align along an external field and arrange in a two dimensional lattice, due to
their repulsive interaction. Depending on the symmetry of the order parameter and the
material crystal structure, the lattice commonly has a hexagonal, scalene or rectangular
structure [45, 56]. In the presence of disorder, mostly due to lattice defects or impurities
in the superconducting material, the vortices form an amorphous or glassy state [55, 57].
A hybrid state, called a Bragg glass, has been found as well, which features a short
range crystalline structure, but lacks any long range correlations [58, 59]. Close to the
transition into the normal state, the length scales A\, and &¢p, diverge, which increases
the vortex size and interaction range. In addition, thermal fluctuations increase. Under
these conditions, the melting of solid vortex matter into a liquid state is possible [60]. In
contrast to the solid states, vortices are typically entangled in a liquid. The intermediate
mixed state is a special form of vortex matter, where only part of the superconductor
contains vortices. Flux-free Meissner state regions and vortex lattice regions form a
domain structure. The special properties of the IMS are caused by a non-monotonous
vortex interaction [11, 13]. Figure (1.3)(a) shows a phase diagram of superconducting
vanadium, where three distinct vortex matter states are found: the Bragg glass, true
vortex glass and a depinned liquid state. In panel (b), results from computations using
GL theory depict the three dimensional structure of different vortex states.

Generally, the vortex matter in superconductors is also interacting with the under-
lying material, especially the close correlation of the crystal lattice and electronic Fermi
surface with the symmetry of the superconducting order parameter and gap. The
effects of this interaction can be observed, e.g., in the symmetry of the vortex lattice,
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which can even undergo structural transitions in the same material [56]. In addition to
the importance of vortex matter for the superconducting properties, it also provides
a model system for the properties of condensed matter. The various states of vortex
matter can usually be easily manipulated by experimental parameters, such as magnetic
field, temperature or pressure, which gives them an advantage over their conventional
counterparts. Additionally, the vortex matter is always confined to the superconducting
sample, which simplifies the handling, especially for liquid phases.
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Figure 1.3: (a) Phase diagram of the different vortex matter states in vanadium based on
magnetometry and neutron experiments. At low fields, the superconductor is in the Meiss-
ner state (red) and free of vortices. For higher fields, a vortex Bragg glass (orange) forms
in the largest part of the superconducting phase. Close to the critical field, the vortices
transition into a disordered state (green) and finally melt into a liquid (blue). (b) Visualiza-
tions of different vortex states computed using a time dependent GL theory. In a lattice, the
vortices are straight and aligned to the magnetic field. They form an effectively two dimen-
sional structure. A vortex glass is created by sufficient disorder in the material. The vortex
lines jump randomly between the defects and pinning centers (yellow dots). With sufficient
temperature, the vortices are strongly fluctuating and entangled with each other. Panel (a)
is reprinted with permission from [59]. Copyright (2018) by Springer Nature. Panel (b) is
reprinted with permission from [61]. Copyright (2016) by IOP Publishing.

1.3 Magnetic domains in superconductors

In the previous section, the various properties of superconductors have been treated
primarily as homogeneous. However, like any other form of matter, the properties of
a superconductor may be very inhomogeneous. Here, we present three very distinct
inhomogeneous magnetic states which occur in superconductors. The selected exam-
ples illustrate the various length scales on which inhomogeneities may appear, ranging
from a few micrometers to the macroscopic size of a sample. This broad bandwidth
is due to the several interactions playing a role for the magnetic state of a superconductor.
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The critical state in a type-II superconductor is shown in figure (1.4)(a) in a magneto-
optical image. The image shows the average flux density in a circular sample of
approximately 2mm diameter, which is equivalent to the local vortex density. Light
regions, such as the sample edge, indicate a high vortex density, while the dark region at
the sample center is effectively flux-free. Concisely, this inhomogeneous flux distribution
is due to two reasons. First, the vortex mobility is reduced due to strong pinning of
vortices, e.g., at material impurities. Second, the sample geometry is cause for demag-
netization effects affecting the external magnetic field. Since vortices are topological
defects, they cannot be formed inside the superconductor, but have to enter and exit at
the sample edges. As a result, the penetration and expulsion of vortices, as well as their
redistribution inside the superconducting sample, are strongly restricted. Depending on
the temperature and field history of a measurement, complex vortex distributions can
be created in the sample [62]. The critical state will be discussed in detail in section (2.2).

The intermediate state (IS) is a microscopic phase separation found in type-I super-
conductors [63-65]. The IS is shown in figure (1.4)(b) in a magneto-optical image on
the scale of some 100 um. Here, the light regions correspond to areas in the flux-free
Meissner state, while the dark areas are normal conducting and carry magnetic flux.
Similar to the critical state, a nonzero demagnetization factor is essential for the IS to
form. Due to the field enhancement at the sample surface, the superconducting state
breaks down at a reduced external field, below the thermodynamic critical field [3].
Since this is a local effect, the superconductivity is not suppressed in the whole sample.
Instead, the domain structure of the IS, consisting of normal and superconducting
regions, emerges [66]. Energetically, the IS originates from an intricate balance between
the domain interfaces, the bending of magnetic flux and the condensation energy of the
superconducting state [67, 68].

The intermediate mixed state (IMS) is found in type-1I superconductors with low
GL parameter x. It is similar to the IS in being a microscopic phase mixture, although
on an even smaller scale of approximately 10 yum. However, the IMS consists of Meissner
state and Shubnikov state domains and is therefore completely superconducting. Shown
in figure (1.4)(c) are two Bitter decoration images, where the dark dots each represent
the position of a single vortex. In these examples, the IMS has a bubble structure,
with large flux-free Meissner state domains (light) separated by a mesh of vortex lattice
domains (dark). In contrast to the critical state and the IS, the origin of the IMS lies
in the microscopic properties of the superconductor, especially the vortex interaction.
Due to a partial attraction, vortices tend to cluster together. Still, in order to observe a
domain structure, as shown in the image, secondary effects such as demagnetization or
pinning are necessary.
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Figure 1.4: Optical images of inhomogeneous magnetic states in superconductors. (a)
Magneto-optical image of the critical state in a YBaCuO disc (type-ll, diameter 2mm, thick-
ness 290 nm). Lighter regions have a higher flux density. (b) Magneto-optical image of the
intermediate state in a tantalum disc (type-l, diameter 5 mm, thickness 33 um). The normal
conducting domains are dark. (c) Decoration image of the intermediate mixed state in a
niobium disc (intertype, diameter 4 mm, thickness 1 mm). Dark spots present single vortices.
Panel (a) reprinted with permission from [69]. Copyright (1998) by Elsevier. Panels (b,c)
reprinted with permission from [8]. Copyright (1987) by John Wiley and Sons.

1.4 The intermediate mixed state

The unusual properties of the intermediate mixed state (IMS) have been an ongoing
research topic since its original discovery using the Bitter decoration technique [4, 5],
both theoretically [8, 11, 13, 70] as well as experimentally [9, 10, 14, 47, 71-74]. His-
torically, the term type-11/1 superconductivity was coined for materials exhibiting the
IMS [50], as an addition to the Ginzburg-Landau typology (cf. section (1.1)). As an
explanation for the domain formation in the IMS, a partially attractive vortex interaction
was postulated, which originates from an energetically favorable partial overlap of the
vortices [11]. GL theory was, however, found to be unable to explain the behavior of
superconductors with x ~ k.

An important theoretical advancement concerning the IMS poses the extended
Ginzburg-Landau formalism (EGL) introduced by Vagov et al. [13], which will be
discussed in detail in section (2.1). In essence, EGL is an expansion of BCS theory
around the critical point at T, and kg, also known as the Bogomolnyi point. In contrast
to classical GL theory, EGL is therefore able to describe the phase region where the
IMS occurs accurately. Moreover, it opens up a much more general phase space called
intertype superconductivity, which is located in between the classical type-I and type-II
(cf. figure (1.2)). In the intertype regime, we find a phase space corresponding to the
former type-11/1, which features the vortex interaction required for the IMS with a
long range attraction and short range repulsion. Ab initio calculations [13, 53] and
Monte Carlo simulations [75] (cf. figure (2.2)) have shown that this non-monotonous
interaction results in a domain structure characteristic for the IMS. In addition, the
intertype regime includes further unusual vortex matter phases such as multi-quantum
vortices and vortex liquid droplets.
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While the IMS is an ongoing research topic, interest in magnetic domain structures
in superconductors and vortex matter has been renewed by similar phenomena found
in multi-band superconductors. The most prominent materials are MgBs, [43, 76] and
recently ZrBis [44, 77] which are usually referred to as type-1.5 superconductors. Re-
cent applications of EGL to multi-band superconductors with competing type-1 and
type-11I properties have confirmed a very similar behavior to the intertype regime [13].
A thorough theoretical understanding of the experimental results is still limited due to
the numerous secondary effects intervening in the IMS transition, such as described in
section (2.2). Geometric effects like demagnetization create an inhomogeneous magnetic
field distribution and therefore a global variation in the superconducting state. Pinning,
on the other hand, affects the vortices on a microscopic scale.

Experimental studies of the IMS are, however, limited as well. Surface sensitive
techniques, such as scanning tunneling microscopy [78], magnetic force microscopy [79] or
magneto-optical imaging [80], allow to view the distribution of vortices and the domain
structure directly. However, the properties observed at the sample surface may not be
representative of the bulk due to surface defects and vortex branching. The bulk proper-
ties have been primarily investigated using neutron scattering techniques, since neutrons
are sensitive to the magnetic structure and can penetrate a bulk sample [10, 14, 73]. In
addition, muon spin rotation [81] can be used for bulk measurements. These techniques,
however, do not allow to resolve the microscopic domain structure.

Reimann et al. started to approach the properties of magnetic domains in super-
conductors with a combination of techniques [14, 74]. These were selected to cover
the different scales and properties of the domain structures. In the IMS in niobium
single crystals, the vortex lattice crystallography was studied using small angle neutron
scattering (SANS). The morphology of the larger domain structure was measured using
very small angle neutron scattering (VSANS). In addition, the relatively novel technique
of neutron grating interferometry (NGI) was used to observe the spatial distribution of
domains on a millimeter scale. The neutron measurements were completed by global
magnetization measurements using a vibrating sample magnetometer (VSM).

The hallmarks of the IMS in these experiments were a field independent vortex lattice
constant coinciding with a domain scattering signal in VSANS and NGI. These features
were found in two niobium single crystals with distinct pinning characteristics. In a
sample of exceptional quality, the IMS was found to be inhomogeneous, depending on
the magnetic state created by demagnetization. A sample of lower quality, undergoing
a flux freezing transition, showed an inhomogeneous IMS as well. It is remarkable
that the domain structure of the IMS was observed despite the very different pinning
characteristics and vortex mobility. In the high pinning sample, the IMS domains were
on the length scale of 1 — 10 pm. The domain size was increasing with higher fields and
mostly constant over temperature. Especially the last point motivated a consideration
of a domain formation process reminiscent of spinodal decomposition, instead of a
nucleation and growth scenario.
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1.5 Outline & main results

In this work, we continue the approach of using multiscale neutron techniques to
further our understanding of the IMS in niobium as a prominent example of inter-
type superconductivity. We study the IMS transition in three sets of niobium single
crystals with different levels of quality (chapter (4)). Our primary focus is the quanti-
tative comparison of the vortex matter state in dependence on temperature, magnetic
field and the pinning properties. Complementary to our measurements, we have used
molecular dynamics type simulations (MDS) (chapter (6)). In a novel approach, the
vortex interactions were implemented using EGL theory. Using MDS, the microscopic
vortex positions and the IMS domain structure are directly accessible. Naturally, the
simulations rely heavily on a multitude of parameters, which cannot be determined unam-
biguously. Therefore, we have performed several systematic parameter studies and used
the results from our experiments to determine physically reasonable simulations. As in
the experiments, the influence of pinning on the IMS was a focus point of the simulations.

Our main results highlight the universality of the intermediate mixed state, espe-
cially with respect to the pinning properties. In our field cooled experiments and
simulations, the IMS was observed as a continuous rearrangement of vortices from a
homogeneous lattice into increasingly dense VL domains. Thereby, a homogeneously
distributed domain structure emerges. Experimentally, all our samples of distinct quality
showed the IMS transition, albeit at different temperatures. The hallmark of the IMS is
defined by a unique vortex separation, which shows the same temperature dependence in
all samples. Outstandingly, the IMS occurs even below a global flux freezing transition.
Conforming results were found in our simulations. Pinning, which has been varied
both in strength and density of the pinning sites, could be observed to affect the IMS
transition over several orders of magnitude in both parameters, without inhibiting the
formation of domains.

This thesis is organized in the following way: In chapter (2) we will discuss the inter-
action between vortices in intertype superconductors, based on the extended Ginzburg-
Landau formalism. Additionally, the impact on extrinsic properties, such as the sample
geometry and material impurities, will be addressed. The following two chapters concern
our experimental work. Chapter (3) starts with a summary of general neutron scattering
theory which is then elaborated with respect to the specific experimental techniques we
used: SANS, VSANS and NGI. Each section contains an elaboration on the respective
scattering properties and a short summary of the instrumentation. In chapter (4), the
experimental results will be presented and discussed, again separated by the experi-
mental techniques. The chapter closes with a summary of our experimental findings.
Chapters (5) and (6) cover our work with molecular dynamics simulations. Again, the
fundamentals of the simulations are addressed first in chapter (5). This starts with
an introduction to our algorithm and its adaption to vortex matter, which is followed
by a definition of the experimental procedure we use for our simulations. Additionally,
we discuss our evaluation methods using an exemplary simulation. The results of our
simulations are presented in chapter (6). They are structured into multiple systematic
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studies, each concerning a different set of parameters used to define the simulations.
The first block concerns parameters which are related to the simulation procedure itself,
while the second block addresses parameters representing sample properties. Again,
the chapter is closed with a summary of our findings. Finally, we recap the results of
this thesis in chapter (7), where we also address the interplay of our experimental and
simulation work.






2 Vortex matter in superconductors

In chapter (1) we have discussed the wide variety of superconducting properties, clas-
sified either by their microscopic interaction properties or using the Ginzburg Landau
(GL) parameter k. The former is used to separate conventional from unconventional
superconductors, which is by design a very crude distinction. In essence, it only describes,
which materials are understood in the framework of BCS theory and which are not. This
approach in itself reflects our limited understanding of the microscopic properties of
superconductivity. In contrast, the distinction of type-I and type-II superconductors by
using GL theory leaves no space for additional options. Later on, the deficiency of this
approach has been acknowledged by the subdivision of type-II into the types I1/1 and
I1/2, which are, however, not precisely defined. The limitation of GL theory is natural
as it is strictly valid only at the superconducting critical temperature 7.. The recent
theoretical works of Vagov et al. use an extended Ginzburg-Landau formalism to review
the original distinction made with the GL parameter [13, 53, 75, 82]. Their result is a
new, well defined intertype regime, which opens up between type-I and type-II below
T.. Figure (1.2) shows this region which its further subdivided into two intertype regimes.

Intertype superconductors are primarily defined by the inter-vortex interaction. In
type-I and type-II, vortices are either purely attractive or purely repulsive, respectively.
In contrast, the interaction found in the intertype regime can be non-monotonous.
Additionally, multi-quantum vortices or multi-vortex droplets can be favored over the
isolated single quantum vortices which define the original Shubnikov state in type-II
materials. The unusual properties found in the intermediate mixed state (IMS), which is
a major example of vortex matter outside the type-I/type-I1 dichotomy, can be readily
explained using the novel vortex interactions found in the scope of EGL. In the IMS,
vortices tend to stick together and form clusters. This behavior is straightforward, if
the vortex interaction is non-monotonous, featuring a short range expulsion and a long
range attraction.

In this chapter, we will introduce the EGL formalism, with a focus on the inter-vortex
interaction, and discuss the resulting possibilities found in the intertype regime. As a
main result, we will obtain an expression for the vortex-vortex interaction in dependence
on x and T'. The different interactions found in the the intertype regime will be discussed
with a special focus on the former type-1I/1 regime where the IMS is found. In addition
to this intrinsic vortex interactions, extrinsic influences on the vortex properties, such
as pinning and geometric effects from the sample, will be addressed. As a whole, the
chapter is designed to understand the features of vortex matter we encounter in our
experiments (chapter (4)) and in our simulations (chapter (6)) of the intermediate mixed
state.

21
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2.1 Extended Ginzburg-Landau theory:
Intertype superconductivity

In Ginzburg Landau (GL) theory, superconductivity is described as a second order phase
transition in linear approximation in temperature. Strictly speaking, GL theory is only
valid precisely at the superconducting critical temperature 7T.. Therefore, the strict
separation of type-I and type-II at ko = 1/ V2 is correct at T,. However, at the critical
point of GL theory at T, and k¢ = 1//2, also known as the Bogomolnyi point [48, 49],
the vortex matter in a superconductor is not well defined. Vortices do not interact
with each other, which renders any vortex configuration energetically equal [48, 49] and
causes an energetic degeneracy. At lower temperatures this degeneracy is lifted, which is
however not included in GL theory. If treated correctly, the Bogomolnyi point opens
up into an extended transitional region between type-I and type-II which is called the
intertype regime [13, 83, 84].

Ginzburg Landau theory is included in BCS theory as an approximate case at 7. [85].
The extended Ginzburg Landau formalism takes the same approach as conventional GL
theory, but includes higher order terms to extend its validity to lower temperatures. Since
their EGL approach is especially aimed at treating the intertype regime, the approxima-
tion is based on the Bogomolnyi point. The expansion is then performed with respect to
two parameters, 7 = 1 —T/T, for the temperature and dx = k — kg for the GL parameter.

We note that the extended Ginzburg Landau theory developed by the group of Vagov et
al. is controversially discussed [86]. To our knowledge, the criticism primarily concerns
the extension to multi-band superconductors and the description of type-1.5 supercon-
ductivity. At the current time, we do not see any problems concerning the applicability
of EGL theory to the conventional single band material niobium.

2.1.1 Introduction to the EGL formalism

The derivation of the extended Ginzburg-Landau (EGL) theory included in this section
is primarily meant to introduce the basic approach of EGL theory. Furthermore, it
focuses on the steps needed to calculate the vortex interaction. A full derivation and
discussion of EGL theory can be found in [13].

Our aim is to calculate the energy of a vortex configuration as the Gibbs free en-
ergy & of a superconductor. Since we are interested in the IMS, where vortices are
straight lines along the magnetic field, Abrikosov vortices are assumed. FEffectively,
this reduces the formalism to the two dimensions perpendicular to the field direction.
Accordingly, energies and related quantities will be expressed as length densities.

As a starting point of the EGL formalism, the Gibbs free energy density g is divided
into three terms, according to the two expansion parameters 7 and dx. Furthermore,
the energy difference between the normal and superconducting state is considered.
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0g = gsc — One = gaL + Gx0k + g7 (2.1)

Here, gqr, is the original Ginzburg-Landau contribution, while g, and g, contain all
terms linear in the corresponding expansion parameters. All terms of higher or mixed
order are neglected as very small. The three leading contributions can be expressed as
follows:

1 1
gL =5 (B—1)° + DU — [V + - [9[* (2:2)
g = —V2B (B —1) —2v2|DV|? (2.3)
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D =V 4+ A is the gauge invariant gradient and j = 2Im[WD*W*| is the supercurrent
density. ¢, L and () are scalar model parameters representing a class of isotropic s-wave
superconductors in the clean limit.

For the calculation of dg, the order parameter ¥ of the configuration is needed, which
is formally expanded in 7 as well ¥ = (Wqp, + 7V + ...). However, for the calculation
of the Gibbs energy, all but the leading term of this expansion lead to higher order
contributions in 7 and dx, which are neglected. Hence it is sufficient to directly use the
original Ginzburg-Landau order parameter V¢, in this context, which can be obtained
using the original GL equations. For the task of calculating the energy of arbitrary
vortex configurations, consisting of N vortices, ¥y is constructed from the single vortex
order parameter ¥, as:

N
Un(r)=eT[n*T,,;, Uy =V, (r—1;) (2.5)

where r; are the vortex positions, and the newly introduced phase 6 has to be obtained
from solving the GL equations with this ansatz for a self consistent solution.

The total energy & is then calculated by substituting ¥y into the Gibbs free en-
ergy density g (equation (2.1)) and integrating over the volume of the sample. After
lengthy rearrangements, & can be expressed as:
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With this expression of the Gibbs free energy, arbitrary vortex configurations can be
evaluated in dependence of temperature and GL parameter. Thereby, the behavior of
superconductors in the intertype regime can be thoroughly evaluated, e.g., in Monte
Carlo type simulations. This approach, however, is quite extensive, and a much simpler
alternative is to regard the two-vortex interaction instead and neglect possible many-body
interactions. In the following section, results for the vortex-vortex interaction will be
presented and discussed.

2.1.2 Vortex interactions of intertype superconductors

Starting from equation (2.5), the vortex-vortex interaction can be calculated as the
total energy of a two-vortex system, which is denoted with the subscript vv. Since
every vortex separation has to be treated separately, the result is limited to a finite set
of vortex distances. However, the integrals # and £ given in equations (2.6) can be
expressed in a normalized way without explicit dependence on k and T'. They are shown
in figure (2.1)(a). Here we only show the final result of the two-vortex potential V.,
which uses the normalized integrals:

Vi (r) = VT [{1 V24 7(1=c+2Q)} F (WF)

Ao
+7{2L—c—5Q} g [T (2.7)
3 Ao
V= NOch,OA%K
2w

The scaling factor V has units of energy per meter and makes use of the GL tempera-
ture scaling of A\, and the thermodynamic critical field H.. ¢, L and @) are again the
parameters describing a class of isotropic s-wave superconductors in the clean limit. 7.,
k and Ap(T") are used to define a specific model superconductor.

Figure (2.1)(b) shows examples of the two-vortex interaction V., at different x at
the reduced temperature 7 = 0.5. All curves tend to zero for large vortex separations
and have a plateau at low distances. For sufficiently large positive dx, the potential
is decreasing monotonously with increasing separation. This corresponds to a purely
repulsive interaction, as expected from type-II superconductors. In contrast, for large
negative dx, the potential is increasing monotonously. This purely attractive interaction
results in a merging of vortices, which corresponds to the instability of single vortices in
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a type-I superconductor. For dx = 0, the interaction energy is non-monotonous. The
observed curves can be broadly divided into three regimes. Close to type-II behavior
(0k = 0.1), the interaction remains positive at low separations, meaning single vortices
are still preferred. However, the potential has a global negative minimum at low separa-
tions, which results in a preferred finite vortex separation. For lower values (6x = 0.05),
overlapping vortices become energetically favorable, with a negative potential at low
separations. Still, the curve features a global negative minimum at larger separations.
At 0k = 0.0, the low separation plateau and the global minimum merge into an extended
region of constant energy. In this regime, single vortices become unstable. We note that
with decreasing dx, towards classical type-I behavior, many-body interactions become
more important, which are not included in the two-vortex potential.

Figure (2.2)(a) shows a phase diagram of an intertype superconductor, where the
different regimes are separated by ] and ). The regime above k] contains the former
type-11/1 and the IMS. The main feature of the vortex interaction here is a short range
repulsion and long range attraction, which results in a preferred vortex separation.
Typically, the vortices form a vortex lattice in this regime whose lattice constant is
determined by the interaction minimum. In situations, where the average vortex density
in a superconductor is lower than that preferred by the interaction, vortices may cluster
into domains. The result is the phase mixture of vortex lattice and Meissner phase known
as the intermediate mixed state. Below 7, the superconductor has a tendency of forming
multi-quantum vortices. In the small regime down to s}, isolated multi-vortices are
stable. Below this threshold, extended vortex liquid droplets are the usual configuration.

The results of an extensive Monte Carlo simulation series using EGL are shown in
figure (2.2)(b), where the different regimes are well visible. The simulations were per-
formed at various dx between —0.3 and +0.3, and for several flux densities B/B,, up to
the critical field B.. Coded by color is the Cooper pair density which is 0 (blue) in the
normal conducting state, and increases up to 1 (red) in the superconducting state. A
large region at high x and B is in the type-1I phase and shows a mostly ordered vortex
lattice. Above 0.8 B, the vortex matter melts into a liquid, preceding the breakdown of
superconductivity. Towards lower x and B, the type-II vortex lattice develops into a
domain structure as known from the IMS. At dx < 0, giant vortices and vortex liquid
droplets are observed. Finally, the superconductor transitions to classical type-I behavior,
where the normal and superconducting regions are separated and without individual
vortices.
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Figure 2.1: (a) Numerical results for J,, and J,, as defined in equation (2.6). Both in-
tegrals are independent of x and T in EGL. (b) Vortex interaction V,, (equation (2.7)) for
several values of dx close to zero. For all curves, )\ is identical and 7 = 0.5. The character
of the interaction changes from type-l (6x = —0.1) to type-ll (6x = +0.2). The intertype
regime is characterized by a global interaction minimum at finite distance 7.
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Figure 2.2: (a) Phase map of the intertype regime. Below T¢, the Bogomolnyi point
opens up into an extended region between the classical type-l and type-Il. The intertype
region is further subdivided by the prominent vortex properties: single vortices are stable
above 7, individual multi-vortices are stable between 7] and %, and below x vortices
merge into liquid droplets. (b) results of an extensive Monte Carlo simulation for various
flux densities B and values of k. The color scale indicates the cooper pair density from
zero (blue) to one (red). In the simulations, several vortex states are visible, including the
ordered vortex lattice, the Meissner state, vortex lattice domains, a disordered state and
a vortex liquid. Panel (a) reprinted with permission from [13]. Copyright (2016) by the
American Physical Society. Panel (b) reprinted with permission from [75]. Copyright (2020)
by Springer Nature.
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2.2 Extrinsic influences on vortex properties

The properties of vortex matter are not only determined by the vortex-vortex interaction.
Additionally, properties of the superconducting material, such as impurities and the
sample shape, affect the vortex matter state. In an experiment, these effects may further
depend on the measurement history which changes the observed properties significantly.
In this following section, we give a summary of the most common effects encountered in
experiment, which determine the magnetic properties of a superconductor.

Pinning

Pinning sites are material inhomogeneities, which exert an attractive interaction towards
vortices. Examples are crystal lattice defects or grain boundaries [87], impurities [88] and
surface defects [89] which locally reduce the superconducting order parameter. A similar
situation is found at the core of a vortex, where the order parameter is suppressed com-
pletely. Placing a vortex on top of a such a defect reduces the overall loss of condensation
energy. Effectively, this effect creates a short range attraction between vortex and pinning
site. The range of interaction is of the order of the coherence length &gy, while its strength
is associated with the condensation energy [90]. A model for this interaction will be
introduced (chapter (5)) and used (chapter (6)) with our molecular dynamics simulations.

Two extreme cases, individual pinning [3] and collective pinning [91], illustrate the
different pinning mechanisms which can be encountered. In the first case, the pinning
sites have a density much lower than the vortices and a relatively strong attractive
potential. Single vortices are captured at the pinned sites, while most vortices are
rather affected by the immobility of the few pinned vortices than by the pinning sites
themselves. In contrast, the collective pinning features a much larger density of weak
pinning centers. The interaction is too weak to trap a single vortex, but it introduces an
inhomogeneous background potential which interacts with the vortex matter collectively.
In either case, the vortex mobility is reduced by pinning.

If the pinning effects are strong enough, they can affect the ability of vortices to
enter or leave a sample. In a changing magnetic field, these effects are described by the
critical state model, which will be discussed in the following section (cf. figure (2.3)). A
special case of the altered magnetic properties of a superconductor due to pinning is
the flux freezing transition. Cooling a sample in an applied magnetic field usually leads
to the expulsion of flux due to the Meissner-Ochsenfeld effect. If, however, vortices are
sufficiently pinned, the flux expulsion is limited and typically inhibited completely below
the critical temperature 7%.

Flux penetration in the critical state model

The entrance and expulsion of flux into a type-II superconductor in the presence of
strong pinning is described by the critical state model [92]. In a clean sample, vortices
entering the sample from the edges move to its center to reduce their line tension [93]
(cf. figure (2.4)(a)). If pinning is strong enough to prevent the free movement of vortices,



28 2 Vortex matter in superconductors

magnetic flux accumulates at the sample edges instead (cf. figure (2.3)(a)). Generally,
the diamagnetism of a superconductor is upheld by circular supercurrents around the
sample edge. The current density has a maximum value j., which is determined by
the cooper pair properties and is connected to the upper critical field H.. In the
critical state model, however, the maximum current density jpi, is determined by the
pinning strength of the vortices. If j,i, is exceeded, trapped vortices are unpinned by
the Lorentz force acting on them, and they can penetrate further into the sample. Due
to the changing flux distribution, the supercurrents decrease and a new steady state
is reached where the vortices are pinned again. This situation is known as the critical
state, because the current density is either at its critical value jpi, or zero. The flux
density in a cylindrical sample is shown in figure (2.3)(b) for different points in a field loop.

A widespread application of the critical state model is the Bean model, where the
critical current density jui, is assumed to be field independent [94]. While the Bean
model illustrates the principles of the critical state, it is only of limited use for real
samples, especially at high magnetic fields. Therefore, additional models for the field
dependence of j,i, were used [62, 95]. Exemplary magnetization loops for different field
dependencies are shown in (2.3)(c), where the uppermost panel corresponds to the Bean
model.
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Figure 2.3: (a) Flux penetration into a cylindrical superconductor with strong pinning.
The sample geometry leads to a strong bending of the individual vortices. (b) Internal flux
density of a superconductor in the critical state model during a field loop. Path (ABC)
corresponds to the initial flux entry. (ABDE) is a state in the decreasing branch after full
penetration at the positive maximum field and (ABCFG) the state after reaching the neg-
ative maximum field. (c) Magnetization loops in the critical state for different models of
the critical current (p = 0,3,10) and different sample shapes (solid, broken and dotted
lines). In any case, the hysteresis curve is antisymmetric. Panel (a) reprinted with permis-
sion from [96]. Copyright (1998) by the American Physical Society. Panel (b) reprinted with
permission from [62]. Copyright (2014) by Springer Nature. Panel (c) reprinted with permis-
sion from [95]. Copyright (2001) by IOP Publishing.
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Geometric effects

Due to the diamagnetic properties of superconductors, the geometric shape of a sample
leads to demagnetization effects [3]. The resulting enhancement of the magnetic field at
the sample surface affects the field dependence of the equilibrium phase transitions. In
type-I superconductors, demagnetization effects can lead to the formation of a magnetic
domain structure, which is known as the intermediate state (IS) [63] (cf. section (1.3)).
The IS is a transitional phase between the Meissner and the normal state in which
normal and superconducting domains coexist on a micrometer scale. The properties of
the IS are determined by a delicate interplay of multiple energetic contributions. Beside
the condensation energy of the superconducting state, the interface energy between the
domains and the line tension of the magnetic flux has to be taken into account. In
type-1I superconductors with low « (also known as type-1I/1, cf. section (1.1)) a similar
reasoning is used to explain the intermediate mixed state (IMS) [97, 98]. However,
in this case the domains consist of Meissner state and Shubnikov state regions. It is
important to note that the vortex attraction, which enables the IMS, is not depending
on the demagnetization effects, but a fundamental property of intertype superconductors
(cf. section (2.1.2)). A further geometric effect are surface barriers, which cause an
aggravated flux entrance into a sample [50]. For elliptical samples, a vortex line can
penetrate the superconductor homogeneously over its full length. In any other geometry,
the penetration initiates at the most exposed points [99] (cf. figure (2.4)(a)). This
partial entrance is associated with additional deformations of the vortex line which is
energetically unfavorable. Effectively, the flux entrance is delayed, which broadens the
transition from Meissner to Shubnikov state and may increase the Meissner state above
the equilibrium critical field. Since the expulsion of flux is not affected by geometric
barriers, this effect creates an asymmetric behavior which is typically observed in
hysteresis loops. Exemplary magnetization loops for samples with different aspect ratio
are shown in figure (2.4)(b).

Summary

In an ideal type-II superconductor, the Meissner and Shubnikov state are well defined
thermodynamic phases, defined by the critical fields H i (7T") and Heo(T'), respectively.
Ideal, in this case, refers to the absence of extrinsic effects such as the examples discussed
in this section. Irrespective of the measurement history, an ideal superconductor will be
in the identical state at any point of the phase diagram. However, due to effects such as
pinning, the critical state and geometric influences, the magnetic state of a superconduc-
tor is heavily depending on the experimental procedure, especially the temperature and
magnetic field history. In experiments, this usually results in inhomogeneous magnetic
states and vortex distributions in a superconducting sample.

In a real sample, the ability of vortices to enter and exit the sample is greatly af-
fected by the sample properties. The magnetization curves shown in figure (2.4)(b)
illustrate the interplay of demagnetization and geometric barriers. The macroscopic mag-
netic state of the superconductor deviates strongly from the ideal case and is additionally
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Figure 2.4: (a) Flux penetration into a pinning-free cylindrical superconductor. In the left
image, the partial penetration of vortices due to geometrical barriers at the sample edges is
visible. After fully entering the material, vortices move to the center of the sample where
they accumulate. (b) Magnetization of a pinning-free superconductor with geometrical barri-
ers (solid lines) with increasing and decreasing field (see arrows). Broken lines correspond to
the magnetization of an elliptical sample. From left to right, the aspect ratio of the cylindri-
cal samples (L/R) increases from 0.08 to co. Images taken from (a) [100], (b) [93]. Panel
(a) reprinted with permission from [100]. Copyright (1999) by the American Physical Soci-
ety. Panel (b) reprinted with permission from [93]. Copyright (2001) by AIP Publishing.

asymmetric regarding increasing and decreasing field. Similarly, measurements with
increasing or decreasing temperature behave differently, because flux is either entering
or leaving the sample.

In samples with pronounced pinning, the limited mobility of vortices leads to the
inhomogeneous flux distribution described by the critical state. As shown in figure
(2.3)(b), Meissner and Shubnikov state can even coexist in a sample. In such a case, a
transition between the states, as defined by the critical fields, is no longer meaningful.
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In the following chapter, we introduce the experimental methods used to investigate the
vortex matter in the in intertype superconductor niobium. In the intermediate mixed
state (IMS) (cf. sections (1.3) and (2.1.2)), the vortex matter has a hierarchical structure
on three length scales. On the smallest scale, the vortices form a regular vortex lattice
with a lattice constant of approximately 200nm. The domain structure found in the
IMS, consisting of VL. and Meissner state domains, has a typical length scale of a few
pm. Additionally, inhomogeneities of the vortex matter on the mm scale of the sample
may be present.

In order to obtain a complete picture of the IMS, we have chosen a set of experi-
mental techniques which cover the range of different length scales in the IMS. The
crystallographic properties of the vortex lattice (VL) have been studied using small angle
neutron scattering (SANS). Similarly, the morphology of the larger IMS domains has
been measured with very small angle neutron scattering (VSANS). Both techniques are
closely related, but due to the different experimental setups and investigated structures
we discuss them separately. On the sample scale, the real space distribution of IMS
domains has been analyzed using neutron grating interferometry (NGI). Additionally,
the global magnetic properties of the sample have been studied with a vibrating sample
magnetometer (VSM).

In this following sections, the experimental techniques VSANS (section (3.3)), NGI
(section (3.4)) and SANS (section (3.5)) will be presented. We start with a short intro-
duction to scattering theory (section (3.1)) and a discussion of the neutron coherence
volume (section (3.2)). Afterwards, each technique will be addressed separately, with
a focus on the data acquired in the IMS. Additionally, the experimental setup will be
presented. At the end of the chapter, the neutron techniques are summarized in table
(3.1). The magnetization measurements using VSM will not be further discussed in this
chapter. A description of this technique is available in [101] and references therein.

3.1 Neutron scattering

In the next section, we give a brief overview of the most important quantities used in
scattering theory which are relevant for the discussion of the neutron techniques. A
detailed derivation is omitted, since the topic of neutron scattering is treated in many
textbooks. For an introductory approach to neutron scattering we recommend the book
by Sivia [102], while an in-depth discussion can be found in the book by Squires [103].

31
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Commonly, scattering is introduced via the interaction of neutrons with single atoms,
or, more precisely, their nuclei via the strong nuclear force. The scattering strength is
quantified by the scattering length b which depends on the isotope and the spin of the
neutron. For nuclear scattering with thermal to cold neutrons, the neutron wavelength
Ay is much larger (typically a few A) than the nuclei and the associated interaction
range (approximately 10~ A). Therefore, the interaction can be described as point-like
and isotropic. Simultaneously, Ay is of the same order as the atomic separations in a
crystal lattice. This leads to the well known interference effect of scattered neutrons
observed in nuclear diffraction experiments. In addition, neutrons carry a magnetic
moment py, which allows an interaction with the magnetic moment of the atoms. The
atomic magnetization field M(r) is due to the nucleus and the electron shell and is
therefore on the length scale of an A. Due to the size and shape of M(r), the magnetic
interaction is neither point-like, nor isotropic.

On a scale of ~ 10nm and above, the individual atomic positions loose relevance.
The scattering properties of a material, both nuclear and magnetic, can be described
by a continuous scattering length density p(r). This is used, e.g., for nanoparticles,
magnetic domains in metals or superconducting vortex matter. In the experiments
presented in this work, the superconducting vortices and vortex matter domains are on
a scale much larger (/= 100 nm and =~ 10 um, respectively) than atomic separations and
the neutron wavelength. The interaction of neutrons with the vortex matter depends
fundamentally on the Zeeman interaction, and the scattering length density can be
expressed using the local flux density B(r):

_9xB(r)

5, (3.1)

p(r)
Here, gy &~ —3.826 is the g-factor of a neutron and ®, = h/2e is the magnetic flux
quantum. The vortex matter in a superconductor is not correlated with the material
structure, such as crystallites, so that only magnetic scattering is observed. This is not
generally the case, as, e.g., in magnetic nanoparticles or ferromagnetic domains, the
magnetic and material structure are usually identical or coupled [104].

In the Born approximation, a scattered neutron is modeled as a spherical wave originating
at the point r with the amplitude given by p(r) [103]. Scattered neutrons from all points
of a sample interfere and result in a measurable intensity, which is in this way directly
linked to the scattering length density. In the far field, the interference pattern under a
specific scattering angle 6 can be calculated by the Fourier transform of p(r).

fla)= [ p(yexp(er-a)dr (3.2)

f(q) is called the scattering function, which contains the amplitude and phase of the
interference pattern. q = k¢ —Xk; is the wave vector transfer of a scattered neutron, where
k; is the initial, and k¢ the final value. For elastic scattering, i.e. no energy transfer
between sample and neutron, q is related to the scattering angle 6 as |q| = 47 sin(0)/Ay.



3.1 Neutron scattering 33

In an experiment, only the scattering intensity can be measured. This is expressed as
the differential scattering cross section, which describes the probability of a neutron to
be scattered into a specific direction, indicated by the solid angle €2:

@ (@) = (@ (33

Due to this experimental limitation, p(r) cannot be determined from the measured
signal. However, analogue to the scattering function f, the scattering cross section can
be related to the autocorrelation function 7(r) via Fourier transform.

@) = e (r-a)dr (3.4)

v is connected to the scattering length density as:
(1) = / Ap(r) - Ap(r +R)dR (3.5)

where we use the scattering length density contrast Ap(r) = p(r) — p, with the mean
value p of a sample.

A depiction of the autocorrelation function is shown in figure (3.1) on the example of
an individual spherical particle. Geometrically, v(r) is defined by the overlap of the
particle with a copy of itself, which is displaced by the vector r. Consequentially, v(0) is
always the maximum value of the correlation function. Additionally, for displacements
larger than the particle diameter, the correlation is zero. (r) and the differential scat-
tering cross section defined by it are shown in panels (b) and (c) of the figure, respectively.

Due to the small scattering angles in SANS and VSANS, the wave vector transfer
in direction of the neutron bean (z direction) g, is typically negligible. Therefore, the
scattering cross section is restricted to ¢, = 0, and only the structural information
perpendicular to the neutron beam is accessible. Corresponding to this simplification, a
further definition of the correlation function denoted G is commonly used:

do
G (zy) = /7 (z,y,2)dz = ) (¢2,0y:0) exp (¢ (g = + gy y)) dg.. dg, (3.6)

It is worth noting that the integrated scattering probability o;,; is connected to the auto
correlation function G as:

do
70y (40:0y:0) 2 = iy = A% G(0,0) (3.7)

We emphasize that the scattering cross section obtained in an experiment only mea-
sures the scattering intensity, not the complex scattering amplitude. Therefore, only the
autocorrelation function can be determined, from which p(r) cannot be uniquely inferred.
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In practice, the scattering cross section is often divided into two multiplicative contribu-
tions: the form factor F' and the structure factor S. This is possible, if the scattering
system is made up from a number of individual sections, such as molecules, nanopar-
ticles or vortices. The form factor describes the scattering pattern caused by a single
section. In contrast, the structure factor contains the distribution of parts in the whole
system and describes the interference effect of scattering from separate sections. For our
experiments on superconducting vortex matter, the form factor and the structure factor
are very different in the cases of the IMS domains and of the vortex lattice. Therefore

we will discuss the usage of these terms in the respective sections on VSANS (section
(3.3)) and SANS (section (3.5) ), separately.

(a) (b) (c)
C 1.0k /(1) 10° do
s 1 Y . — E(q)
= G(r) o
o8 G 1072t
e +
\ o £
» ” O 0.6 o
©° Q -
‘ (] N 10 M o
N 0.4 =
E £
NG T 0t
o c
c
0.0 3 10° 10! 102

q-R

Figure 3.1: (a) Visualization of the correlation function 7 on the example of a spherical
particle with homogeneous scattering length density. (r) corresponds to the overlap of
the particle with itself when it is displaced by the vector r. (b) Corresponding result of
~(r) and G(r). Since the particle is isotropic in this example, the correlation functions are
independent from the direction of r. (c) differential scattering cross section for the spherical
particle.

3.2 Neutron coherence volume

In terms of neutron instrumentation, the structures present in superconducting vortex
matter are very large. In the studies performed in this work, the vortex lattice has a
lattice constant of ayy, ~ 0.2 um, and the IMS domains are in the range of a few microns.
While structures of these length scales can be measured, they approach the resolution
limit of the instruments we used. In this case, the resolution is not merely a smearing
effect, which decreases the accuracy of our results. Instead, the measurements may be
distorted and give entirely wrong answers. Therefore, it is necessary to discuss in detail,
what information can be obtained with our experiments.
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The intensity measured in an experiment is given by the scattering cross section (equation
(3.4)), which is equivalent to the correlation function (equation(3.5)). Both equations
are derived under the assumption that incoming neutrons are perfect plane waves with
a well defined phase relation at any point in the sample. In a real experiment, this is
not the case, and the plane wave approximation only holds true over a small coherence
volume. The limitation of neutron coherence is mainly due to two effects: First, the
origin of a neutron is not precisely defined. Usually, a pinhole defines the effective size
of the neutron source. Second is the wavelength of a neutron, which has an uncertainty
due to the wavelength spread of the employed velocity selector or monochromator.
Figure (3.2)(a) can be understood as the progressing plane wave character of a neutron
originating from a pinhole.

The scattering observed in an experiment is actually an average of signals originat-
ing from any point in the sample. At each point, the coherent scattering is restricted
to the structure contained in the coherence volume. This situation is shown in figure
(3.4)(b) for one exemplary scattering position. Only the fraction of the sample (yellow) in
the coherence volume (blue) contributes to the coherent signal observed at the detector
(green arrows). In contrast, the whole sample contributes to the incoherent scattering
background (green and red arrows).

If the coherence volume is sufficiently larger than the typical size of the scattering
structure, the effects of the limited neutron coherence reduce to a smearing effect. In
this case, a higher correlation volume yields a higher resolution of the measured signal.
However, if the scattering structure is on a similar or larger scale than the coherence
volume, the signal obtained in a measurement is strongly distorted. Any long range
correlations of a structure, which are beyond the coherence volume, do not contribute
to the measurable signal. Only local features, such as the edges of large particles or
domains, are still visible in the coherent scattering. The information obtained in this
case is comparable to the well-known Porod regime, which is routinely evaluated in
scattering experiments [102].

In figure (3.2)(a) the emerging coherence from an incoherent source is shown, using a
depiction of the Cittert-Zernike theorem [105, 106]. Thereby, the interference pattern
created by the pinhole is representative of the emerging coherence. The growing white
spaces along the beam direction can be understood as the coherence volume of a neutron,
where the phase relation is well defined. For the coherence volume, an ellipsoid shape
can be assumed, which is asymmetric in beam direction (z) and perpendicular to it (x,y)
in most cases. The diameters along its main axes are referred to as coherence length
Ca,y,» in the appropriate direction.

Perpendicular to the beam, the coherence length has been derived as [107]:

Lcol /\N
m dpin

Coy = (3.8)
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An is the neutron wavelength, d, is the diameter of the pinhole or more generally the
neutron source, and L, is the collimation length between pinhole and sample. (,,
is primarily defined by the instrument geometry, particularly the beam collimation
Leo/dpin. It is furthermore changing along the traveling path of the neutron. Note that,
if the pinhole is asymmetric, the coherence volume is anisotropic as well.

In direction of the beam, (, depends primarily on the wavelength spread of the neutrons

AR

= i (3.9)

G

(. is constant over the neutron flight path and is typically significantly lower than ¢, .
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Figure 3.2: (a) Visualization of the increasing beam coherence from an incoherent source
(pinhole) to the sample. We use the Cittert-Zernike theorem [105, 106], which states that
the beam correlation corresponds to the interference pattern from point sources focused on
the sample position. The interference is depicted using the Huygens principle (referring to
figure 1 of [107]). (b) The incoming neutron can locally be modeled by a plane wave with a
limited coherence volume which is characterized by the coherence length in beam direction
¢z and perpendicular to the beam (,,. Scattered waves can only interfere coherently, if
they originate from within the coherence volume (green arrows). However, the whole sample
does contribute to incoherent scattering (green and red arrows).

3.3 Very small angle scattering of magnetic microstructures

The typical size of the IMS domains lies in the low micrometer range, which corresponds
to scattering angles of cold neutrons in the order of 0.01°. We refer to this regime as
very small angle scattering (VSANS). In this work, VSANS measurements were used to
investigate the morphology of the magnetic IMS domains.
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Diffuse scattering from magnetic domains

In order to interpret the data obtained with VSANS, we need a model describing the IMS
domain structure. The morphology, however, can be, e.g., insular or laminar [108] and is
not known a priori. For examples of possible domain structures refer to section (1.3). In
this case of an unknown domain structure, it is not possible to define a form factor for the
single domains and a structure factor for the domain distribution separately. Especially
in laminar structures, both contributions are difficult to separate. Furthermore, the
domains may be anisotropic and varying strongly in size and orientation. Consequentially,
it is difficult to determine the scattering cross section (equation (3.4), or the correlation
function (equation (3.5)) of the system a priori. However, the general structure of the
scattering signal is well reflected in the phenomenological model function [109]:

ey
dQ g_{_( q )2-&-5

do (|al)

(3.10)

gmax

The equation was originally derived to describe the two-phase mixtures emerging in the
context of spinodal decomposition, but has since been successfully used for the IMS [14].
While the actual domain structure cannot be determined using this model, it allows us
to analyze some general properties.

The main features of equation (3.10) are a peak at g¢max and a power law decay at
high q. guax characterizes the correlation length of the domain morphology:

27

§ivs = (3.11)

max

For the IMS domains we expect values of {pyg =~ 10 pm and gax ~ 1074 / A. The domain
correlation corresponds to the typical distance between domains of the same phase.
Especially for anisotropic domains, such as a laminar structure, g represents a mean
value which is rather defining a scale than a definite value. The exponent [ is determined
by the dimensionality d of the domains, with two distinct cases. If the two phases are
separated by smooth boundaries, 5 = d+ 1. For rough and entangled boundaries, § = 2d.
Therefore, we expect 5 = 3 to 4 for strictly two dimensional IMS domains.

Magnetic domain scattering contrast

Not included in the model function (equation (3.10)) is the intensity of the scattering
signal. For the correct normalization we use the macroscopic scattering cross section
Y = oine/V. ¥ has been derived for arbitrary two phase systems as [110]:

S =MAp) v(l—-v) L,
L. = G(0)/7(0)

where v is the volume fraction of one of the two phases and L, characterizes the correla-
tion of the system in beam direction.

(3.12)
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The scattering length contrast Ap can be deduced from the magnetic properties of
the domains. We assume that the vortex matter domains are sufficiently larger than the
vortex separation. In this case, we neglect the magnetic field profile of the individual
vortices and instead work with an average magnetic flux density Bnys. The Meissner
state domains are assumed to be perfectly free of magnetic flux. Using equation (3.1),
we calculate the scattering length density p, which is zero in the Meissner domains and
finite in the vortex domains. The scattering length contrast is then given by:

B
Ap _ gN DiMs

3.13
4d, (3.13)

The fraction of the vortex domains is given as vy, = E/ Bruvs, with the average flux
density in the sample B. Using these results, we can express the macroscopic scattering
cross section as:

2
_(9n AN\ 5 -
z_<4%> B (Bus — B) L. (3.14)

Instrumental setup

The VSANS experiments shown in this work were performed at the beamline KWS-3 at
MLZ [111]. The instrument is illustrated schematically in figure (3.3). It is located at the
end of a focusing neutron guide and has a cold spectrum with maximum flux at 12.8 A.
A velocity selector is used for monochromatation. Instead of a collimation approach, the
neutron beam is projected from a pinhole onto the detector using a torodial mirror. This
way, the size of the direct beam on the detector is reduced which makes lower scattering
angles discernible.

For all data presented in this work, a neutron wavelength of Ay = 12.8 A was used with
a spread of 20 %. The source aperture has a size of 1.5 x 1.5 mm?, and the sample is

placed 10m in front of the detector. The resolution was determined from the direct
beam as 5- 1077 /A.

The coherence lengths of the instrument are ¢,, =4 pm and ¢, = 7nm (equations (3.8)
and (3.9)). In these calculations, a possible influence of the neutron mirror of KWS-3 is
neglected. Since the domain size is expected to be in the low micrometer range, ¢, , and
évs, are probably similar and the domain morphology may not be fully resolved. This
has primarily two effects: The position of the correlation peak described by the model
function (equation (3.10)) is shifted to a higher value of ¢, corresponding to a smaller
correlation length. In addition, the scattering intensity is reduced. In an experiment, it
is difficult to tell if the full correlation is measured, and if an increasing signal is due
to a changing domain size or a change of the scattering contrast. The coherence in
beam direction (, is certainly much lower than the domain size and correlation in this
direction. However, since our measurements do not access this information, this poses
no further obstacle.
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Figure 3.3: Schematic setup of the VSANS instrument KWS-3. The instrument is situated
at the end of a focusing neutron beam, where the incident neurons are monochromatized by
a velocity selector. From a pinhole, the divergent beam is projected onto the detector via

a torodial mirror. The sample can be placed between the mirror and detector to adjust the

resolution.

VSANS data

Exemplary data of the VSANS measurements is shown in figure (3.4). The reference
data was taken above the superconducting phase at 12K and zero magnetic field. It
is shown in linear (a) and logarithmic (b) color scale. The direct beam has a slightly
asymmetric shape and is wider along the ¢, direction by ~ 25%. Panel (c) shows data
measured in the IMS; after field cooling in pgHexy = 40mT to 4 K, again on a logarithmic
scale. From the raw data images, the scattering in the IMS is not obvious, although
~ 14% of incident neutrons are scattered. The radial averages of the reference and data
measurement are shown in panel (d) on a double logarithmic scale. A difference is in

the low-¢ intensity and the curve shape above ¢ ~ 107/ A
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Figure 3.4: Exemplary raw data of VSANS measurements. The reference image was taken
in the normal conducting state and is shown on a linear (a) and logarithmic (b) color scale.
It shows a slight anisotropy of the direct beam by ~ 25%. The data image taken in the

IMS was field cooled in 40mT to 4K and is shown on a logarithmic scale (c). A difference
between reference and data image is not visible in the raw data despite a scattering rate of
~ 14%. Panel (d) shows radial averages of reference and IMS data on a double logarithmic
scale. The additional magnetic scattering due to the IMS domains is visible above ¢ ~

10~4/A.
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3.4 Neutron grating interferometry of magnetic microstructures

NGI is an imaging technique, which measures the transmission, refraction and scattering
of neutrons simultaneously. A detailed description of the method can be found in [112].
Here, we focus on the scattering signal, which is used to investigate the spatial variation
of the IMS domain morphology.

The dark field image

NGI is based on the Talbot-Lau interference effect, which is introduced by a linear phase
grating G [113, 114]. For the practical application, typically two additional absorption
gratings are required (G and Gy), whose functions are discussed further below (cf. figure
(3.5)). At the detector position, this produces an intensity oscillation with the periodicity
of the grating. Placing a scattering sample in the neutron beam reduces the interference
effect. The process is sketched in figure (3.6). The interference pattern is quantified by
the visibility V', which is the ratio of the amplitude to the mean of the intensity oscillation.

Experimentally, scattering is measured in the dark field image (DFI). The value of
the DFI is defined via the visibility of the interference pattern with sample V; and
without sample V4.

Vs
DFl = — 3.15
- (3.15)

From a theoretical side, the DFI has been derived as [112] :

DFI = exp (m (W - 1)) (3.16)

which accounts for multiple scattering. ¥ is the macroscopic scattering cross section,
as defined in equation (3.14) for VSANS, and t is the thickness of the sample. The
correlation function G (equation (3.6)) describes the effectiveness of a scattering system
to destroy the interference pattern. Due to the line gratings used in NGI, G(z,y = 0)
can only be evaluated perpendicular to the grating lines.

&nar determines the range of sensitivity of the experimental setup. It translates roughly
to the length scale of structures which can be observed.

AnLef Y ,
fNGI:NS’L.;H:{ (L+d— L)% forLs>d 517

L, for Ly < d

Here, p is the periodicity of the interference pattern and Ay is the neutron wavelength.
L is the effective distance between sample and detector, which is depending on the
placement of the sample on either side of the phase grating. Lg is the actual sample-
detector distance, L is the length from the source to the phase grating, and d is the
separation between phase grating and detector.
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NGI stepping scan

In principle, only one grating (G7) is needed for the operation of an NGI. However,
for practical reasons, two additional gratings are introduced into the beamline (cf.
figure (3.5)). G is the phase grating which generates the Talbot-Lau interference effect.
The gratings Gy and G, are additional absorption gratings. The source grating G
ensures the spatial coherence of the neutron beam. Each grating line creates a mutually
incoherent line source, whose interference patterns overlap at the detector position.
While a sufficiently small pinhole could be used instead, the neutron intensity would
be decreased to an impractical level. G4 is required to analyze the interference pattern,
which has a sub-pixel periodicity. This analyzer grating has a periodicity matched to
the interference pattern. As a result, it blocks a certain part of the intensity oscillations,
e.g., all maxima. The whole Talbot pattern can be measured by shifting G5 over one
period in small steps and thereby measuring the full pattern. This approach is known
as a stepping scan. In fact, any of the three gratings can be used for stepping with
identical results. The positioning and periodicities of all gratings have to fulfill a set of
geometric conditions for optimal performance, which are described in [115].

Instrumental setup

The NGI experiments shown in this work were performed at the beamline ANTARES
at MLZ [115, 116]. ANTARES is an imaging instrument and is shown schematically
in figure (3.5). The neutron spectrum used at ANTARES is a mixture of thermal and
cold neutrons with a peak intensity at 1.8 A. For collimation, a pinhole with a diameter
between 2 and 36 mm can be selected. Afterwards, the beam can be monochromatized
with a velocity selector or a double crystal monochromator. For the detection, combina-
tions of different scintillation screens and CCD cameras are available.

For the data presented in this work, a neutron wavelength of A, = 4 A was used,
which is the optimal wavelength of the setup. We used the velocity selector, which has
a spread of 10 %. For collimating the beam, the pinhole with 35.68 mm diameter was
used, which corresponds to L/d = 250. Due to the cryomagnetic sample environment,
the sample-detector distance is large at Ly = 0.2m. Therefore, the spatial resolution is
limited to ~ 500 pum. The correlation length of the NGI was calculated as Engr = 1.9 pm.

The coherence lengths of the NGI are calculated as (,,, = 2 um and ¢, = 4nm (equations
(3.8) and (3.9)). Similar to the VSANS measurements at KWS-3, (,, is probably lower
than the IMS domain correlation &pys. Therefore, the correlation function G(&pys) and
the scattering cross section Y cannot be expected to include the full domain morphology.
Measured values of the the DFI are unreliable. However, the main application of NGI
concerns the spatial homogeneity of the IMS domains on the millimeter scale of the
sample. Therefore, the absolute value of the DFI is not as important as the quantitative
results of the VSANS measurements. For (,, again the reasoning for VSANS measure-
ments apply. The coherence in beam direction is much lower than the domain correlation
in this direction. However, since this information is not studied, this limitation does not
affect the experiments.
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Figure 3.5: Schematic setup of the NGI instrument at ANTARES. The incident neutron
beam first passes a pinhole for collimation. Afterwards, it is monochromatized by a velocity
selector. The three gratings of the interferometer are placed between the selector and the
detector. GGy is the source grating, generating virtual coherent line sources. (G1 is the phase
grating which induces the Talbot-Lau interference pattern. G5 is the analyzer grating which
is needed to resolve the sub-pixel interference pattern. Finally, the detector is a scintillation
screen which is recorded with a CCD camera.
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Figure 3.6: (a) Schematic depiction of a DFI measurement. The phase grating G creates
a modulated intensity pattern (black sine wave) at the position of the absorption grating Go.
Behind the sample (yellow), scattered neutrons reduce the intensity oscillation (red). G2 has
the same periodicity as the interference pattern and is used to block a specific part of the
oscillation. With stepping either of the gratings, the intensity pattern is scanned over a full
period. (b) Exemplary raw data of a NGI stepping scan. Shown are 8 out of 16 raw images
of a full scan (gray scale). The evaluated DFI image is shown in color. The disk shaped
sample shows two region, the outer in the Shubnikov state, the inner in the IMS. In the raw
images, both sample regions and the background change differently over the stepping scan.
The corresponding values are plotted in the inset. In the DFIl image, only the center region
in the IMS has a value lower than one (shown green).
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NGI data

Exemplary data of the NGI measurements is shown in figure (3.6)(b). The images show
part of a stepping scan (8 out of 16 images). The sample is a disc of 25 mm diameter.
In the sample, two different regions are visible, the outer part is in the Shubnikov state,
while the inner part is in the IMS. The intensity in the two sample regions and in
the background change differently during the stepping scan. This is the effect of the
sample on the interference pattern, which can be analyzed to obtain the DFI value using
equation (3.15).

3.5 Small angle neutron scattering of the vortex lattice

The vortex lattice in niobium has a lattice constant of a few 100nm. Compared to
the larger domains, the scattering angles of cold neutrons are therefore larger, between
approximately 0.1° and 1°. Scattering in this regime is denoted small angle neutron
scattering (SANS). The major difference between the domain scattering, described in
section (3.3), and the vortex lattice signal is, however, not the scale of both systems, but
the different structure. Essentially, the vortex lattice is a two dimensional Bravais lattice,
comparable to the case of atomic lattices only on a much larger scale. Consequentially,
we use SANS as a diffraction experiment, in contrast to the diffuse scattering of the IMS
domains seen with VSANS.

Vortex lattice Bragg scattering

In order to describe the scattering signal of the vortex lattice, we start by dividing the
scattering length density into two separate contributions. This separation is retained in
the differential scattering cross section, which simplifies the description of the scattering
properties. In a vortex lattice, vortices are positioned at the lattice points r;, which
can be expressed as L(r) = > §(r —r;). At each lattice point, a vortex contributes the
single vortex magnetic profile By(r). The total magnetic flux distribution and hence the
scattering length density (equation (3.1)) is the convolution of both parts.

p(r) = ﬂjoun  By(r) (3.18)

Calculating the differential scattering cross section (3.4), we can use the convolution
theorem to transform the convolution into a simple product.

f(@) = FT(p) = FT(L(r) x By(r)) = FT(L(r)) - FT(B,(r))
do

1o (@ = f(@" = [FT(L@)[* - |[FT(By(x))* = F(q) - S(a)

(3.19)

Here, we used F'T as shorthand for a Fourier transform. The two contributions to the
scattering cross section are referred to as the form factor F'(q) and the structure factor

S(a) [117].
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In the ideal case of an infinite lattice, S(q) = > d(q — g;) has the same structure
as the vortex distribution P(R). It defines the reciprocal lattice, with the lattice points
g;. The peaks of the differential scattering cross section at the reciprocal lattice points are
referred to as Bragg peaks. In the case of a two dimensional hexagonal VL, the reciprocal
lattice is again hexagonal, rotated by 90°. For a hexagonal lattice, the lattice constant
of the real space vortex lattice ayy, and of the reciprocal lattice gyy, are connected via:

4 872 By,
= =/ 3.20
VL V3avyL, V3, ( )

By, is the average flux density of the vortex lattice and ® is the flux quantum.

Rocking scans

In a diffraction experiment, not all Bragg peaks can be observed simultaneously. This
problem is illustrated in figure (3.7) using the Ewald construction for Bragg scattering.
The constraints for elastic scattering imply, that q cannot be perpendicular to the incident
beam. Therefore, the sample has to be rotated slightly, to fulfill the scattering condition.
The necessary rotation is different for every reciprocal lattice point. Experimentally, the
problem is averted by performing a rocking scan in which the sample is rotated around
one or two axes perpendicular to the beam. The measured Bragg peak intensity is then
integrated over all angles. Normalized to the incident neutron flux, the intensity has
been derived as [10]:

|F(g)] Vine (3.21)

N \2 27N
1te) = ( g5.)
©® =1a,) Tg

where V' is the volume of the sample and v, is the volume fraction of the vortex lattice.

The vortex lattice correlation length : disorder in the lattice plane

Via L(r) and S(q), we have described the vortex and reciprocal lattice as infinite.
However, in an experiment only a part of the lattice contributes to the coherent scattering.
This limitation can be due to several effects, such as an actual finite lattice size, as in
the IMS domains, or a finite order of the lattice due to lattice defects. Irrespective of
the actual case, the effective size of the lattice is described with the lattice correlation
length &yp,. The positions g; of the reciprocal lattice points are not affected by such
a spatial restriction. Instead, the assumption of S(q) as a sum of delta function is no
longer valid, and the Bragg peaks gain a finite width. We define the lattice correlation
by the full width at half maximum (FWHM) of the first order Bragg peaks:

2

= FWIM

(3.22)
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Figure 3.7: lllustration of the vortex lattice diffraction in reciprocal space (a) and real
space (b). (a) Due to the elastic scattering condition, the initial and final wave vectors of
a neutron have to be equally long, which is reflected in the Ewald construction. For Bragg
scattering, the Ewald sphere has to intersect two lattice points. This is only possible, if the
sample and with it the reciprocal lattice is rotated by an angle ¢ around an axis perpendic-
ular to the beam (green). Two possible scattering configurations are shown in red and blue.
(b) In the experimental setup, the vortex lines (teal) are parallel to the magnetic field and
the neutron beam. The hexagonal vortex lattice leads to Bragg scattering in a hexagonal
pattern rotated by 90° on the detector. Each Bragg peak is only visible under a small range
of rocking angles ¢. The scattering image included in (b) shows the sum over a whole rock-
ing scan, while (c) depicts the angle dependence of the left (blue) and right (red) first order
Bragg peaks.

The limited coherence of neutrons perpendicular to the beam (, ,(equation (3.8)) has
a similar effect. Even, if the lattice is infinite and perfectly ordered, the neutron only
interacts with a small part of it, which leads to a broadening of the Bragg peaks.
Usually, this effect is synonymous to the finite resolution of an experiment, and ¢,
can be determined from the width of the direct beam. In an experiment, the finite
size effects from the coherence length /resolution and from the actual lattice properties
are superimposed. Mathematically, this can be treated as a convolution of the two
broadening effects and the contributions add up as:

1\ (1)
i =2e (L) 4 () 2

The vortex correlation length : disorder along the field

In a similar approach, the correlation of the vortices along the beam direction can be
measured. The FWHM of the Bragg peaks in ¢, direction ¢, is measured in the rocking
scan in units of radians. The correlation length is defined as [118]:

2 B 27
FWHM,  gpragg sin (4,)

(3.24)

5 vortex —
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where ¢pyage 1S the position of the Bragg peak. Again, the coherence length ¢, contributes
to the measured rocking width of the Bragg peak. However, due to the special structure
of the vortex lattice, equation (3.9) cannot be used. The lattice structure results in a
highly increased coherence length of the neutrons which has been estimated as [118]:

)\N dgrL
< — 2
CZ B (A)\N> )\N (3 5)

dyi, = avi V3 /2 is the interplane distance in a hexagonal lattice. The correlation length
(. in a diffraction experiment is usually higher than the value calculated for diffuse
scattering by several orders of magnitude.

SANS data

Exemplary data of the SANS measurements is shown in figure (3.8). The data for
each sample was taken after field cooling in an external field of pigHeyy = 60 mT in the
Shubnikov state. The temperature varies to meet the different sample properties. All data
was acquired as rocking scans and summed up for presentation. Bragg peaks are visible
in all samples. For the high purity and low purity measurements, the hexagonal pattern
of the Bragg peaks is obvious. The medium purity sample shows the superposition of
two hexagonal patterns rotated by 90°. Higher order Bragg peaks are clearly visible
only for the high purity sample.

high purity medium purity low purity
@) gomT, 7.0 (b) ()

60mT, 5.0K

60mT, 5.0K

qy (107/A)

-5 0 5
dx (1073/A)

Figure 3.8: Exemplary raw data of SANS measurements. Shown are the sums of rocking
scans on a logarithmic scale. All measurements were performed at 60 mT, at the indicated
temperature, in the Shubnikov state. In all samples, the Bragg peaks form a hexagonal
pattern, which is in a single orientation in the HP and LP sample and a twofold orientation
in the MP sample. Note that the color scale is different for all samples, due to different
scattering intensities. Deviating from the illustration, the center peak of the direct beam has
the same width in all measurements.
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Instrumental setup

The SANS experiments shown in this work were performed at the SANS-1 instrument
at Maier-Leibnitz-Zentrum (MLZ) [119]. SANS-1 is a typical pinhole instrument and is
shown schematically in figure (3.9). It is positioned at the end of a beam guide with a
cold neutron spectrum, where the neutrons are monochromatized by a neutron velocity
selector. The neutrons are collimated in a 20m long collimation tube, which can be
loaded with a variety of pinholes and collimation guides. The detector is a 1 m? array
of 128 x 128 ®He detection tubes. It can be placed between 1.2 and 20 m behind the
sample, in a 20 m long evacuated detector tube. Further information can be found in [119].

For all data presented in this work, a neutron wavelength of Ay = 12.0 A was used with
a spread of 6 %. The neutron beam was collimated over the length of 20 m, using a
source aperture with 20 mm diameter and a sample aperture with 7mm diameter. The
instrument resolution was measured as 7.5107%/ A.

For SANS-1, the coherence length perpendicular to the beam is (,, = 0.4 pm (equation
(3.8)). With a typical lattice constant of 0.2 ym, the coherence is sufficient to measure
the periodic structure of the vortex lattice. However, long range correlations are not
resolvable with this coherence.

For diffuse scattering, the correlation in beam direction is ¢, = 20 nm (equation (3.9)).
In the case of diffraction at the vortex lattice, this value is increased to (, < 0.5mm
(equation (3.25)). In comparison to our typical sample thickness of a few mm, this
coherence length is expected to be sufficiently high to measure the real correlation length
of the vortex lines.

neutrons sample

—
— = |

wavelength beam collimation detector tube
selector 20m 20m

Figure 3.9: Schematic setup of the SANS instrument SANS-1. First, the incident neutron
bean is monochromatized by a velocity selector. Next, it is collimated in the collimation
tube, which can be fitted with various segments of collimators or pinholes. The detector can
be moved inside an evacuated chamber up to 20 m behind the sample.
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4 Experimental results

With the techniques presented in chapter (3), we have investigated the intermediate
mixed state (IMS) in the intertype superconductor niobium. The focus of our study
was the transition of vortex matter from a homogeneous lattice in the Shubnikov state
into the domain structure of the IMS. In this work, the experiments are restricted
primarily to field cooled procedures. We have used a set of experimental techniques
which allows us to probe the vortex matter on different length scales. Using SANS, we
can measure the properties of the vortex lattice on a scale of approximately 200 nm. The
IMS domain with a characteristic length scale of a few micrometers is covered by VSANS
and NGI. Here, VSANS was used to measure the domain morphology, while NGI allows
us to see the domain distribution on the mm scale of the sample. Finally, the global
magnetic properties of the superconductor were measured with VSM. The combination
of techniques allows us to obtain a comprehensive picture of the IMS transition. In the
experiments, the dependence of the IMS on the external field and on the sample purity
was addressed.

In this chapter, we present our experimental studies, starting with an overview over
the used samples (section (4.1)), followed by the results of the different experimental
techniques in the order: VSM (section (4.2)), SANS (section (4.3)), VSANS (section
(4.4)) and NGI (section (4.5)). In each section, the general findings and differences of
the distinct sample purities will be addressed. The chapter closes with a summary and
discussion of the complete experimental results.

4.1 Sample overview

In our study of the IMS we have used niobium single crystals of three purities: high
(HP), medium (MP) and low (LP). Samples of the same purity were cut from the same
single crystal. All details about the samples are summarized in table (4.1), including
their shape, dimension, demagnetization factor and the corresponding experimental
techniques. The high purity sample is a custom grown crystal with exceptional quality,
which was specifically oxidized to improve the surface quality. It has been previously used
in neutron scattering experiments [56, 74, 120] and showed no signs of surface pinning
or flux trapping. The sample is cylindrical, with a crystalline (110) axis corresponding
to the cylinder axis.

The medium purity samples were cut from a large polycrystalline disc, which was
originally manufactured by Heraeus for the use in microwave cavities [121]. Individual
grains have a diameter up to ~ 10 cm. All MP samples were cut from the same grain,
which has a crystalline (100) axis nearly perpendicular to the surface, with a deviation

49



50 4 Experimental results

of ~ 2°. All low purity samples were cut from a single crystal obtained from Matek.
They have been previously used in a neutron scattering study [14]. The disc shaped
samples have a crystallographic (110) axis perpendicular to their surface. Medium purity
and low purity samples have been prepared by spark erosion, diamond wire cutting,
grinding, polishing and etching in fluoric acid. We do not elaborate on the different
combinations of polishing and etching, as they had no visible impact on the measurements.

The assignment of different purities is based on measurements of the residual resis-
tivity ration (RRR) and impurity determination by neutron activation analysis [122].
HP-1 exhibits a RRR > 10000 and contains 20 ppm Ta as primary impurity. The
MP samples were specified with RRR > 300 and 150 ppm Ta. For the LP samples, a
RRR ~ 100 and 200 ppm Ta and 350 ppm W were measured.

Sample || RRR Impurities | Shape Dimensions [mm] D Experiment
HP-1 >10k 20 ppm Ta rod d=55,t=19.7 0.14 (|| VSM
0.43 (L) SANS
MP-1 || >300 150ppm Ta | disc d=25,t=1.3 0.90 SANS, NGI

MP-2 disc d=10,t=1.3 0.79 SANS
MP-3 disc d=5,t=0.3 0.89 VSM
MP-4 strip 20 x 2 x0.2 0.87 VSANS
MP-5 cuboid 4.0 x 3.8 x 1.9 0.24 VSM
LP-1 || =100 200ppm Ta | disc d=20,t=0.6 0.94 SANS
LP-2 350ppm W | cuboid 4.0 x 3.7 x 1.9 0.24 VSM

Table 4.1: Single crystal niobium samples (HP: high purity, MP: medium purity, LP: low
purity). All MP and LP samples were cut from the same crystal, respectively. Dimensions
are given either as diameter (d) and thickness (t) for a cylindric shape or as the three edge
lengths for cuboid shape. Demagnetization factors (D) were calculated for all discs with
the magnetic field perpendicular to the surface, for the cuboids with the field parallel to the
longest edge, and for the rod shaped HP-1 two values are given with the field parallel (||)
and perpendicular (L) to the cylinder axis.

4.2 VVSM: Bulk magnetic properties

The magnetization was measured with a vibrating sample magnetometer (VSM),
equipped with a helium flow cryostat. Due to practical limitations, the experimen-
tal arrangement of the samples is not identical to the neutron experiments. The high
purity sample HP-1 was measured with the field applied parallel to the cylinder axis. For
the lower purities, the cuboid samples MP-5 and LP-2 were used with the field applied
along the longest axis. Additionally, the disc shaped sample MP-3 was measured with
the field perpendicular to the sample face.
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Results

Comparative data of the different sample purities is shown in figure (4.1)(a,b). Magneti-
zation loops were recorded in the range of —0.5T < pgHey < 0.5T. Panel (b) shows
the data at 4 K after zero field cooling (ZFC). MP-5 and LP-2 display similar broad
hysteresis loops, which are characteristic for strong vortex pinning. After ZFC, the
initial branch of both samples has the same slope, according to their identical demag-
netization factor. Both curves deviate from the linear behavior at pgHey ~ 100mT,
after which they cross over to the hysteresis loop. The turning point of MP-2 is sig-
nificantly higher, at pgHex =~ 157 mT, than for LP-1, at pgHe =~ 129 mT. Generally,
MP-5 displays a broader and more asymmetric hysteresis than LP-2. The shape of
the HP data is distinct from the other two curves. The initial branch of the magne-
tization has a different slope due to the lower demagnetization factor. The sample
stays in the Meissner phase up to pgHexy = 122mT, where the magnetization drops
steeply by ~ 80mT. Above 140 mT, the magnetization is perfectly reversible. Between
130mT and 70 mT on the decreasing branch, the magnetization is linear and parallel to
the initial branch, approximately 50 mT lower. After changing sign with the external
field, the initial branch of the magnetization after ZFC is almost immediately reproduced.

The temperature dependence of the magnetization was measured field heated after zero
field cooling (FH) and field cooled (FC). Panel (a) shows the data at pgHexy = 40 mT,
which is corrected for the demagnetization factor of the samples. After zero field cooling,
all samples are in the Meissner state and have a magnetization equal to the external
field. For LP-2, magnetic flux starts to enter the sample above ~ 7.0 K. For MP-5,
the transition is slightly delayed to ~ 7.4 K. In contrast, HP-1 stays in the Meissner
phase up to = 8.3 K, where we see a slight peak. For all samples, the magnetization is
practically zero above 8.7 K. The field cooled data is qualitatively similar to FH, but
shows very different saturation magnetizations at low temperatures. Additionally, the
transition temperature in slightly decreased for MP and LP. They reach their saturation
at 8.1 K and 7.6 K, with a magnetization of —1.0mT and —3.3mT, respectively. The
transition of HP-1 is instead slightly increased and it reaches saturation very fast at
8.4 K with a value of —27mT.

Panels (c,d) show magnetization data of the sample MP-3, which has a shape and
demagnetization factor comparable to the MP and LP samples used for SANS and NGI.
The field heated data is comparable to the example shown for MP-5, but with a much
broader transition region. In the field cooled case, the saturation magnetization is below
1mT for all fields.

Discussion

In the magnetization measurements, the different purities of the samples are obvious,
with a stark contrast between HP and MP/LP. MP-5 and LP-2 have similar qualitative
properties. The broad, asymmetric hysteresis loop is caused by flux trapping due to
impurities and surface defects, as well as edge barriers which hamper the flux entrance.
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Figure 4.1: Magnetization measurements of all three different sample purities. (a) Tem-
perature dependent magnetization in 40 mT for the samples HP-1, MP-5 and LP-2 in field
cooled (FC, solid lines) and field heated (FH, dashed lines) measurements. The field heated
data shows the perfect diamagnetism of the Meissner effect, while the FC data reveals a
strong flux freezing in MP-5 and LP-2 and a possible signature of the IMS in HP-1. The
transition between normal and superconducting state is different for each sample. (b) Field
dependent measurements at 4K for the same samples as in (a). The hysteresis loops visible
for MP-5 and LP-2 are indicative of strong pinning and geometric effects. HP-1 is, again
distinct, with a hysteresis only at small fields, which is likely related to the IMS. (c,d) show
temperature dependent data measured on MP-3 in a comparable geometry to the neutron
measurements. It reveals a nearly perfect flux freezing transition in field cooled measure-
ments.
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In the FC measurements, we observe a flux freezing transition due to pinning. In
the temperature dependent data, the transition to the normal state starts at a lower
temperature for LP-1 than for MP-2. Additionally, the extent of the Meissner state in
the initial branch of the field loops is lower for LP-2. Both features are in accordance
with the level of purity defined by the samples RRR and impurity content. In contrast,
the field cooled saturation magnetization is lower for MP-5 and its hysteresis loop is
larger compared to LP-2. Both features can be attributed to the overall sample quality
or to surface effects. A conclusive quality hierarchy is not obtained from magnetization
alone. In the medium and low purity sample, no indication of the IMS is visible.

In contrast, the HP data is not indicative of bulk or surface pinning. The reversibility
of the high field magnetic loop, as well as the sharp superconducting transition in the
temperature dependence underline the high quality of the sample. The hysteretic part of
the magnetization loop is most likely connected to the IMS. In the IMS, a specific vortex
lattice constant is preferred, which corresponds to a mean flux density Bpys. In the
initial branch, geometrical barriers hinder the entrance of magnetic flux into the sample,
which preserves the Meissner state. On the decreasing branch, however, the internal
flux density decreases to a finite value, which is connected to Bpys. The internal flux
stays constant over a range of ~ 60 mT at 4 K, until the Meissner effect dominates the
low energy state of the IMS. Similarly, the reduced saturation magnetization observed
in FC measurements is likely connected to Bryg, and is not a sign of a partial flux freezing.

The data taken with MP-3 further illustrates the circumstances in the neutron experi-
ments on MP and LP samples. All neutron data is recorded in field cooled measurements,
where flux freezing is close to perfect. Hence, the internal magnetic flux can always
be assumed to be constant, and demagnetization effects can be neglected. With the
similarity between MP-5 and LP-2 in mind, the flux freezing in a disc shaped LP sample
is also assumed to be close to perfect. For HP-1 it was not possible to measure the
magnetization in a setup which resembles the neutron measurements. However, with the
magnetic field perpendicular to the sample’s cylinder axis, demagnetization effects are
expected to be significantly larger. Furthermore, a spatially inhomogeneous magnetic
state in the sample has already been reported [74].

4.3 SANS: Vortex lattice crystallography

Using small angle neutron scattering (SANS), the properties of the vortex lattice were
investigated. The measurements were performed on the samples HP-1 with the field
perpendicular to the cylinder axis and on MP-2 and LP-1 with the field perpendicular
to the sample face. Demagnetization effects only apply to HP-1, since MP-2 and LP-1
undergo a flux freezing transition. All data was acquired in the form of rocking scans
with respect to one or two axes perpendicular to the neutron beam. For HP-1, the
rocking was performed over £1° on the vertical axis in 41 steps, with a total exposure
time of 410s. The MP samples were rocked over the horizontal and vertical axis, each
in the range of £1° over 25 steps, with a total exposure of 500s. LP-1 was rocked over
the range of £1.2° of the vertical axis in 25 steps, with a total exposure of 250s.
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The neutron beam was monochromatized with a velocity selector at 12.0A with a
spread of 6 %. The collimation length and sample-detector distance were both 20 m. The
resolution determined from the center beam was measured as FWHM = 0.65 - 103 /A.
This corresponds to a resolvable structure size of 27/FWHM ~ 1000 nm, which is in
reasonable agreement with the correlation length (., = 400 nm (equation (3.8)).

Results

Exemplary raw data of the SANS images were shown in figure (3.8) in chapter (3.5). The
pattern of Bragg peaks corresponds to a hexagonal vortex lattice in all samples. This
hexagonal pattern was found at all fields and temperatures where a VL. was observed.
Deviations from the perfect angles of 60° are below 2°.

The lattice constant ayy,, determined from the first order Bragg peak positions (cf.
equation (3.20)), is shown in figure (4.2)(a,b,c) for the samples HP-1, MP-2 and LP-1. In
the data, two regimes can be identified for all samples. At high temperatures and fields
we find the Shubnikov state. Starting at high temperature, ayy, depends on the applied
magnetic field pgHex. In the MP and LP samples, the lattice constant is temperature
independent. The mean flux density of the lattice corresponds to the external field
1o Hext, which is indicated on the right side of each plot. For HP-1, ayy, increases with
decreasing temperature. The second regime is the intermediate mixed state, where we
find a unique temperature dependence in each sample with no dependence on the external
field. With decreasing temperature, the lattice constant decreases in all samples. The
curves describing the second regime are included in all graphs to indicate the hierarchy
of the different sample purities. Using the lattice constant, we define the transition
temperature from Shubnikov state to the IMS Tyys, which is marked in all graphs. For
HP-1, the IMS is observed up to 90 mT, for MP-2 up to 60 mT and for LP-1 up to 30 mT.

The integrated intensity of the first order Bragg peaks is shown in figure (4.2)(d,e,f).
In the Shubnikov state, the intensity increases linearly with decreasing temperature to a
maximum at Tiys in all samples. In the IMS, we see a decreasing intensity. For HP-1,
the decrease is linear and strongest. In the measured temperature range, the intensity
reduces to zero for fields up to 75mT. In MP-2 and LP-1, the intensity decreases much
less in the IMS. In MP-2, a stagnation is observed for 20 mT and 40 mT, which cannot
be seen for LP-1 due to the lower transition temperatures.

For selected fields, field heated measurements were performed subsequent to the field
cooling. These are marked with open circles in the plots of figure (4.2). In all cases, field
cooled and field heated measurements yield identical lattice parameters. In the intensity
slight differences are present, but the general behavior is well reproduced. Additionally,
field dependent measurements were performed on HP-1 after zero field cooling. The
lattice parameter obtained in these measurements is included in panel (a) as black
diamonds and matches the other measurements perfectly.
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Figure 4.2: (a,b,c) The lattice constant ay of the vortex lattice has been calculated from
the position of the first order Bragg peaks (equation (3.20)). All samples show two distinct
regimes. In the Shubnikov state (high temperatures and fields) ay is either increasing
(HP-1) or constant (MP-2, LP-1). In the intermediate mixed state (low temperatures and
fields), ayL decreases on a unique line. The IMS line orders with the sample purity. (d,e,f)
Integrated intensity of the first order Bragg peaks. In the Shubnikov state, the intensity
increases linearly due to the temperature dependent vortex shape. In the IMS, the intensity
decreases due to the reduced VL filling factor. In HP-1 the decrease is enhanced by the
Meissner effect.

The width of the first order Bragg peaks FWHM, in radial ¢ direction is shown
in figure (4.3)(a,b,c). Included in the images is the FWHM of the center beam (black
broken line) which determines the resolution limit at 0.65 - 10~3/A. In the Shubnikov
state, the Bragg peaks have a FWHM, of 0.7 - 0.8 - 10-3/A close to the resolution limit,
which has only a weak temperature dependence. Below the IMS transition the width
increases significantly, up to ~ 1.0 - 1073/A in HP-1 and ~ 1.3 - 103/A in MP-2 and
LP-1. Panels (d,e,f) show the corresponding correlation length &yy, of the vortex lattice
(cf. equation (3.22)). The results are presented in units of the measured lattice constant
ayy,(T). In the Shubnikov state, the correlation is &~ 15ayy, in HP-1 and ~ 8ayy, in
MP-2 and LP-1. In the IMS, all samples have a notably reduced correlation length
of 3 — 4 ayy, which is mostly temperature independent. These values correspond to a
correlation length of ~ 1.8 um in the Shubnikov state and 0.9 ym in the IMS. We note
that the calculated values are quite uncertain due to their closeness to the resolution
limit. Error bars have been omitted in the graphs for better visibility of the data.

Rocking curves for selected measurements are shown in figure (4.4). The scans were
performed in 0.1° steps for the medium and low purity samples and in 0.05° steps for
the high purity sample. The data shown in panels (a,b,c) are in the Shubnikov state
at all temperatures, in an external field of 120mT (HP-1), 90 mT (MP-2) and 60mT
(LP-1), respectively. For HP-1, the peak position shifts with temperature, due to the
shifting ¢ position of the Bragg peak. The rocking peaks of MP-2 and LP-1 remain at
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Figure 4.3: (a,b,c) FWHM of the first order Bragg peaks in radial ¢ direction. The width
of the center beam is included as black line and represents the resolution limit. In the Shub-
nikov state, the width is close to the resolution limit and nearly temperature independent.
In the IMS, the width is increasing with decreasing temperature. (d,e,f) Lattice correla-
tion length calculated from FWHMy in units of the lattice parameter ay (7). Due to the
closeness to the resolution limit, the values have a relatively large error, especially in the
Shubnikov state. The error bars were omitted for better visibility.

the same angle. The shape and width of the rocking peaks is only slightly changing
with temperature. Panels (d,e,f) show measurements at 75mT (HP-1), 40 mT (MP-2)
and 30mT (LP-1), respectively, where the IMS transition is observed. Below Tyyg, the
rocking peaks broaden significantly.

The full width at half maximum FWHM,.q of all peaks is shown in figure (4.5)(a).
In the Shubnikov state FWHM,,q is in the range of 0.1° — 0.3° in all samples and
therefore close to the resolution limit of the instrument ~ 0.05°. In the IMS, the rocking
width increases with decreasing temperature. Similar to the lattice correlation, a vortex
correlation &,qrtex in direction of the field can be determined from the rocking width.
The calculated values are shown in figure (4.5)(b). In HP-1, the maximum correlation is
in the order of 100 um and decreases drastically in both measurements. In the lower
purity samples, the correlation in the Shubnikov state is ~ 30 — 40 ym and decreases
in the IMS to values around 10 um. Again, the close proximity to the resolution limit
renders the calculated correlation lengths prone to errors.

Coinciding with the IMS transition, we have measured a broadening of the direct
beam in all samples. Due to the resolution limit, this effect was not further evaluated.
However, we identify this effect with the IMS domain scattering, which is the subject of
our VSANS measurements.
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Figure 4.4: Rocking curves of the intensity of one Bragg peak, for representative magnetic
fields. (a,b,c) At the chosen higher fields, the samples are in the Shubnikov state at all
temperatures. In all cases, the shape and width of the rocking peak remain similar at all
temperatures. The changing center angle observed in HP-1 is due to the changing Bragg
peak position. (d,e,f) At the chosen lower fields, the samples undergo the IMS transition.
Below the IMS, the rocking peaks become notably broader.

Discussion

While all samples were measured in the same geometry and in field cooled procedures, we
have observed a clear discrepancy between HP-1 and the lower purity samples MP-2 and
LP-1. Due to the high quality of HP-1, the Meissner effect is visible in the measurements,
which is not the case for the other samples. Most directly, this is observed as an increasing
lattice parameter ayy, in the Shubnikov state. Figure (4.6) shows the corresponding
flux density of the vortex lattice Byy,. At all external fields, By, decreases linearly
with the temperature. The dotted lines give an estimate at which temperature the
vortex lattice is completely excluded from the sample. This transition into the Meissner
state is observed in our measurement range up to 75mT, which fits reasonably well
with the extrapolations of Byy,. Note that, while Byy, increases in the IMS, the flux
expulsion is simultaneously taking place. In contrast, the constant lattice parameter
seen in the Shubnikov state of MP-2 and LP-1 is indicative of a strong flux freezing
transition. Therefore, the internal and external flux density are identical at all fields
and temperatures, irrespective of Shubnikov state or intermediate mixed state.

The lattice constant ayp, constitutes the clearest signature of the transition from the
Shubnikov state into the IMS. We note, however, that the transition is clearly visible in
all quantities extracted from the SANS measurements. In the IMS, the lattice parameter
is decreasing with temperature in all samples. The lattice parameter in the IMS has the
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Figure 4.5: (a) Width of the rocking curves FWHM o of the curves shown in figure
(4.4). In the Shubnikov state, the width stays mostly constant at a low value of 0.1 — 0.3°.
Below the IMS transition, the width increases notably. (b) Correlation of the vortices in field
direction &yortex calculated from the rocking width.

160
.A_. _______ ® 150mT
" P ® 120mT
&
e 90mT
Lok e-—- ® 75mT
,.0". ® 60mT
R ° @ ® 40mT
= [Tl .
E s} T TRy
i N o
B .
3 & * o
L
sl U e
."-‘: \\.\"‘
1 1 — :
05 1 7 6 8 10
T(K)

Figure 4.6: Magnetic flux density By of the vortex lattice in HP-1, calculated from the
Bragg peak positions. The unique line of the IMS is included in the image (black dashed
line). In the Shubnikov state (temperatures and fields above the IMS line), the flux density
of the VL is linearily decreasing. The colored dashed lines on the right side mark the value
of the external magnetic field. Colored dotted lines are showing the extrapolation of the
linear decrease.

same temperature dependence in all samples which can be expressed as:

D=

, with ¢ =

aimms = CLIMS, 0 (1 — t3_t)_ (41)

c, IMS

This formula phenomenologically describes the temperature dependence of the London
penetration depth Ap, [123] and has been used in a previous study [73]. All fit parameters
(amms, o and Tt vs) are listed in table (4.2). The critical temperature Tt pvs is below
the actual transition of the superconducting state at zero field 9.2 K and decreasing
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from HP-1 to MP-2 to LP-1. The zero temperature parameter anyg, o is increasing with
decreasing sample purity. Overall, the difference between HP and MP is relatively small,
while the low purity curve is strongly shifted towards lower temperature and larger
lattice constants. The sample purity has two effects, which are likely responsible for the
different curves. First, the London penetration depth and the GL correlation length are
increased in impure superconductors, due to the decreased electron mean free path [124].
Both parameters factor into the range of the vortex-vortex interaction. Second, the
increased pinning in the lower purity samples may have an effect on the IMS transition,
e.g., by restricting the vortex mobility.

It is noteworthy that HP-1 and MP-2 have a very similar transition line apyg, al-
though the macroscopic magnetic properties are quite different. Especially the presence
of a flux freezing transition in the medium purity sample is a stark contrast to the flux
expulsion and demagnetization effects present in HP-1. In contrast, the transition line is
very different between MP-2 and LP-1, despite their very similar magnetic properties. A
possible explanation is, that flux freezing and the changing IMS transition are caused by
different effects.

The Bragg peak intensity is given by equation (3.21), which depends on the vortex
form factor, the reciprocal lattice vector and the filling factor of the vortex lattice. In
the Shubnikov state, we observe a mostly linear increase of the intensity in all sam-
ples. This increase is primarily due to the changing form factor of the vortices. With
decreasing temperature, the size of a vortex decreases and its magnetic flux density
increases accordingly. Therefore, the magnetic scattering contrast increases, which is
seen in the scattering intensity. In MP-2 and LP-1 this is the only factor, since the
Bragg peak position g and the filling factor of the vortex lattice vy, are constant due
to the flux freezing. In HP-1, vy, can be assumed to stay constant as well, while g
decreases due to the flux expulsion. In the IMS, the reciprocal lattice vector increases in
all samples, which reduces the scattering intensity. Furthermore, the filling factor of the
vortex lattice decreases due to the domain structure of the IMS. In the medium and low
purity samples, vy, = Bey/Bus is restricted due to the flux freezing, which leads to
the roughly constant scattering intensity deep in the IMS (see sample MP-1, 20 mT and
30mT). In contrast, in HP-1 the Meissner effect reduces vy, down to zero in the IMS,
along with the scattering intensity.

The correlation lengths of the vortex lattice &yp, and the vortices themselves vortex,
which are extracted from the widths of the Bragg peaks, are a further indication of the
IMS transition. Concerning the vortex lattice, the quantities measured in ¢ direction,
FWHM, and &y, are at the resolution limit of 0.65 - 1073/ A and 1 pm, respectively, in

| HP-1 MP-2 LP-1
Te mas (K) | 9.02 880 7.55
amMs, 0 (nm) 159.3 168.7 234.0

Table 4.2: Fit parameters of the IMS transition line using equation (4.1)
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the Shubnikov state. Due to the relatively large lattice constants (0.1 — 0.3 um) this
means that only a small part of the lattice can actually contribute to the coherent
Bragg scattering. In the IMS, the Bragg peak width notably increases, which has two
likely reasons. First, due to the rearrangement of vortices into a denser lattice, the
degree of order in the lattice can decrease. Second, due to the break up of the lattice
into domains, the measurable correlation is limited by the edges of VL. domains. It is
noteworthy that the correlation length in units of the lattice constant is approximately
constant &y, & 3 — 4 ayy, in the IMS and similar for all fields. In absolute units, the
lattice correlation in the IMS is between 0.5 — 1.0 pm.

In direction of the field, a similar broadening of the Bragg peaks is observed in the IMS
(see figure (4.5)). In field direction, the broadening does not correspond to the order of
the vortex lattice, which is a two dimensional structure. Instead, it corresponds to a
bending of the flux lines. In the Shubnikov state, the vortices are straight over a length
of approximately & ortex Which is in the order of 30 um. Due to the limited resolution,
this is rather a lower boundary, and the actual value might be higher.

In the IMS, &ortex reduces to &~ 10 um. This gives an estimate of the length in field
direction, over which the IMS domains are well defined. We have two primary scenarios
which are likely for the domain morphology in z direction. They are shown schematically
in figure (4.7). A domain might be consisting of a fixed set of vortices (panel (a)). These
may be bent over the scale of the coherence length, but the domain fundamentally stays
intact. Alternatively, the domains might be truly confined in field direction (panel (b)).
The vortices making up a domain split up and rearrange into several new domains along
the field direction. Additionally, the vortex coherence can be limited by pinning centers.
In the broken vortex lattice of the IMS, pinning sites may distort vortices more strongly
than in the homogeneous Shubnikov state, especially at the domain boundaries where
restricting vortex interactions are missing.

In summary, the IMS is observed in every quantity evaluated from the SANS mea-
surements. Below the transition temperature Tiyg, the vortex lattice constant decreases,
while the initial hexagonal structure is retained throughout the whole temperature range.
Accompanying the agglomeration of the VL is a loss of correlation perpendicular to
the field as well as in field direction. We interpret the limited correlation as a domain
structure consisting of well ordered VL. domains and flux-free Meissner state domains.
The VL domains have a typical length scale of 3 — 4 vortices, which corresponds to
0.5— 1.0 um. Note that, depending on the actual shape of these domains, the correlation
might be very anisotropic, e.g., in elongated stripes with a width of &~ 4 vortices. In field
direction, the correlation reflects a bending of the vortex lines, rather than an actual
finite size. With &~ 10 gm in the IMS, & oex iS notably larger than &yrp,.

We want to emphasize two points: First, the IMS transition is observed in samples with
very different magnetic properties. In HP-1, flux can move freely and leave the sample
as can be seen in the Meissner effect. In contrast, MP-2 and LP-1 are undergoing a flux
freezing transition. Despite the differences, all samples show an IMS transition with a
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very similar transition line apys(7"). Second, the IMS transition is reversible. The results
from field cooled and subsequent field heated measurements yielded nearly identical
results, as well as the field scans performed on HP-1. Both observations imply that the
IMS is a well defined state. Especially the vortex lattice constant reflects fundamental
properties of the superconductor, which are manifest in the vortex interaction.

(a) continuous IMS domains (b) broken IMS domains

{ vortex Meissner domains @O VL domains

Figure 4.7: Schematic morphology of IMS domains in direction of the magnetic field
and the neutron beam. (a) Continuous domains, which consist of the same set of vortices
throughout the whole sample. (b) Broken domains, where vortices contribute to several
different domains throughout the sample thickness. In both cases, pinning centers may
introduce flaws in the individual domains, which reduces the correlation of vortices in field
direction.

4.4 VSANS: IMS domain morphology

The morphology of the vortex matter domains in the IMS was measured using very small
angle neutron scattering. The measurements were performed on the medium purity
sample MP-5. A thinner sample was necessary to reduce the multiple scattering rates.
The shape and demagnetization factor of MP-5 is different to the samples used with
SANS and NGI. However, due to the flux freezing transition, this has a negligible effect.
The exposure time for each data point was 3 h for measurements at 40 mT and 60 mT
and 2h at 90mT. The neutron beam was monochromatized with a velocity selector at
12.8 A with a spread of 20 %. The resolution was determined from the center beam as
10.5-107°/A, which corresponds to a structure size of 6 ym. The coherence volume of
the neutron depends on the focusing geometry of the instrument. Neglecting this effect,
we calculate ¢, ~ 4 pm and ¢, ~ 6.5nm.

Results

Figure (4.8) shows field cooled VSANS data of MP-5 at three different external fields:
40mT, 60mT and 90mT. Depicted are the radial averages of the two dimensional
intensity. For raw data examples, see figure (4.8) in chapter (3).
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The full intensity as measured is shown in panels (a). At 90mT, the signal has no
temperature dependence and does not change between normal and superconducting state.
This background intensity has a Gaussian shape at low ¢ with FWHM = 10.5-107°/ A
At ¢ ~ 1.3-107*/A, it changes to a power law with exponent 2.8 £ 0.1. At 60mT
and 40 mT, the signal changes below 5 K and 6.5 K, respectively. Primarily, we observe
additional scattering in the region above ¢ = 1-107%/ A. At both fields, the scattering
intensity increases with decreasing temperature.

The magnetic scattering signal at 40 mT and 60mT is shown in panels (b). We
have subtracted the high-temperature signal, normalized by the intensity at q = 0. At
both fields, a slight peak at ¢ ~ 0.7 - 10*/ A is visible. This is, however, very close to
the resolution limit of the instrument. At large ¢, the data follows a power law with
exponent 3.5 + 0.5 The shape of the scattering signal is not changing with temperature.

The integrated scattering probability S is shown in panel (c). It is defined as
the fraction of the magnetic scattering signal (shown in panels (b)) to the total signal
(shown in panels (a)). For 3.5K it increases up to S = 13.8% and S = 9.6 % for
40mT and 60 mT, respectively. The black dashed lines included in the plot indicate the
expected temperature dependence, based on the changing scattering cross section in the
IMS (cf. equation (3.14)).

Discussion

The scattering signal observed in the VSANS measurements emerges precisely at the
IMS transition temperature observed in SANS for 40 mT and 60 mT. Additionally, the
data at 90 mT confirms no signal in the Shubnikov state at all measured temperatures.
Therefore, we attribute the signal to the magnetic domain structure of the IMS. The
curves of the magnetic signal show a correlation peak, however, since the peak is very
close to the direct beam, an exact determination of its position cannot be expected.
For 40 mT and 60 mT, at temperatures below 6 K and 5 K respectively, the peak posi-
tion is at ¢ ~ 0.7i0.05-10*4/A. This corresponds to a correlation length of &g ~ 10 pum.

The correlation peak of the magnetic scattering signal is close to the resolution
limit of the instrument (=~ 6pm) and the neuron coherence length ({,, ~ 4pm). There-
fore, we do not measure the real correlation of the domain structure, but rather a lower
boundary. The behavior at high ¢, however, contains information about the interface
between the domains, which are at a smaller scale and therefore still resolvable. We
observe a power law with an exponent of 3.5+ 0.5. With reference to the model function
describing a two phase domain structure in spinodal decomposition (cf. equation (3.10)),
this corresponds to a two or three dimensional domain structure with smooth interface,
where the expected value is 3.0 and 4.0, respectively. While the exponential behavior
is therefore reasonable, the data does not yield a clear insight into the domain morphology.
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Figure 4.8: Radially averaged VSANS signal at several temperatures during field cooling
in 40mT, 60mT and 90 mT. (a) Raw scattering data as measured. At 90 mT the signal
does not change with temperature and is identical to the signal in the normal conducting
state. At the lower fields, scattering changes below a critical temperature. (b) Magnetic
scattering signal. Shown are only the temperatures where additional scattering was observed.
The signal shows a slight peak at ¢ ~ 0.7 - 10*/A. With decreasing temperature the scat-
tering intensity increases, but the signal shape does not change significantly. (c) Integrated
scattering probability of the magnetic contribution shown in (b). The broken lines show the
expectation for a constant domain size.

The scattering probability at 3.5 K is relatively high with S = 13.8% and S = 9.6 %
at 40mT and 60mT, respectively. Roughly 10% of the scattered neutrons can be
expected to scatter multiple times which leads to a further smearing of the obtained
signal. We have modeled the temperature dependence of the scattering probability
S =1 — exp(—3t) using equation (3.14) and the sample thickness ¢ = 0.2mm. For
this, we have used the internal flux density of the IMS domains Byyg determined by the
SANS experiments. The domain structure was assumed to be constant. Fitting curves
are included in figure (4.8)(c), which describe the data very well. The fitting parameters
include a correlation length in beam direction L., which was L,(40mT) = 1.7 ym and
L.(60mT) = 1.9 um. Due to the low neutron correlation length ({, = 6.5nm) and
generally measuring in the resolution limit, these values are not further interpreted.

For low purity samples (including LP-1), measurements using a Bonse-Hart camera
were performed at the BT-5 beamline at NIST in a previous study [14]. The results
revealed a correlation peak at ¢ < 4-107%/ A which decreased down to zero for increasing
external fields. Accordingly, the domain correlation length is in the low micrometer
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range with a minimum measured value of 1.5 ym. For the high purity sample, no domain
scattering experiments could be performed due to its thickness and the resulting multiple
scattering.

In summary, the VSANS measurements prove that the decreasing vortex lattice
constant ayy, observed with SANS is in fact a hallmark of an emerging magnetic microm-
eter structure in the IMS. We obtain a characteristic length scale of this domain structure
exceeding 10 um, whereas a definite value is obscured by the instrument resolution. The
shape of the scattering signal and the associated domain size do not change with temper-
ature, which indicates a constant morphology. Additionally, the scattering probability
resembles the expected temperature dependence for a constant domain morphology with
a changing vortex density in the VL. domains matching the SANS measurements. This
result, which is in accordance with a previous study by Reimann et al. [14], indicates
a gradual unmixing of the magnetic domains. This scenario is comparable to spinodal
decomposition, from which we have adapted the fitting function for the VSANS signal.

4.5 NGI: IMS domain distribution

With neutron grating interferometry (NGI) the real space distribution of the IMS vortex
matter domains in sample MP-1 was studied. NGI measurements were performed as
stepping scans with 16 positions and three images each. The total exposure time per
stepping scan was 960s. The neutron beam was monochromatized with a velocity
selector at 4 A with a spread of 10%. A collimation of L/D = 250 was used and the
sample placed 20 cm before the scintillator. The spatial resolution was ~ 0.5 mm. The
correlation length of the interferometer was éngr = 1.9 pm. The neutron coherence
lengths for the experiment were (,, ~ 2 pum and ¢, ~ 4nm. In all images, the sample
position has been marked by a white circle. Additional features, visible in the corners
and at the top of the images, stem from brass screws used in the sample holder.

Results

The temperature dependence of a field cooled measurement sequence in an external
field of 40 mT is shown in figure (4.9)(a). The data has been normalized to a measure-
ment at 9.5 K in the normal state. At high temperatures above 7K, the DFI = 1, which
means no scattering is present. Below 7K, the DFI value decreases with decreasing
temperature, which corresponds to an increasing scattering signal. Most notably, the
DFT is homogeneous in the whole sample. The average DFT is plotted in panel (b).
A theory curve is included, which corresponds to a constant domain size and will be
discussed in detail later on. T marks the transition temperature of the IMS at 40 mT.

A field dependent measurement sequence is shown in figure (4.10)(a). Each im-
age shows the DFI after separately field cooling from the normal state to 4 K. Each
image has been normalized to a measurement at 12K in the normal state at the re-
spective external field. Again, the DFI signal is homogeneous throughout the whole
sample at all fields. The average DFI is shown in panel (b). Between 0mT and
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80mT, the DFI shows a broad dip with its minimum (DFI = 0.36) at 40 mT. Above
80mT, the DFI is slowly increasing from 0.95 to ~ 1. The graph contains a theoret-
ical curve assuming a constant domain size, which will be discussed later on. Bryys
is the internal field of the IMS domains at 4 K and marks the upper boundary of the IMS.

A field scan at 4 K subsequent to the field cooling in 40 mT is shown in figure (4.11).
The data has been normalized to a zero field cooled measurement at 4 K. After ZFC,
the sample shows a homogeneous DFT (cf. figure (4.9)(a)). With increasing external
field, the signal remains unchanged at DFI ~ 0.36 up to puoH = 80mT. Above 80 mT,
the edge of the sample ceases to scatter and shows a DFI = 1. The edge region grows
inwards with increasing field, until the scattering is suppressed in the whole sample

t ~ 230mT. At fields between 80 mT and 230mT, the scattering center region is
approximately circular, with a frayed edge. Throughout the measurement series, the
DFT value of the scattering region does not change. The mean radius of the center region
is shown in panel (b). From 80mT to 230 mT, it is decreasing almost linearly.
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Figure 4.9: Temperature dependence of the DFI in a field cooled measurement at 40 mT.
(a) shows the DFI images, normalized to a reference measurement at 9.5 K. A signal below
1 appears below 7K and indicates the onset of scattering from the IMS domains. At all
temperatures, the signal is homogeneous throughout the sample. (b) contains the average
DFl in the sample area, which decreases in the range between 7K and 4 K. Tjys is the
transition temperature of the IMS at 40 mT. The red curve is a theoretical fit, assuming a
constant domain size.
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Discussion

First, we discuss the identification of the DFI signal with the IMS. Due to the lack of ¢
resolution, its origin is less conclusive than SANS or VSANS. In our data, the DFT signal
is below one only deep in the superconducting phase. Therefore, we can exclude the
material itself and the vortex lattice in the Shubnikov state as its origin. Additionally,
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Figure 4.10: Magnetic field dependence of the DFI at 4K after separately field cooling in
poH . (a) shows the DFI images, normalized to reference measurements at 12 K. A signal
below 1 indicates scattering from the IMS domains. At all fields, the signal is homogeneous
throughout the sample. (b) contains the average DFI in the sample area, which is strongly
changing in the range between O mT and 80 mT. Bjys is the flux density of the IMS VL
domains at 4K and marks the upper boundary of the IMS. The red curve is a theoretical
line, assuming a constant domain size. It uses the same parameters as in figure (4.9)(b).

the onset of scattering in the DFI and the IMS hallmarks seen in SANS and VSANS,
coincide very well. In conclusion, we find it justified to attribute the DFT directly to the
IMS domain structure.

The resolution limit of the NGI is below the domain structure size, similar to the
situation in VSANS. With {xar = (4y &~ 2 pm, the resolution is still below the ~ 6 ym of
VSANS. Since all measurements were performed at the same correlation length &ngr, the
effects of this limitation are not as obvious as in the VSANS measurements. Primarily,
we observe a reduced scattering intensity and the measurements not as sensitive to
a changing domain morphology, because mainly the domain interfaces contribute to
the signal. For the temperature series shown in figures (4.9) and (4.10), the most
prominent feature is the homogeneous DFI. This means that the transition from the
Shubnikov state to the IMS is taking place simultaneously in the whole sample. The
possibility of a transition front, e.g., from the sample edges inward, is ruled out, as well as
macroscopically distributed centers of condensation. Furthermore, the IMS morphology
is identical in the whole sample. While we are not able to resolve the complete domain
structure, a variation would still be seen due to a change in the total scattering intensity.

In section (3.4), we introduced the formulas to calculate the DFI of the IMS domains
(equations (3.16) and (3.14)). We can use the flux density of the VL domains Brys(T),
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Figure 4.11: Magnetic field dependence of the DFI at 4K after field cooling at 40 mT.
(a) shows the DFI images, normalized to a reference measurement at 4 K after zero field
cooling. A signal below 1 appears indicates scattering from the IMS domains. The DFI
imaged are unchanged up to a field of 80 mT. At higher fields, the scattering disappears,
starting from the edge of the sample. (b) contains the average radius of the scattering
center region, which decreases linearly in the range between 80 mT and 230 mT. The red
line is a guide to the eye.

determined in the SANS experiments, to calculate Ap and vyr,. The remaining unknown
factors in the DFI are L, and the value of the correlation function, which we combine
into a single fitting parameter:

oo (Gl ) ”

With the assumption of a constant domain size over temperature, which is prompted by
the VSANS results, « is temperature independent. A fitting curve with a = 18.5 um
is included in figure (4.9)(b) and shows a very good agreement. For the setup with
énar & (py ~ 2 pum we can assume that G(Engr) = 0, since we measure at the resolution
limit. Therefore, « is an estimate for the domain correlation in field direction. It should
be regarded carefully due to the limited resolution.

For the field dependent data shown in figure (4.10), the assumption of a field indepen-
dent domain size is almost certainly not justified. Since we do not have sufficient data to
rectify this, panel (b) includes a model curve with o = 18.5 yum. While the general trend
is quite well described, there are obvious deviations from the data. With the available
data, the field dependence of the domain size cannot be further specified. We note that
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above Bpys = 73 mT no scattering signal should be present from the IMS. Currently,
the origin of the DFI signal at high fields is not known.

The magnetic field sequence shown in figure (4.11) illustrates the penetration of mag-
netic flux into the sample according to the critical state model. After field cooling, the
sample is homogeneously in the IMS. When increasing the external field, no additional
flux can enter the sample due to the pinning properties and the geometrical barriers of the
sample. The IMS remains intact even at external fields above Bpyg = 73 mT. Additional
magnetic flux in the form of vortices can enter the sample, if the maximal screening
current is reached. The new vortices fill up the Meissner state domains, starting at the
edge of the sample. This creates a homogeneous VL state which shows no scattering in
the range visible by NGI. With increasing field, the front between Shubnikov state and
IMS penetrates further into the sample until the IMS is entirely suppressed.

In previous studies by Reimann et al., NGI was used with low purity samples including
LP-1 [14] and the high purity sample HP-1 [74]. In contrast to our measurements, the
low purity samples revealed a spatial inhomogeneity in the form of concentric rings.
The origin of this pattern was, however, not determined. For HP-1, primarily the field
dependence was examined. In this case, the DFI signal was inhomogeneous as well,
which could be attributed to the inhomogeneous magnetic field due to demagnetization
effects.

In summary, the NGI measurements have shown, that the IMS transition in MP-1 is
spatially homogeneous in field cooled measurements. Due to the prominent flux freezing
in this sample, the total amount of vortices does not change throughout the cooling
procedure. The homogeneous DFI contrast reveals that the IMS domains have the same
morphology in the whole sample. This also requires that the initial vortex distribution
in the Shubnikov state has to be homogeneous. Apparently, the IMS transition does not
rely on any global inhomogeneities but is determined by the microscopic properties of the
sample. The temperature dependence of the DFI shown in figure (4.9)(b) additionally
supports the result from VSANS measurements that the domain morphology is constant
over temperature and only the scattering contrast of the domain changes according to

avi, (T) .

4.6 Summary

In the previous sections, we have presented a comprehensive study of the intermediate
mixed state (IMS) in superconducting niobium of three distinct quality levels. We have
used a combination of four experimental techniques, each focusing on a distinct length
scale of the vortex matter found in the IMS. Magnetometry was used to determine
the bulk magnetic properties (VSM). Neutron scattering was used in three different
techniques to obtain information about the vortex lattice crystallography (SANS), the
IMS domain morphology (VSANS) and the IMS domain distribution (NGI).
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Our experiments were performed predominantly in a field cooled manner, where the IMS
transition could be observed as a microscopic rearrangement of vortices into microm-
eter sized domains. The process is apparent in all three neutron techniques, with the
most prominent hallmarks visible with SANS as decreasing vortex lattice constant ayy,
and correlation length &yp. Simultaneously, a scattering signal from the IMS domain
structure emerges in VSANS and NGI measurements. During the transition, the initial
lattice structure is retained in the vortex domains. With decreasing temperature, the VL
becomes denser and the vortex domains decrease in size, accordingly. Meanwhile, the
characteristic length scale of the domain morphology &mvs appears to be temperature
independent. In contrast to the neutron scattering techniques, the bulk magnetization
measurements show no indication of the IMS domain structure.

A key feature of our experiments is the vortex lattice constant in the IMS a*¥5 (T'). For
each sample, this defines a unique line which is independent of the external magnetic
field. In fact, the lattice constant poses the most reliable and accessible parameter to
determine the transition into the IMS. Remarkably, a:¥® (T') has the same temperature
dependence in each of our samples, which is reminiscent of the temperature dependence
of the fundamental superconducting parameters A, and {gr,. However, the IMS transi-
tion line is shifted for the different samples. We find a clear hierarchy where ai™> (T')
tends to higher temperatures and lower lattice constant with increasing sample quality.
The impact of the sample purity on the IMS is, however, not straightforward. On the
one hand, the high purity and medium purity samples differ significantly in their bulk
magnetic properties, which is most prominent in the observation of the Meissner effect
in contrast to a flux freezing transition, respectively. Concerning the IMS transition,
however, both samples reveal very similar results. On the other hand, both, the medium
purity and low purity sample, exhibit flux freezing and are comparable in their magnetic
bulk properties. However, the IMS transition is significantly reduced for the low purity
samples.

In fact, the coexistence of a flux freezing transition and the IMS is noteworthy in
its own right. Despite the global pinning of vortices in the MP and LP samples observed
in the magnetization measurements, a microscopic rearrangement is still possible in the
IMS. Furthermore, the IMS transition is fully reversible in all samples.
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Complementary to experiments, vortex matter in superconductors is routinely studied
by simulations, either based on Monte Carlo [125-129] or molecular dynamics [130-134]
methods. Similarly, ab initio calculations [13, 53, 135] are performed, which are, how-
ever, typically restricted to much smaller systems, due to the increased computational
complexity. The molecular dynamics simulations presented in this chapter study the
intermediate mixed state (IMS) transition and domain morphology. In analogy to the
experiments presented in chapter (4), a model superconductor resembling niobium is
used, and the simulations follow a similar field cooling procedure. In the experiments, we
have observed the transition from a homogeneous vortex lattice (VL) into VL domains in
the IMS. The most important hallmarks of the IMS were a temperature dependent lattice
constant ayy, in combination with a temperature independent domain morphology. In
contrast to these microscopic parameters, the IMS was not accompanied by a unique bulk
signature. Measurements on three different niobium single crystals showed a dependence
of the hallmarks on the sample purity. Especially noteworthy was the observation of
the domain formation even in the presence of a macroscopic flux freezing transition.
The absence of a hysteresis in field cooled and subsequent field heated measurements
underlined the intrinsic character of the IMS properties. Inaccessible with experiments,
however, was the microscopic shape of the IMS domain structure. An advantage of
simulations is the direct access to the microscopic picture. Additionally, all quantities
obtained in experiment can be evaluated in the simulations as well, which allows a
comparison of the two methods.

In the first part (section (5.1)) of this chapter, the simulation algorithm will be discussed.
The section starts with a general introduction to MD simulations, followed by a detailed
presentation of the algorithm especially adapted for superconducting vortex matter.
Afterwards, the specific details for our simulations of the IMS in intertype supercon-
ductors will be covered in section (5.2). These include the model parameters used to
emulate superconducting niobium and the explicit forms of all relevant interactions.
In section (5.3), the evaluation methods developed to quantitatively analyze our MD
simulations are introduced along an exemplary simulation. Systematic MD studies using
the techniques presented in this chapter will be presented in chapter (6).

5.1 Molecular dynamics simulations

5.1.1 Introduction

Molecular dynamics simulations (MDS) are a computational method typically employed
to investigate complex many-body systems. Examples for recent studies can be found in
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[136-139]. Their primary application are cases where the physics of individual particles
can be described mathematically, while the collective behavior is too complex for an
analytical approach. An important example is the simulation of large molecules and
their dynamical behavior (e.g. [136]). Interactions between single atoms can be derived
quantum mechanically, which is, however, not feasible for the whole molecule. In the
MDS approach, the collective behavior is explored, as it emerges from the single particle
properties. Inherently, this neglects alterations of the single atom interactions due to
many-body effects. The fundamentals of MDS can be found in many standard textbooks,
e.g., by Frenkel [140] or Leach [141].

In MD simulations of a many-particle system, it is evolved over time in discrete steps.
In each step, the forces acting on each particle are calculated, and the particles are
accelerated accordingly. Based on the acceleration, the motion of the particles is calcu-
lated for a small time interval. In the next step, the procedure is repeated using the
new particle configuration. Over time, the system propagates into a state of minimized
forces, which corresponds to an energetic minimum. It is important to keep in mind
that the stepwise movement is only an approximation to the real motion of particles.
Depending on the specific simulation, a multitude of algorithms have been developed to
optimize this approximation [140, 141].

This section introduces the Euler method, which is a simple MD algorithm we use
to illustrate the fundamentals of the simulations. Afterwards, we present our algorithm
adapted for vortex matter in intertype superconductors. The Euler method is based on
Newtons equations, which give a simple equation of motion for each particle i:

i (t+ At) =1 (1) +v; (1) At

Fi (1) (5.1)

v; (t) = v (t) + At

m;

Here, r;, v; and m; are the position, velocity and mass of each particle i, respectively,
and F; is the total force acting on it. At is the small time interval defining the length of
a simulation step. Over the duration of one step, F; is assumed to be constant, which
results in a deviation from the correct differential equation of motion. Fj includes all
forces acting on a particle, most importantly the pairwise interaction with all other par-
ticles. Additionally, friction, thermal effects or additional forces due to the experimental
setup may be considered. Naturally, the choice of interactions included in Fj is crucial
for the results of a simulation.

While F; defines the physical properties of a simulated system, some methodical pa-
rameters of the computation may also have a strong impact on the result. As already
mentioned, the time steps introduce an error to the simulation, which is purely method-
ical. This error can be reduced by choosing a smaller At. However, with decreasing
At, the number of simulation steps rises which results in a trade-off between accuracy
and simulation time. A similarly important parameter is the size of a simulation. Here,
size refers to the particle number and the spatial volume. Basically, the simulation has
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to be appropriately large to portray the physics of a system. Points of consideration
for the size include the structure size of a domain system or the range of interactions,
which both have to fit the simulation volume. The particle number has to be sufficiently
large to allow collective phenomena to emerge, such as a well ordered crystal lattice.
Additionally, higher particle numbers increase the statistical significance of a simulation.
It is important to be aware that the volume and particle number determine the particle
density, which can be a highly relevant physical property of the simulation. Typical
numbers of particles lie between 10? — 10%, depending on the system, the available
computational power and the complexity of interactions. In addition to the size of a
simulation, its shape and boundary conditions have to be considered. The shape may be
used to introduce, or avoid, spatial anisotropies. The boundary conditions are defining
whether the system is, e.g., isolated (hard boundaries or no boundaries) or represents
bulk material (periodic boundaries). In all cases, an inadequate choice of boundaries,
which is not representative of the simulated system, may introduce artefacts in the results.

In practice, it is important to distinguish parameters representing a real physical
property of a system and parameters which determine the simulation procedure. Both
affect the outcome of a simulation, often in similar ways, and one has to be aware of
their influences. At the end of this section, we summarize all important parameters
and divide them into three categories. Methodical parameters define the simulation
procedure and have no, or no clearly identifiable physical meaning. The physics of the
simulation are determined by the experimental and material parameters, which define
the fundamental properties of the simulated system. In chapter (6), systematical studies
on methodical parameters (section (6.1)) and experimental parameters (section (6.2))
are presented separately, while the material parameters (cf. section (5.2.2)) are fixed for
all simulations.

5.1.2 Vortex matter simulations

A common approach of vortex matter in superconductors are two dimensional MD
simulations based on a Langevin equation of motion [130, 132, 133, 142]. This is mainly
due to the complexity of three dimensional vortices and the quasiparticle properties of
vortices (cf. the discussion on vortex matter in section (1.2)). In this section, we present
our algorithm adapted for the simulation of superconducting vortices, which is especially
designed for the study of the IMS transition in intertype superconductors.

Reduction to two dimensions

In MD simulations, atoms are point-like, described by a single position and the two
particle interaction. In contrast, vortices extend along the magnetic field and possess
string-like elastic properties [50]. Simulating a freely movable vortex requires to divide
it into small sections and treat each of them as individual particle [131, 134, 143]. The
interaction between parts of the same vortex and the interaction of parts from different
vortices has to be treated differently. As a result, the system becomes more complex,
and each vortex requires many subsections, which both increases the computation time.
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However, in a large part of the superconducting phase, the line tension of a vortex
is high enough to prevent significant bending [144]. Only close to the upper critical
field H.o, vortices are in a liquid state (cf. figure (1.3)). For pure niobium, the lig-
uid phase has not been observed experimentally [145, 146]. This means that vortices
are very strictly oriented along an externally applied magnetic field. The individual
elastic properties are replaced by a collective elasticity of the vortex matter, which,
in our simulations, is important only in the context of thermal fluctuations. In this
scenario, the vortex positions of the system are only changing slowly in the direction
of the field. This allows to consider only a two dimensional cut through the vortex
system, perpendicular to the vortex line direction. Larger elastic deformations are
assumed to be on a scale surpassing the interaction range and are neglected. In the
reduced 2D vortex system, each vortex is described as single point-like particle with
an interaction potential in two dimensions. This greatly reduces the complexity of the
simulation and the number of required particles. For simulating the IMS transition,
this is a great benefit, as large systems (> 10% vortices) have to be studied in order
to observe the vortex domains. We note that in a 2D simulation quantities like inter-
action potentials, forces and associated parameters have to be normalized per unit length.

We want to emphasize that several effects are systematically neglected in this reduced
two dimensional approach. This includes small scale deformations, e.g., due to strong
pinning centers [61], or branching [147, 148] and pinning [149, 150] at the sample surface.
Effects, such as melting of the vortex matter and liquid-like behavior, where vortices can
be significantly bent, are out of the scope of the 2D approximation per design. However,
the region of interest in this work is in the high  region of the intertype (above ]
in figure (2.2)(a)), where the IMS transition is sufficiently below 7. In addition, the
magnetic fields regarded in our simulations are in an intermediate range, where the
vortices are well aligned to the field direction. The presented two dimensional approach
is therefore viable in our case. Fluctuations due to the elastic nature of vortices are
very small (cf. section (5.2.5)), and larger deformations are not expected. Like our
neutron experiments, the simulations focus on the bulk properties, which makes surface
branching a lesser concern. Surface pinning, however, might be of importance, especially
in very high purity samples. The implementation of this effect remains for further work.

Equation of motion

The Euler scheme is based on Newtons equations, which applies to the motion of particles
with a well defined mass m; and moderate damping. In contrast, the motion of vortices is
not usually described in terms of an effective vortex mass (for an extensive article on the
effective mass of vortices see [151]). Additionally, vortex motion in superconductors is
highly dissipative [152, 153]. This is caused by the movement of the electrons inside the
normal conducting core of vortices [154]. Hence, the Newtonian description is replaced
by the overdamped Langevin equation [155-157]. Here, the friction coefficient 7 is taking
the place of the particle mass. Instead of accelerating the particles, the acting forces
result in a constant momentary velocity v; om of the vortices.
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Ul (5.2)

For 7, the Bardeen-Stephen expression [154] was chosen, with the zero temperature
Ginzburg-Landau correlation length a1, o and the residual resistivity of the normal
conducting state ps. The overdamped Langevin equation corresponds to the prompt
relaxation of the system. We have expanded the equation by a term which allows a
short exponential relaxation of the motion instead:

i (t+ At) =1 (1) +v; (1) At

U; (1) = Vi em (t) + exp (j) vi(t — At) (5.3)

Here, v is a relaxation constant, which is measured in simulation steps. In the absence
of forces F;, the motion of a vortex will relax exponentially over v steps. Otherwise, a
corresponding fraction of the velocities is carried over to the next step and added to the
new momentary velocity. The correspondence between v and the physical properties of a
real superconductor are difficult to quantify. Instead, v should be understood primarily
as a way to optimize the convergence of the simulations. The maximally damped case
(v = 0) has a tendency of moving towards a local optimum of the vortex configuration.
Slower relaxation increases the tendency of finding a state closer to the global optimum,
but may require longer simulation times to achieve a steady state. Generally, v is a
useful tool to assess the impact of changing vortex dynamics on the simulation result.

Thermal fluctuations

A further adaption for the simulation of vortex matter concerns the implementation
of thermal effects. Typically, a statistic thermal force is added to the total force F;
(examples can be found in [130, 158, 159]). This approach is also especially useful for
thin film superconductors, where the vortices are small and the thermal force acts on
the whole vortex identically. In solid vortex matter in a bulk superconductor, thermal
effects rather locally bend the vortices, on a scale depending on the collective elastic
properties [144]. For our simulations in two dimensions, we have included the local
deformations of the vortices as a small correction dry, of the vortex positions.

r(t+At) =7r(t) +v(t) At + dry (2) (5.4)

The expression for dry, we use has been derived in linear elastic theory [144, 160, 161].
In this derivation, a non-monotonic vortex-vortex interaction was assumed, which is
different from the expression from EGL theory we use, but which is qualitatively similar.
Since 07y, is very small in our simulations, we estimate the errors due to the exact
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interaction potential negligible. dry, follows a Gaussian distribution with the standard
deviation oyy:

kT oAk 2b
_ 5.5
Oth ¢OB (1 _ b)g ( )

Here, kp is the Boltzmann constant, ¢ is the magnetic flux quantum and b = B/ B (T')
is the reduced flux density with critical upper field Bs.

Time steps

The classical approach to MD simulations is to use equidistant time steps with fixed At.
Instead, we have decided to restrict the maximal motion of vortices per step and adapt At
accordingly. The motivation lies in the field cooling procedure of the simulations. With
decreasing temperature, the vortex-vortex interaction changes in range and magnitude
(cf. section (5.2.3)). In the IMS, the proximity of vortices increases with decreasing
temperature which results in larger inter-vortex forces. With fixed time steps, the vortex
movement would increase and the simulation would eventually become prone to errors.
The dynamical adaption of At ensures the proper functionality of the simulations at
all temperatures. In each step, we determine the maximum vortex displacement and
compare it to an upper limit r,, and a lower limit 0.1 ry,... Any time one of the limits
is crossed, At is set to a new value to prevent this. r.,., was chosen as a fraction 7 = 0.1
of the expected vortex separation. This is either the lattice constant of a hexagonal
vortex lattice ayy,(Bsim) or the minimum position of the vortex interaction potential
T (T), whichever is smaller. While rp,,, ensures the simulation accuracy, the lower
boundary keeps the simulation from stalling. As both these boundaries are linked to
the vortex with highest velocity, the average displacement of vortices is always lower.
A potential downside of this approach is that the absolute duration of each simulation
(regarding the physical system, not the computation time) is different and not known

beforehand.

Simulation shape and boundaries

The simulations are designed to study the vortex matter in a bulk superconductor. To
represent this, periodic boundary conditions have been chosen. Since the interaction
between vortices is of long range order, a hard or missing border would lead to strong
distortions of the vortex arrangement near the edge of the simulation. For the same
reason, the area of the simulations Ag, was chosen to perfectly fit a homogeneous
hexagonal lattice. The simulations are performed in rectangular areas with an aspect
ratio of 1 : v/3/2, which accommodate a lattice consisting of n rows with n vortices
each. Due to the periodic boundaries, a vortex sees multiple copies of another vortex
via the different boundaries (e.g., the original vortex and one copy to the left or right).
In order to reduce errors in the vortex lattice, at most one instance of any vortex
should contribute appreciably to F;. Therefore, the simulation should be larger than the
inter-vortex interaction range. The domains in the IMS, however, may be large enough
to stretch over the whole simulation area.
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5.1.3 Interactions

In the following part, the interactions used for the simulations will be presented. For the
behavior of vortex matter in the IMS, the most relevant forces are the pairwise vortex
interaction F, and the interaction between a vortex and a pinning center F,,,. These
are the only contributions to the force term F; of the equation of motion (equation (5.2)).
The additional influence of temperature through position fluctuations has already been
discussed. Dissipation effects, which are usually included as an explicit term, are an
integral component of Langevin type equations of motion and will not be discussed in
this section.

Vortex-vortex interaction

The force F,, acting between vortices is based on the pairwise vortex interaction V.,
derived from extended Ginzburg-Landau (EGL) theory in chapter (2) (cf. equation

(2.7)):

Fo(r) = ;VVV = [r/? [{1 V24 T(1-c+2Q)} Fun (T;/j
0
5 . (T
T{QL—C—?)Q} S (0 )] (5.6)

F =
27
¢, @ and L are fixed model parameters of EGL theory and 7 = 1 — T'/T.. is the reduced
temperature, with 7, being the critical temperature of the superconductor. S, and Z
are the derivatives of the respective integrals introduced in equation (2.6). For the com-
putation of the simulations, the integrals %, and %, were calculated numerically and
approximated by a fitting function. Since they are independent of material parameters,
they can be rescaled and used for any set of simulation parameters. The scaling F has
units of N/m due to the two dimensional simulation.

Most superconductors exhibit a spatial anisotropy of the vortex lattice, which is pri-
marily observed as a finite number of vortex lattice orientations [56, 162, 163]. This
effect may occur due to the incommensurability of the vortex lattice symmetry and the
superconducting state. Vortex interactions may be anisotropic, due to the underlying
crystal lattice, Fermi topology or the topology of the superconducting order parameter
and gap [45, 56, 162]. In the simple example of a hexagonal vortex lattice on top of a
fourfold superconductor, two equivalent alignments of the VL exist. This phenomenon
is not included in the EGL vortex interaction potential and is therefore not part of the
simulations. A simple way to include the effects of the crystal symmetry is to introduce
an according anisotropy to the interaction potential Vi, in the form of a prefactor

Saniso(e):

Suico0) = (1 -+ avcos <2;e>) (5.7)
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The parameter n in the cosine determines the symmetry of the potential. For a hexagonal
VL, it may be chosen, e.g., as n = 6 to match the lattice symmetry and lock the VL in
a single orientation, or as n = 4 to model a cubic crystal lattice. The parameter « is
used to control the strength of anisotropy.

Vortex-pinning interaction

The pinning force Fy,, is based on the widely used model of a Gaussian potential well for
the pinning center [90, 164]. In the vicinity of pinning sites, the superconducting state is
at least partially suppressed. This makes an overlap with the likewise normal conducting
vortex core energetically preferable. The maximum energy that can be gained by the
overlap with a pinning center is the superconducting condensation energy lost in the
vortex core. Therefore, the depth of the interaction potential well is a fraction v, of this
energy. At the pinning site, the superconducting order parameter changes on a length
scale of the GL coherence length {gp,. The range of the pinning interaction is defined
by this length scale as well by choosing the standard deviation of the potential well as

UVP(T) =&an(T).

0 B T 9 B r\?
Fo(r) = EVVV (r) = VPW Bz, (1 — Bc2> r exp (— <€GL> ) (5.8)

5.1.4 Parameter overview

For a better overview, all simulation parameters are listed below with a short comment
on their function. They are divided into methodical parameters, which concern the
performance of the algorithm, and experimental parameters, which define the properties
of the simulated vortex matter.

Methodical parameters:

o At
Each step of a simulation has the duration of a small time At. Typically, this
time is identical for all steps and is chosen small enough to avoid errors in the
calculation. Instead, we have linked At to the maximum movement of the vortices
in each step. The time interval is changed every time the maximum movement
would cross an upper or lower boundary (ryax Or rmin), to prevent this. We have
chosen 7.y as 10 % and 7, as 1% of the expected vortex separation.

o Ny, Asim
The size of a simulation is determined by two parameters; the number of vortices
N, and the area A, in which these vortices are located. Both size parameters
limit the physical phenomena which can be simulated. For the observation of a
vortex lattice, the simulation has to be large compared to the long range interaction
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of vortices. Otherwise, vortices may interact with each other over multiple paths
by using the periodic boundary conditions. For the simulations of this work, the
long-range interaction has a range of &~ 10 X ayy, (cf. section (5.2.3)). In the IMS,
the simulation has to be large enough to contain several vortex domains. With
reference to the neutron experiments, a simulation area of Ag, > 10 x 10 um? is
desirable. The number of vortices is typically chosen according to the available
computational time, which increases quadratically with N,. The large number
of performed simulations restricted us to durations between 6h and 12h and
a standard number of vortices N, = 2450. Instead of using higher numbers of
vortices, it was more practical to repeat a simulation several times. Both size
parameters are depending on each other through the magnetic flux density Bgy, of
a simulation, which is an important physical parameter of the system.

L] ST
The number of steps performed throughout a simulation determines the accuracy
of the final result. However, the duration of a simulation increases linearly with
the number of steps. Since all simulations in this work are divided into several
temperature steps, we define the number of steps per temperature St instead of a
total step number.

o AT
The simulations performed in this work emulate a field cooled experiment. The
temperature is reduced in intervals of AT, at which a number of St simulation
steps is performed. Each temperature change equals to a small quench of the
vortex system. Hence, smaller AT are usually preferred.

e 7

The simulation algorithm is based on the overdamped Langevin equation, which
corresponds to an instantaneous relaxation of the vortex movement. The equations
were adapted to reintroduce a finite exponential relaxation over a small number
v of simulation steps. With increasing gamma, the vortex system becomes more
dynamic, as the vortices acquire and lose velocity over a few steps. Due to the
increased mobility of vortices with higher v, the tendency of the simulation to find
lower energy states is increased.

Experimental parameters:

® Bsim
The density of vortices in a simulation is synonymous to a mean magnetic flux
density Bgm = Ny Po/Asim. In each simulation, the number of vortices and

the area of the simulation are kept constant, which corresponds to a fixed Bg,.
This corresponds to the case of an experiment with perfect flux freezing in an
external magnetic field Hex, = Bgim/jto- In the simulations, By, is used to define
the external field and therefore the vortex density. With By, the transition
temperature into the IMS Ty and the transitional behavior of the vortex matter
changes. Additionally, for a fixed density of pinning sites, the number ratio of
vortices to pinning sites changes with the field.
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o Ny, 1p

The pinning characteristic of the simulated superconductor is defined by two
parameters; the number of pinning sites IV, and the relative strength of the pinning
potential v,. For the number of pinning centers, it is often more helpful to consider
the relative number of pins to vortices N,/N, or the density of pinning centers
Pp = Np/Asim. With both parameters, different pinning cases can be realized, e.g.,
few strong pinning sites or many weak pinning centers.

T‘inita Tﬁnal

All simulations are initiated at a temperature T}, slightly above the expected IMS
transition, where the system is in the Shubnikov state. A field cooling procedure
in temperature steps of AT is performed down to a minimal temperature Tg,,;.
The temperature range is mostly dictated by the simulation field By, which
determines the IMS transition temperature.

Material parameters:

° TC7 )\07 507 R, 6/{/7 BC2,07 Pres

The superconducting model system investigated in the simulations is defined by
a set of material parameters. 1. is the superconducting transition temperature,
Ar is the London penetration depth and &gy, is the Ginzburg-Landau correlation
length. x is the GL parameter and dx its deviation from ko = 1/ V2. Beo, o is the
zero temperature upper critical magnetic field. Finally, p.es is the residual electric
resistivity of the normal conducting state. These parameters are identical for all
simulations performed in this work and will be introduced in detail in the following
section.
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5.2 Simulation details

The simulations performed in this work were designed in close semblance to the experi-
ments presented in chapter (4). In the following section, we will describe the experimental
procedure of the simulations and the model superconductor used for them.

5.2.1 Simulation procedure

Analogous to the neutron experiments, the simulations follow a field cooling procedure.
They are initiated at a temperature Ti,;; slightly above the expected IMS transition.
Initially, the vortices are arranged in a perfect hexagonal lattice with N rows containing
N vortices each. The simulation area Agy, fits this lattice perfectly, assuring that the
periodic boundaries create a seamless infinite lattice. In contrast, pinning sites were
distributed completely randomly in each individual simulation. During the simulation,
the temperature is decreased in steps of AT down to the final temperature Tg,. At
each temperature, a number of St simulation steps is performed. With decreasing
temperature, the vortex interactions and some of the material parameters change, which
will be addressed in detail throughout this section.

The number of vortices N, the number of pinning centers N, and the simulation
area Agm are fixed throughout each simulation. Ag, is rectangular with an aspect ratio
of 1 : v/3/2 and periodic boundaries. The average magnetic flux density is given by
Bgim = ¢oNy/Agm and is constant as well. By, corresponds to the external magnetic
field in an experiment. The setup of the simulation corresponds to the case of perfect
flux freezing, which was observed in the low purity and medium purity samples. Flux
expulsion due to the Meissner-Ochsenfeld effect, which was present in the high purity
sample, is not included in the simulations.

The parameters St, AT and = define the cooldown procedure, which may have a
strong impact on the IMS transition. This dependence on these methodical parameters
will be systematically explored in section (6.1). In contrast, Ny, v, and By, are experi-
mental properties which define the sample and experimental conditions. Their impact
on the IMS will be examined in detail in section (6.2).

5.2.2 Model superconductor

For the model superconductor, we chose parameters representing clean niobium. The
full list is given in table (5.1). For the London penetration depth Ap(7") and the
Ginzburg-Landau (GL) correlation length g1, (7'), the Ginzburg-Landau temperature
dependence was assumed o 1/y/1 — t, where t = T'/T, is the reduced temperature. A
possible dependence on the magnetic field was neglected. Accordingly, the Ginzburg-
Landau parameter k = A\p /g is independent from temperature and magnetic field.
For the upper critical magnetic field Beo(T"), we used the Gorter-Casimier dependence
Bea(T) = Bea,o(1 — t?). Two different temperature dependencies were used, because A,
and g1, were present in the EGL expressions which already contained the GL dependence.
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B, on the other hand, was based on our own experiments, where the GT dependence
was more appropriate. However, for high temperatures, both temperature dependencies
are very similar. In the simulations, the temperature range is restricted to T'/T, > 0.66,
which makes the discrepancies negligible. The sample quality was defined by the low
temperature residual resistivity p,s which was chosen in accordance with the residual
resistivity ratio RRR of one of our real samples. We have used the same values in all
simulations, irrespective of the pinning parameters, despite their obvious correlation.

Tc )\0 SO K 0K BCQ, 0 Pres RRR
92K 32nm 39.7nm 0.807 0.1 450mT 3-107°°Qm 500

Table 5.1: List of parameters used for the superconducting model system. The values
are chosen to resemble pure niobium. T¢ is the zero magnetic field critical temperature of
the superconductor. Ay and &y are the zero temperature London penetration length and
Ginzburg-Landau correlation length, respectively. Their temperature dependence is given
as « 1/4/1 —t. Kk is the temperature independent GL parameter and 6k = K — ko. B

is the upper critical field of a type-ll superconductor at zero Kelvin. It has a temperature
dependence o (1 — t2). pyes is the low-temperature residual resistivity of a sample with the
residual resistivity ratio RRR.

5.2.3 Inter-vortex interaction
Vortex pairs

The two-vortex potential V,, and corresponding force F,, are shown in figure (5.1) for
several temperatures. Temperatures below 4 K were omitted, as the EGL model is not
valid there. The shape of the potential is characteristic for intertype superconductors
and is seen best at low temperatures (cf. section (2.1)). It features a repulsive core region
close to r = 0 with an approximate range of {g,(7"). Outside the core, the potential
drops to a negative minimum at ry . as indicated in the plot. Afterwards, the interaction
approaches zero for large separations. With increasing temperature, the core region
becomes larger. Simultaneously, the potential minimum gets shallower and broader.
Above T ~ 8K, the minimum is negligibly small. Still, the long range interaction of
the vortices remains attractive at all temperatures, which is a stark contrast to type-II

superconductors.

In panel (b), the vortex force Fy, is shown, where positive and negative values in-
dicate a repulsive and attractive action, respectively. With decreasing temperature, the
forces increase and shift towards lower r. Fy, is zero at %, which marks the potential
minimum and the preferred separation of vortices. Additionally, the interaction vanishes
close to r = 0. Accordingly, perfectly overlapping vortices do not repel each other.
Therefore, multi vortices are a stable solution in our model. We note that in EGL
true multi-quantum vortices can be stable in some regions of the intertype and their

interactions can be calculated. However, their shape, in terms of the order parameter
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and magnetic flux density, and their interaction with other vortices differs from a simple
superposition of several single-quantum vortices. In our simulation, the occurrance
on multi-vortices was rare and mostly restricted to low temperatures, which were not
regarded. Therefore, this phenomenon can be mostly neglected.

(a) (b)
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Figure 5.1: (a) Two-vortex potential Vi, (r) and (b) force F,,(r) at several temperatures.
With decreasing temperature the interaction changes from a repulsive behavior (positive
values for V,, and F,) to the mixed repulsive-attractive intertype behavior. The intertype
is characterized by a low-r repulsive part followed by an attractive minimum at finite separa-
tion. The long range tail remains attractive. With decreasing temperature, both attraction
and repulsion increase in strength. Simultaneously, the minimum position 7" shifts towards
lower separations. The depicted range is limited to temperatures above 4 K due to the range
of validity of EGL theory.

Vortex lattice

For the calculation of vortex movement in the simulations, the two-vortex potential is
correct. However, due to the long range interaction, the optimal vortex separation in
a lattice is different from )Y . We have calculated the energy of a vortex in a perfect
hexagonal lattice in dependence of the lattice constant. For this, the interaction of all
vortices up to a distance of 10 ayy, was taken into account, while vortices further away
were neglected. The vortex-lattice interaction Vi, is shown in figure (5.2) on the same
scale as the two-vortex interaction in figure (5.1). At high temperatures, Vi, is strongly
repulsive at small ayy,. This is plausible, because at small lattice constants multiple
repulsive vortex cores are pushed into each other. Below =~ 7K, a visible negative
potential minimum forms, which is comparable to the two-vortex case. As with the
two-vortex potential, the minimum is present at all temperatures, but arbitrarily small.
The minimum position 7V is located at a slightly larger separation than r'% . A new

behavior is observed below ~ 6.1 K, where a second minimum forms below 7V

min"*
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Figure 5.2: Interaction potential of a homogeneous hexagonal vortex lattice. At high tem-
peratures T' > 7K, the lattice is purely repulsive. Below 7K, first a single minimum appears
in the potential, which is followed by a second minimum at lower temperatures and lower
separations. With decreasing temperature, the second minimum deepens, and becomes the
global minimum. Finally, the overall potential becomes purely attractive with its minimum
at » = O nm, which we denote the vortex lattice instability. Note that temperature steps in
the plot are not equidistant.

With the dominance of the second minimum at approximately 5.8 K, the initial assump-
tion of a well ordered lattice is no longer sensible. We refer to this temperature as
instability of the vortex lattice. Below the instability, other vortex configurations may
become energetically favorable. In simulations below T' =~ 6 K, we have observed the
formation of multi-vortices, where a small number of vortices occupies the same position.
They have typically formed regular arrangements with a well defined vortex-vortex sepa-
ration close to ry) . Such a solution does not represent the real case of multi-quantum
vortices as derived in EGL theory, which have a different shape and interaction potential.
However, this instability signifies a new regime in the vortex matter of an intertype
superconductor, which is not sufficiently covered by our algorithm.

We note that the lattice potential depends on the size of the vortex lattice. For
our calculations, we have considered a patch of 20 vortices diameter. Larger numbers
of vortices yielded identical results for our purposes. However, a VL domain in the
IMS might be smaller, which will result in a lattice interaction closer to the two-vortex
interaction. Since this effect depends on the exact shape of the domain, we did not
analyze this effect further.

IMS transition

The temperature dependence of the potential minimum positions ™" and rii® is de-
picted in figure (5.3)(a). The temperature range is again restricted to T > 4 K. The

lattice spacings a{j (Bsm) of hexagonal vortex lattices are shown as dashed lines for
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selected flux densities Bg,. Close towards T, the potential minimum position increases
very steeply and approaches infinity. For practical purposes, the interaction can be
assumed to be purely repulsive above T &~ 8 K. With decreasing temperature, r™" and
its slope decrease. rii* shows a similar behavior above 5.80 K, with slightly reduced
values. The deviatlon increases with decreasing temperature. At 5.80 K, the vortex
lattice becomes unstable. The lattice constant avyr, of a finite sized vortex lattice lies in
between the two theoretical values ™" and riun.
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Figure 5.3: ( ) Temperature dependence of the vortex potential minimum positions rmi"
(blue) and 7" (teal). The black dashed lines correspond to the lattice parameter ayy (B)
of hexagonal Iattlces with mean flux density B as indicated. In field cooled simulations, the
transition to the IMS is expected at the intersection of the lines ay (B) and r{". (b) B-T-
phase diagram for field cooled simulations based on the curves shown in panel ( ) The blue
and teal areas show the IMS according to the two-vortex potential and the vortex lattice
potential, respectively. The Shubnikov state is colored red, defined by the upper critical field
Be. In both panels, results based on the vortex lattice potential are meaningful only above
the instability at 5.8 K.

In field cooled simulations, the lattice constant is limited by the magnetic field as

min

avy, = \/2¢o/ V/3B. At high temperatures, where v > avr, the lattice cannot expand
to satisfy the lowest energy condition. However, at low temperatures where ri® < ayy,,
the vortex lattice can contract and follow the changing r". Since the number of vortices
is fixed, this causes a domain structure of VL. and ﬂuX free regions, which we know as
the IMS. Therefore, we define the theoretical IMS transition temperature Tj\j5 as the
crossing point of the constant ayy(B) lines with riHn.

A B-T-phase diagram for field cooled simulations is shown in figure (5.3)(b). Tius
separates the IMS phase space at low temperatures (blue and teal) from the Shubnikov
state (red). Additionally, the upper critical field B is included in the graphic, which
defines the transition to the normal conducting state (white). The blue area is derived
from the two-vortex potential, using r™™. In the depicted temperature range, above
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4K, the IMS can occur up to a maximum flux density of 154 mT. The smaller teal area
corresponds to the lattice interaction with %" and is truncated at the lattice instability.
An IMS transition is only well defined above 5.80 K and below 88 mT. Below 5.80 K,
the vortex matter properties are expected to be dominated by the instability.

5.2.4 Pinning interaction

The pinning potential V,, and corresponding force Fy, is depicted in figure (5.4) for
selected temperatures. Because the interaction strength depends on the magnetic flux
density, the plots are shown exemplarily for By, = 30mT. The interaction potential
has the form of a Gaussian distribution with standard deviation o = &gr,. Therefore,
the range of the interaction has the same temperature dependence and decreases with
decreasing temperature. The depth of the well is linked to the upper critical field Beo(T),
which results in an increasing pinning strength with decreasing temperature. The pinning
force F,, has a maximum attraction at the radius &qr,(7T')/v/2 and drops down to zero
at r = 0. With decreasing temperature, the force maximum increases and shifts towards
lower distances. In the temperature range of the simulations, the interaction maximum
lies approximately between 50 nm and 60 nm. Because the pinning force is small at the
pinning site, a pinned vortex can still move in a limited range. The scaling v}, can be
chosen freely to change the relative strength of vortex and pinning interactions.
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Figure 5.4: (a) Pinning potential V{;,(r) and (b) force Fi,(r) at several temperatures.
With decreasing temperature, the potential well deepens and becomes narrower. Accord-
ingly, the pinning force increases. The point of maximal force is located at a distance

r = &6L(T)/v/2, which decreases with temperature.

5.2.5 Thermal fluctuations

Figure (5.5) contains the mean displacement oy,(7") of vortices caused by thermal
fluctuations. Through the elastic properties of the vortex lines, oy, depends on the
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magnetic flux density and is depicted for By, = 30mT. At 30mT, the superconducting
transition is at Tsc = 8.89 K and the expected IMS transition is at T\jg = 6.88 K. Tyc is
derived from the upper critical field B.o. At Tsc, the thermal fluctuations are diverging,
but drop below 1 nm within 0.5 K. Close to and below Tiyg, oy, is significantly smaller
than the vortex core radius (= {1, ~ 40 nm), the vortex-vortex separation (< 100 nm),
and the limiting step size of the simulations (rp.x &~ 10nm). Therefore, it introduces a
small randomness to the system to aid the transition from a perfect lattice into the IMS,
while not being a significant contribution to the physics of the vortex system.
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Figure 5.5: Temperature dependence of the average thermal displacement oy, at 30 mT.
Indicated are the superconducting transition temperature Tsc and the expected IMS transi-
tion temperature 1]\,\/,|LS at this field. For comparison, typical values used in the simulations
are :AL(0K) =32nm, ay (30mT) = 285nm and rmax ~ 20 — 30 nm.
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5.3 Data analysis

In the next section, the data visualization and analytic methods established for the MD
simulation of vortex matter will be discussed on one exemplary simulation. In the first
part of this section, the real space representation of the vortex arrangement will be
discussed. The second part treats the data analysis via its Fourier transform. The data
used in this section is a representative field cooled simulation at 30 mT with no pinning.
In the simulation, the number of vortices and the simulation area remain constant, which
corresponds to a perfect flux freezing transition. The temperature is decreased in steps
of 0.1 K, which changes the acting forces and all associated parameters. All simulation
parameters are listed in table (5.2). Additionally, the model superconductor parameters
given in table (5.1) apply.

Nv Np Bsim [mT] 7}\1(/%8 71init [K] Tﬁnal [K] AT [K] Y ST Stot
2450 — 30 6.88 7.0 6.1 0.01 0 40 3640

Table 5.2: List of simulation parameters used in the exemplary simulation.

The raw data obtained from a simulation consists of the vortex positions and velocities
in each step. These can be used to visualize and analyze the simulation. For the methods
presented in this chapter, only the position data is used to create real space images of
the vortex distribution and to calculate approximative results of neutron experiments
performed on the simulated vortex matter. Since the steady state of the vortex matter
was of interest, the velocities were only used for monitoring purposes and not evaluated
further.

5.3.1 Real space

A direct visualization of the simulation is depicted in figure (5.6). During the simula-
tion, the temperature is decreased by 0.1 K after performing 40 simulation steps. The
images show the final vortex arrangement of the specified temperatures. Each vortex
is represented by a marker (blue circles), whose size corresponds to the vortex core
region with radius &g, (T'). The simulation was initiated in a perfect hexagonal lattice,
which is still intact at 6.7 K. Due to thermal fluctuations, the vortex positions slightly
deviate from a perfect arrangement. However, this is not visible in the images due to
the resolution of the plot. At T'= 6.6 K and below, the lattice has broken apart into
several domains. The vortex domains still contain a mostly ordered VL, but defects and
grain boundaries are visible at several points. Additionally, the vortex lattice orientation
changes slightly in some domains. White regions between the VL. domains represent the
flux-free Meissner state domains. From the images, it is clear that the vortex lattice
parameter ayy, and the size of the vortex domains decrease with decreasing temperature.
Complementary, the Meissner domains are growing. The overall domain morphology,
however, appears to be relatively unaffected.
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The rearrangement of vortices and the domain morphology can be visualized by taking
the sum over all images presented in figure (5.6). The resulting image is shown in figure
(5.7)(a). Darker blue regions present areas of low vortex movement. Areas with a higher
change of the vortex positions are in lighter blue. The regions of initial break-up of
the lattice appear as white. In the VL domains, special movement patterns can be
distinguished. At some points, single isolated vortices in dark blue are visible. These
vortices are stationary and present the center of a contracting domain. White stripes
indicate a movement of vortices along the primary lattice axes.

In figure (5.7)(b), histograms of the vortex separation are shown. The range is limited to
the distance between neighboring vortices. From this image, the vortex lattice parameter
ayy, may be extracted from the peak positions of the histograms. The width and shape
of the distributions also give a direct visualization of the state of order of the lattice.

5.3.2 Reciprocal space

With the real space representation of the simulations, the IMS transition can be easily
analyzed in a qualitative way. However, the quantitative evaluation is challenging,
especially with respect to the domain size. Instead, we have used the Fourier transform
of the real space simulation data in order to extract quantitative results. This approach
corresponds to the evaluation of scattering data in the neutron experiments. Conse-
quently, the results of simulations and experiments are directly comparable.

The Fourier transform was calculated directly from the vortex position r,.

FT(q) = % {;ﬁ > eap(—1q 1) 3 (5 - m} (5.9)

The shape of the vortices, i.e. their magnetic flux distribution, was neglected for the
transformation. Instead, the vortices were assumed as point-like and described with
delta-distributions. Due to the limited size of the simulation, the shape of Ag,, is also
present in F'T'(q) at low ¢ =~ 27/v/Agim.

Vortex lattice

Figure (5.8) contains all 2D Fourier transforms corresponding to the vortex distributions
shown in figure (5.6). The intensity is plotted on a logarithmic color scale. At 6.8 K and
6.7 K, sharp hexagonally ordered peaks are visible. This is the signal corresponding to
the initial ordered vortex lattice. In correspondence to scattering theory, we will refer
to these spots as Bragg peaks (cf. section (3.5)). The streaks visible around each peak
are artefacts from the rectangular shape of the simulation area and the resolution of
the image. The position of the first order peaks is marked in the image and at all other
temperatures for comparison. With decreasing temperature, the position of the Bragg
peaks increases, from initially ¢prage = 2.56 - 10_3/A above 6.6 K to gpragg = 3.86 10_3/A
at 6.1 K. At 6.6 K and below, the Bragg peaks are significantly broader. Additionally,
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T: 6.60 K T:6.50 K

T:6.30 K T:6.10 K

Figure 5.6: Real space visualization of the vortex position in temperature steps of 0.1 K.
The position of each vortex is represented by a blue circle with radius &g (T"). Shown are
the configurations at the final simulation step of each respective temperature. In the first
two figures, the initial hexagonal lattice is still intact. At 6.6 K and below, domains of vortex
lattice and of Meissner state are visible. With decreasing temperature, the lattice parameter
ayL and the VL domain size are visibly decreasing.
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Figure 5.7: (a) Summed up images from figure (5.6). In the image, the votex rearrange-
ment is further illustrated. Lighter colors correspond to areas with high vortex movement
and darker colors to low vortex movement. Some stationary vortices are marked red. (b)
Histograms of the vortex-vortex separation at different temperatures. The range is restricted
to show only nearest neighbors. The peak position corresponds to the average vortex lattice
parameter ayy. The width and shape of the peaks correspond to the amount of order in the
VL domains. Note that for 6.8 K and 6.7 K the vortex distribution is almost identical and
the histograms are hardly distinguishable.

the initial hexagonal arrangement becomes smeared out and changes towards a circular
pattern. The broadening is caused by the finite size of the domains. The circular pattern
stems from the signal of domains with different alignment of the VL.

For the quantitative evaluation of the Bragg peaks, the 2D Fourier transforms were
radially averaged around the center peak. The g-range containing the first order Bragg
peaks is shown in figure (5.9)(a), for all images in figure (5.8). Close to ¢ = 0, the center
peak is also visible, which will be discussed later. At 6.8 K and 6.7 K, the curves are
practically identical. Furthermore, the second order Bragg peak is also visible in the
plot. In the radial averages, the changing position and width of the Bragg peaks are
clearly visible. We have fitted the peaks to obtain the peak center position ggyags and
its full width at half maximum (FWHM). Examples are shown in figure (5.9)(b) for a
few temperatures. We have chosen a Lorenzian peak function for the fit, as it matches
the simulation data sufficiently well. At the base of the peaks, deviations are common,
but the center position and FWHM are precisely determined. To our knowledge, the
Lorenzian peak shape does not reflect any mathematical or physical properties of the
vortex system.

The radial integration and fitting of the Bragg peaks was performed automatically
for each temperature of the simulation. The results are presented in figure (5.10) as
lattice constant ayy, and correlation length &y, of the vortex lattice. The average lattice
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Figure 5.8: Fourier transforms / scattering images of the vortex configurations shown in
figure (5.6). Visible in all images are the Bragg peaks stemming from the ordered vortex
lattice. With reduced temperature, the peaks become broader and smear out into a ring,
due to the loss of correlation between the single domains. The positions of the peaks in
the initial ordered state are included in all images to illustrate the changing lattice constant.
The intensity around the center peak includes the contribution from the domain structure,
which is, however, not distinct in the presented g-range.
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Figure 5.9: Radial averages of the scattering images shown in figure (5.8) in the range of
the first Bragg peak. (a) At the highest temperatures, the simulation is still in the initial
well-ordered lattice configuration, with identical very sharp peaks. With decreasing tempera-
ture, the peaks shift to higher ¢ and broaden due to the finite domain sizes. (b) At selected
temperatures, the fit of Bragg peaks with a Lorenzian function is shown, from which the
peak position and width in g-direction are determined (cf. figure (5.10)). Note the different
scales and ranges for (a) and (b).

constant corresponds to the Bragg peak center position via:
47
avy = —=——
\/§QBragg

The FWHM of the Bragg peaks in g¢-direction is a measure for the average lattice
correlation length:

(5.10)

2

§vi, = FWHM (5.11)

&y is an approximate measure for the diameter of the vortex lattice domains. In
the simulations, the lattice correlation is limited by the edges of the simulation area.
However, this is a considerable problem only if the domains are large compared to Agm.
Since the validity of the simulations in such a case is doubtful, this restriction poses
no further problems. Usually, we present &yy, in units of ayy,(7'), which highlights a
constant domain size in terms of the amount of vortices instead of absolute diameter.
As a reference, the image also contains the expected lattice constant 7Y% and r¥E (cf.
section (5.2.3)). Between 7.5 K and 6.6 K, ayy, = 288 nm, which is equivalent to a global
flux density of 30 mT. In this temperature range, the superconductor is in the Shubnikov
state. The deviation from the initial ayy, is identified as the IMS transition temperature
Tivs = 6.6 K. In this example, a considerable undercooling effect is observed, which is
present in most of our simulations. Compared to the theoretical transition temperature
Tk = 6.88 K given by the intersection of ayy, and 7Yk | the observed Tiys is lower by

0.18 K. In the IMS, the lattice constant is quickly approaching the theoretical curve
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of rVL . Above Tiyg, in the Shubnikov state, the lattice correlation is limited only by
the simulation size and has a high constant value &y, = 50 ayy,. At the IMS transition,
the correlation drops very steeply to a minimum value &y, = 5 ayy,. With decreasing
temperature, a value around &y, & 13 ayy, is recovered. This value stays constant below

T~ 65K.
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Figure 5.10: Vortex lattice parameters extracted from fits of the first Bragg peak, as
shown in figure (5.9). The lattice parameter ayi (blue) is calculated from the peak position
(equation (5.10)) and the lattice correlation &y (orange) from its width (equation (5.11)).
&vL is given in units of ay (T). rYL and rY¥  are shown as solid and dashed black curves,

min
respectively (cf. section (5.2.3)). The coinciding decrease of ay and &y marks the transi-
tion to the IMS at Tipms = 6.6 K.

Undercooling of vortex matter

The vortex lattice parameters (figure (5.10)) clearly show that the homogeneous vortex
lattice is stable for a considerable range below the expected IMS transition temperature.
A change of ayy, and &y, is first observed at Thys = 6.60 K instead of TIX/ILS = 6.88K.
This undercooling of the VL can be observed in most simulations shown in chapter (6).
At Ty, avy, perfectly matches the energetic optimum of the vortex lattice. As a result,
inter-vortex forces are close to zero. Additionally, for a rearrangement of the lattice into
domains, the lattice has to split, which locally costs energy. The effect is analogous
to the cleaving energy of solid matter [165]. In this exemplary simulation, the effect
is enhanced because the vortex lattice is free of defects or grain boundaries by design.
The eventual break-up of the VL is largely supported by the thermal fluctuations in
combination with the increasing inter-vortex forces.

IMS domains

At small ¢ < 1073 /A, the Fourier transform contains information about the VL domains.
In the 2D images shown in figure (5.8) this is visible as a broadening of the center
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peak. Radial averages of this region are shown in figure (5.11). From each curve, the
high-temperature signal has been subtracted as background. Below Tyys = 6.6 K, a
correlation peak emerges which increases in intensity with decreasing temperature. On
top of the peak, oscillations are visible. These present an artefact caused by the finite
size of the simulation area with ¢ ~ 27 /v/Agm ~ 0.04-1073/A. In this example, the
number of domains is low and the shape of the peak strongly depends on the individual
shape of the domains. Throughout our simulations, we found that the correlation peak
can be well described by the same function as used for the experimental data (cf. section

(3.3)):

GG
I (Q) = Imax g N zqq)QJrﬁ

Qmax

(5.12)

This phenomenological function was originally derived in the context of domain formation
in systems exhibiting spinodal decomposition. [ describes the power law of the peak
shape at high ¢ and is connected to the dimensionality d of the domain structure. For
smooth interfaces, § = d+ 1, while rough or entangled domain boundaries lead to § = 2d.
Therefore, the exponent should yield = 3 — 4 for our two dimensional simulations.
Recently, the formula has also been used to describe the domain structure of the IMS
in neutron scattering experiments. We use the peak position ¢.x to define a domain
correlation length,

§IMS - 27T/Qmax (513)

which is interpreted as the average periodicity of the domains, similar to the lattice
correlation length &yy,. Fitting the curves shown in figure (5.11) yields a peak position
of @max = 0.15 —0.2-1073 / A. (max decreases with temperature, which is likely due to
the changing relative intensity of the double peak. The peak position corresponds to
a domain correlation length of &g = 3 — 4 um, which fits the real space images well
(figure (5.6)). S will not be further evaluated in this work, however, for the sake of
completeness, it lies between 3.4 and 3.5 in this example. We deem this value sensible,
since the domains have rather smooth interfaces, but the morphology is a complex
interconnected structure.

5.3.3 Interaction energy

During the simulation, all calculations are based on the forces acting between vortices
and pinning centers (if pinning is considered). However, the interaction energy can be
calculated as well and used to evaluate the results. The total energy of the simulation
FEgn includes all two-vortex interactions and vortex-pinning interactions, if there are
any pinning sites. We use two values as reference for Eg,,, which both assume a perfect
hexagonal lattice with different lattice constants. The case ayy, = rYr describes the
desired ground state of the intertype superconductor. This ground state energy Fgs
gives a lower boundary for the energy. However, due to the fixed number of vortices in
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Figure 5.11: Radial averages of the scattering images shown in figure (5.8) in the range
of the center peak. From all curves, the background of the initial configuration has been
subtracted. The thermal evolution illustrates the increasing scattering signal from the do-
mains, while the ¢g-range of the signal does not shift. Due to the relatively small amount of
domains in the simulation, the shape of the peak is rich in features, which have, however,
no significant meaning for the further evaluation and are unique to each simulation. The
inset shows a fit of the data at 6.1 K using equation 5.12.

the simulation, this homogeneous configuration cannot be achieved. An upper boundary
for the energy is given by the energy of the initial vortex configuration, which we call
the Shubnikov energy Fgy,. Es, describes the case that no rearrangement of the vortices
occurs, despite the changing vortex interaction. The three energy terms are shown in
figure (5.12) for the complete simulation. Except for a small region below T, the
energy change occurring during the simulation steps at a constant temperature is smaller
than the line width. Between 7.5 K and 6.6 K, the simulation stays in the Shubnikov
state and FEg,, = Fg, to very good approximation. Close to the theoretical transition
temperature Thyr, Egm and Egs touch, making the transition into the IMS possible.
Below Tfﬁg, Egm and Egg are almost parallel. The absolute difference between Eg,
and FEyq, is difficult to interpret, but can be used for the comparison of simulations.
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Figure 5.12: Energy of the vortex system over temperature. Eg, is the energy calculated
from the vortex position. At each temperature, the energy of all steps is plotted. However,
the change is smaller than the line width. Egs is the theoretical ground state energy. It

is calculated from the minimal energy of the vortex-lattice potential V4. and the number
of vortices N,. Fsgy, is the theoretical energy in the Shubnikov state. It assumes a perfect
hexagonal lattice configuration. Down to the observed IMS transition at f,\','"é =6.6K, Esm
and Esy are identical. Below f}\',,"g the curves are almost parallel. In the simulation, the
vortex system cannot reach the theoretical ground state due to the domain structure of the

IMS. Theoretically, the IMS transition could happen below 7]\,\/,|LS, where Eg,, and Eg, are
equal.






6 Systematic MDS studies

In this chapter, simulations of vortex matter will be presented using the molecular
dynamics simulation (MDS) algorithm discussed in chapter (5). The simulations are
grouped in parameter studies to analyze their systematic effect. Due to the high number
of simulation parameters, physically meaningful cases have to be selected from the
results. Our main goal is to explore the various possibilities for the IMS transition
and the resulting vortex morphology. Finally, the simulations will be compared to the
experimental results of chapter (4).

We have divided the parameters into three categories (cf. section (5.1.4)). First,
the parameters determining the superconductor model system were defined in section
(5.2.2) to represent pure niobium. These values are fixed throughout all simulations.
Second are the methodical parameters, which affect the cooldown procedure. In section
(6.1), two studies will be presented on the cooling procedure and the relaxation behavior
of the vortices. The primary goal of these studies is to evaluate the physical plausibility
of the chosen parameters and select a parameter set for the further simulations. Third
are the experimental parameters which correspond to the different samples and external
fields in the neutron experiments. These will be presented in section (6.2) in two studies,
which treat the pinning characteristics and the magnetic field dependence of the IMS.

6.1 Methodical studies

The first two systematic studies focus on the methodical parameters AT, St, and 7.
AT and St define the duration and the cooling rate of the simulation, while v affects
the ability of the vortex system to follow the temperature change. In combination, these
parameters regulate the relaxation towards a stable configuration.

6.1.1 Temperature step size

During the simulation, the system is repeatedly quenched due to the discrete temperature
steps AT. After each temperature change, the system has St number of steps to relax
into the new conditions. In the first study, we address the trade-off between smaller
quenches or longer relaxation times, which may affect the simulation result differently.
For this, a vortex system is cooled down into the IMS from 6.9 K to 6.1 K using different
temperature step sizes AT in the range between 0.005 K and 0.1 K. With AT, the
number of steps per temperature St is changed to have a constant average cooling rate
St/AT = 5000steps/K. This procedure ensures the comparability between simulations
and is sketched in figure (6.1). All parameters are summarized in table (6.1).

99
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Nv Np Bsirn (mT) TIMS (K) ﬂnit (K) Tﬁnal (K) AT (K) Y ST ST/AT
2450 — 30 6.92 6.9 6.1 var 0 wvar 5000

AT (K) | 0.005 0.01 0.02 005 0.1
St | 25 50 100 250 500

Table 6.1: List of parameters used in the systematic study of AT.
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Figure 6.1: Schematic of the cooldown procedure for the different AT. Shown are the
first 1100 steps. Note that the average cooling rate is the same for all temperature step
sizes.

Results

The final vortex configurations of the simulations at 6.1 K are shown in figure (6.2).
For the different values of AT, they are virtually identical. The domain structure in
the IMS consists of a combination of elongated and roundish VL. domains which are
partially connected. The temperature dependence of ayy, and &yr, is shown in figure
(6.3). Both parameters are visibly in excellent agreement for all simulations. Slight
differences between the curves occur at the IMS transition, due to the different number
of temperature steps. The initial VL is under-cooled below the theoretical transition
temperature to Thys ~ 6.6 K. Below this temperature, the lattice parameter ayy, rapidly
drops towards the vortex lattice separation (black solid curve). At the same transition
temperature, the lattice correlation &y, breaks down from initially &~ 130 ayy, to =~ 5 avr,.
Until the end of the simulation, the correlation recovers to &y, = 10ayy,. Values for
&v, avL, &mus and Eigy at T, = 6.1 K and Tyg are listed in table (6.2). Considering
the different temperature steps, Tiys ~ 6.6 K is identical for all simulations. The total
interaction energy of the vortex system FEi. shows a very slight decrease to larger AT.
The numerical values of the lattice parameters show minor random variations. Errors
indicated in brackets stem from the fitting process. The graphic presentation in figure
(6.3) shows that fluctuations during the simulation are larger, especially for {yy,. Finally,
the domain correlation length &g has a large error, due to the small simulation system



6.1 Methodical studies 101

size. Within the error margins, the domain size agrees very well for all AT

AT (K) 0.005 0.01 0.02 0.05 0.1
Tivs (K) | 6.585(5) 6.58(1) 6.58(2) 6.60(5) 6.6(1)
Eit (nJ/m) | —1.64 —169 —1.74 —1.81 —1.87
fms (pm) | 3.3(3)  3.6(3)  3.5(3)  3.2(3)  3.0(3)
& (avy) | 5.8(1)  4.9(1)  55(1)  5.1(1)  5.4(1)
ay, (nm) | 188.96 189.60 188.55 189.36 188.41

Table 6.2: Results of the simulation analysis. Fiot, &ims, &L and ayy are the values at
T5n = 6.1 K. None of the results indicate a significant dependence of the IMS transition on

the temperature step size AT.

AT=0.005K AT=0.01 K AT=0.02 K AT=0.05K AT=0.1K

4 ym

Figure 6.2: Real space images of the final vortex configuration for the systematic study of
AT. For all other simulation parameters see table (6.1). In all images, the domain morphol-
ogy is comparable, with a tendency towards elongated and partially connected VL domains.
There is no indication of a major influence of AT.

Discussion

In the considered range of AT, the temperature steps do not show any impact on the
IMS transition and the final domain morphology. At first glance, this is not expected.
For larger values of AT, the vortex interactions are changing stronger from one tem-
perature to the next. The discrete temperature steps can be understood as a repeated
quenching of the vortex system. Accordingly, we expected a higher degree of disorder
and smaller VL domains for large AT. However, this effect is most likely dominated by
an intrinsic quenching of the simulation. The transition temperature, observed in the
lattice parameters, Tivg ~ 6.6 is already below the theoretical temperature at 6.92 K.
This undercooling of ~ 0.3 K is more significant than the additional quenching due to

AT <0.1K.

As a consequence, a small AT = 0.01 K was chosen for all further simulations, as
a slow change of temperature seemed to be beneficial in cases where the undercooling is
not as strong. Additionally, the determination of T1y;g is more precise. A smaller value
was avoided as it would lead to cases of St < 7 in later studies.
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Figure 6.3: Temperature dependence of the lattice parameters for the systematic study
of AT. For all other simulation parameters see table (6.1). (a) ayL remains constant below
the theoretical IMS transition at 6.92 K. At Tims = 6.6 K, the transition is observed as a
rapid decrease of the lattice constant toward the optimal VL separation (solid black curve).
The optimal two-vortex separation is included for reference (dashed black line). (b) {ms

is at a very high level ~ 130 ay_ above Tjys. Below the IMS transition, it drops to a min-
imum of 5ay, and recovers to a constant value of &~ 10ay_ below 6.5 K. Except for the
different temperature step sizes, the curves of all simulations are in very good agreement.
There is no indication of a major influence of AT.

6.1.2 System relaxation

The relaxation of the vortex system towards a stable ground state is mainly governed by
the number of simulation steps per temperature St and the relaxation parameter y. The
interplay of both parameters was studied systematically with values of v =0,1,2,4,8,16
for each St = 6,13,25,50,100. All parameters of the simulations are summarized in
table (6.3).

Nv Np Bsim (mT) 7ﬂinit (K) Tﬁnal (K) AT (K)
2450  — 30 6.9 6.1 0.01 (K)

Sp | 6 13 25 50 100
Siot | 486 1053 2025 4050 8100

Table 6.3: List of parameters used in the systematic study of v and St.
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Results

Real space images of the final vortex configuration of all combinations of v and St
are depicted in figure (6.4). The domain size clearly increases with both increasing
and St. In simulations where both parameters are small, the domain size is relatively
small as well. The morphology mostly shows isolated islands, partially elongated or
connected. For combinations of high parameters, the domain structure is comparable to
the simulation size. The VL domains are completely connected in these cases. For large
domains, an influence of the periodic boundary conditions on the simulation outcome is
probable. Since the overall dependence on v and St is obvious, however, this effect was
not further investigated.

Numerical results for avy,, {vi, Tivs, Fros and s are summarized in figure (6.5). The
observed transition temperature T1yg lies between 6.54 K and 6.62 K while the theoretical
value is 6.92K. The change of Tyyg is small, but shows a clear systematic increase
with increasing 7 and increasing St. The resulting undercooling of the vortex matter
is ~ 0.3 — 0.4K. ayy, and &1, behave qualitatively identical in all simulations and are
comparable to the example shown in figure (5.10). The lattice constant ayy, is smaller
for larger domains and decreases with increasing v and St. Values are between 194.5 nm
and 187.0nm. For comparison, r7% = 198.0nm and rYl: = 185.2nm. Note that the
color scale of ayy, has been reversed for easier comparability. In correspondence to the
behavior seen in the real space images, both correlation lengths increase with increasing
~v and St. &y, changes from 3.3 ayy, to 10.3 ayy, by a factor of ~ 3.1. &g ranges between
1.6 pm and 6.9 ym, and changes by a factor of ~ 4.3 with almost identical systematics
as &vs. Values above ~ 6 um should be taken cautiously due to the comparable size of
the simulation. The total interaction energy E.. of the vortex system is smallest for
large domains with a minimal value —1.99nJ/m and a maximum of —1.64nJ/m. The
systematics is again comparable to the other parameters. As a comparative value, the
energy of a perfect lattice configuration with ayy, = 7Y would be —2.31nJ/m.

min

Discussion

The behavior seen in the variation of v and St corresponds to the ability of the vortex
system to adapt to changing interactions. Increasing St gives the vortices more time
to adjust to a temperature change. Increasing ~ effectively increases the mobility and
inertia of the vortices, making it easier to adapt to a new temperature. As a result, the
quenching due to discrete AT is weakened by increasing both parameters. In cases of
low v and St, the series of temperature changes is too fast for the system to follow.
In essence, the vortex system behaves more rigid, if v and St are low. At the IMS
transition, the initial lattice fractures into more, smaller pieces and lacks the ability to
reform larger domains in the remainder of the simulation. In contrast, high values of
and St increase the ductility of the vortex matter, which allows the formation of larger
domains.
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Figure 6.4: Real space images of the final vortex configuration for the systematic study
of v and St. For all other simulation parameters see table (6.3). With increasing « and

St the domain size is visibly increasing. Note that for large parameters, the domain size
becomes comparable to the simulation area which might affect the results.
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Figure 6.5: Results from the systematic study of v and St evaluated at Ty, = 6.1 K. (a)
Correlation length of the VL domains £IMS, (b) correlation length of the vortex lattice &y,
(c) total interaction energy Eiot, (d) lattice constant ay and (e) IMS transition temper-
ature Tjvs. All plots show the same systematic dependence. The correlation lengths (a,

b) are particularly identical and show an increasing domain size with increasing v and St.
With increasing domains, Eiot, avi and Tivs (c, d, €) decrease. However, the change in the
three last parameters is much less pronounced compared to &pms and &yi.

Obviously, the IMS morphology is strongly depending on the vortex dynamics de-
fined by the parameters v and St. It is therefore difficult to make a correct choice for
further simulations. We have decided to use the combination v = 4 and St = 25 for
the following reasons: First, we have considered the validity of the simulation results.
For higher v or St, the domain size becomes too close to the simulation size, which
may introduce artefacts in the morphology. Second, the simulations ought to reflect
the results from our neutron experiments. With &g ~ 13 ayy,, the lattice correlation is
larger than measured for the high purity sample (s & 5 ayy,). However, in simulations
including pinning centers, a further decrease of &g is expected. Choosing this higher
value of the lattice correlation in the pinning-free case increases our margin to explore
the pinning parameters, before destroying the lattice correlation altogether. Third, we
had to consider the computational time. For the amount of simulations performed for
this work, higher numbers of steps would still be feasible, however, we deemed it an
unnecessary complication. Higher relaxation constants v were avoided to stay close to
the original Langevin equation of motion.
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6.2 Experimental studies

The systematic studies of experimental parameters presented in the following sections
are concerned with the pinning and magnetic field dependence of the IMS. First, the
interplay of the number of pinning sites IV, and their relative interaction strength v,
will be addressed at a fixed magnetic field. Second, the dependence of the IMS on By,
will be analyzed for three different cases of pinning.

6.2.1 Pinning

The effect of pinning is a major concern for the vortex domain structure in the IMS.
Our experiments have shown that the IMS transition temperature depends on the
purity of the sample. In the simulations, two parameters are defining the pinning
properties: the density of pinning centers p, = N,/Aqm and the relative strength v,
of the pinning interaction. Due to the reduction of the simulation to 2 dimensions,
it is difficult to relate the area density of pinning sites to a real three dimensional
distribution. Furthermore, the pinning included in the simulations only comprises bulk
pinning. Surface pinning is not included, but might play an important role, especially
in clean samples. Through the systematic study of both pinning parameters, however,
various pinning regimes will be identified, which may be related to experimental data.
For this study, simulations were performed with p, = 0.145,1.45,14.5,145.0 (1/pum?)
for each v, =107°,107%,1072,1072,10~*. All simulation parameters are listed in table
(6.4).

Nv Np Vp Bsim (mT) 71init (K) Tﬁnal (K> AT (K> Y ST Stot
2450 war wvar 30 6.9 6.1 0.01 4 25 2025

Table 6.4: List of parameters used for the systematic study of N, and .

Results

Figure (6.6) shows the final vortex configurations of simulations at T, = 6.1 K. The
pinning sites are randomly distributed for each simulation, but have been omitted in the
images for graphical reasons. Vortex positions which appear in a darker blue indicate the
occupation of multiple vortices. In the figure, three primary regimes can be identified.
For high p, and v, the vortex system is disordered, showing neither a vortex lattice,
nor a domain structure. In the opposing case of low p, and v, the system is effectively
pinning-free and exhibits large domains of vortex lattice. In between, roughly on a
diagonal with constant p, - v, smaller domains and single vortices are visible. Overall,
the domain size decreases with increasing p, and v}, developing from the unpinned IMS
domain structure to a disordered state.

In figure (6.7), the lattice parameters ayy, (blue) and &yy, (orange) are shown. The
changes seen in the temperature dependence of the lattice parameters are less systematic
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Figure 6.6: Real space vortex configurations for the systematic study of the pinning pa-
rameters p, and vp. For all other simulation parameters see table (6.4). At the bottom left
(low pp and 1), the system is practically pinning-free with large domains. In contrast, at
the top right (high pp and 1) pinning is dominant and the vortices are in disorder. In be-
tween, the IMS domain size decreases with increasing pinning parameters. For low pinning

densities, single isolated vortices are present in the Meissner regions. Note the logarithmic
scale of both N, and v,,.
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compared to the real space vortex configuration. Again, for low p, and v, the pinning-
free behavior is seen. The hallmarks of this case are a sharp drop of ayy, and &y, at the
identical temperature, which were already seen in the simulations of section (6.1). For
high p,, and v, the disorder renders an evaluation of the lattice parameters meaningless.
The plots are shown for the sake of completeness. A common feature in the presence
of moderate pinning is a broadening of the IMS transition, which is seen in avyy, and
&mvs. At the same time, the transition temperature is increased in all cases, except for
v, = 1071, In simulations where the domains are visibly smaller, &y, is lower and the
lattice constant ayy, tends towards the two-vortex separation r)y, as opposed to the
vortex lattice separation rVh .

Numerical values for &g, Evr at Thy = 6.1 K and Tiys are shown in figure (6.8). Both
correlation lengths confirm the behavior seen in the real space data. &pys lies in the
range between 1.0 ym and 9.2 ym and &yp, between 1.2 ayy, and 10.2 ayy,. Both quantities
are clearly correlated. The lowest values are found close to the disordered regime (blank
spaces in the parameter maps). Close to the pinning-free region, with small p, and
Vp, the domain size is probably limited by the simulation area. The lattice constant
ayy, resembles the domain size, where smaller domains have a larger lattice constant.
Values are between 205.8nm and 187.2nm. For comparison, ryy, = 198.0nm and
rVE = 185.2nm. The transition temperature Tyysg lies between 6.48 K and 6.88 K. For
comparison, the theoretical value is 6.92 K and the pinning-free value is 6.60 K. Tiyg is
increasing with increasing pinning strength v,,. The dependence on the pinning density
seems to feature a maximum value for p, ~ 1073. The transition temperature does
not seem to be correlated to the other parameters. For the pinning study, we have
not analyzed the interaction energy Fi., because the contribution from the pinning
interaction is changing too much with the pinning parameters.
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Figure 6.7: Temperature dependence of the lattice parameters ay (blue) and &y (or-
ange) for the systematic study of the pinning parameters p, and v,,. For all other simulation
parameters see table (6.4). At the bottom left (low p, and v;,), the system is practically
pinning-free and shows a sharp transition into the IMS. In contrast, at the top right (high
pp and vp) pinning is dominant and the evaluation of the lattice parameters is not meaning-
ful. The data is shown for completeness. In between, the transition is broadened in most
cases. Simultaneously, pinning increases the transition temperature Tjys. Note the logarith-
mic scale of both N, and 1.
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Figure 6.8: Results from the systematic study of the pinning parameters p, and v, evalu-
ated at Ty, = 6.1 K. (a) Correlation length of the VL domains £IMS, (b) correlation length
of the vortex lattice &y, (c) IMS transition temperature Tys. (d) lattice constant ay .
The correlation lengths (a, b) show an identical systematics. Generally, increasing p, and
Vp, decreases the domain size, but deviations from this trend are visible around p, = 0.145
and v, = 1074, The lattice constant (d) resembles the domain size, with larger domains
featuring smaller ayi. Tims (c) increases with v, and has maximum values for p, = 1073.
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Discussion

Over the considered range of pinning parameters, a multitude of characteristic parame-
ters is changing, including the domains size and morphology, but also the IMS transition
process and the qualitative temperature dependence of the lattice parameters. We have
identified several pinning regimes, which will be discussed in the following. The values
given for the pinning parameters are approximate, and an overview of the different
regimes is shown in figure (6.9).

No pinning (N, = 0.145,1.45 / v, = 107°)

In the case of few, weak pinning centers, pinning has no effect on the simulation. As
has been shown previously, the resulting domain morphology mostly depends on the
technical parameters of the algorithm. In the presented cases, the domains are very
large and comparable to the simulation size. The transition into the IMS at Tyyg is
clearly defined by a sharp drop of the lattice constant ayy, and the lattice correlation
&ve. With decreasing temperature, the former rapidly approaches the theoretical curve,
while the latter recovers to a plateau.

Dominant pinning (N, = 14.5,145 / v, =1071,107%,107%)

Opposing the case of no pinning, dominant pinning describes situations where the pin-
ning interactions are strong enough to override the vortex interaction. Almost initially
in the simulations, the vortex lattice changes to a random, evenly distributed vortex
configuration which is governed by the pinning positions. Depending on the pinning
strength, multiple vortices might be trapped in the same pinning center. A lattice is no
longer observed and the two-vortex separations are broadly distributed. Therefore, the
usual evaluation of the lattice parameters is no longer meaningful. The temperature
dependence of the vortex configuration is almost completely lost.

Individual pinning (N, = 0.145,1.45 / v, = 1072,1073)

For individual pinning, a relatively low number of vortices is trapped at the pinning sites
where they remain throughout the simulation. Close to the pinning sites, lattice defects
and distortions appear, while the overall VL remains coherent. At the IMS transition,
the lattice breaks apart preferably at the pinning centers. More pinning sites and the
related lattice defects result in more initial breaking points and smaller VL. domains. In
the IMS, many of the pinned vortices are located in the otherwise flux-free Meissner
domains. Due to the defects at pinning sites, larger vortex lattice domains tend to
consist of multiple grains, or exhibit a smooth variation of the lattice orientation. Ty
is slightly increased, compared to the no pinning case. The qualitative picture of ayy,
and &y, is comparable to the pinning-free case, with the edge in both parameters slightly
smoothed out.

Strong individual pinning (N, = 0.145,1.45 / v, = 1071)

If v, is large enough, pinning centers are able to trap two or three vortices at the same
position. The defects discussed for individual pinning are additionally accompanied by
vacancies in the lattice. The rest of the VL further remains unaffected. The break-up
of the lattice starts at the pinning sites, but the resulting domains fracture further
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during cool-down. The domains are small, but often connected to each other. A large
fraction of pinned vortices remains in the Meissner regions between larger domains. The
transition temperature Tyyg is lower than in the non-pinning case. Otherwise, avyy, is
not as smoothly and quickly decreasing and stays at higher values.

Weak individual pinning (N, = 0.145,1.45 / v, = 107%)

Instead of inducing defects, the pinning centers introduce only slight deviations to the VL.
In the cooldown, the IMS transition and final domain morphology are not distinguishable
from the pinning-free case. However, the lattice breaks up first at the pinning sites and
has an increased transition temperature. Contrary to the other individual pinning cases,
no isolated vortices remain.

Collective pinning (N, = 14.5,145 / v, = 107%)

In the case of collective pinning, instead of trapping single vortices, patches of the
vortex lattice adapt to the underlying pinning structure and are pinned as a whole.
This leads to an initial loss of coherence of the VL. when different patches are slightly
rotated and shifted. The domain morphologies are comparable to the individual pinning
cases, but without featuring isolated vortices. During cooldown, the lattice breaks apart
at the boundaries between different lattice patches. The transition to the IMS is less
well defined in both VL-parameters. Still, the transition starts at higher temperatures
compared to no pinning. In the IMS, isolated domains may regain better correlation
when not connected to other patches.

Strong collective pinning (N, = 14.5 / v, = 1073)

If the pinning centers are strong enough, the lattice structure of vortices is suppressed.
Vortices are mostly located on top of pinning centers, which is possible due to the com-
parable vortex and pinning densities. A transition to a domain structure is still observed,
with vortices hopping between pinning sites. The vortex matter making up the domains
is, however, closer to a glassy state than the VL observed in the IMS. ayy, changes
gradually over the whole temperature range and &y, is practically zero everywhere. A
transition temperature is not well defined. The average vortex separation in this case is
closer to the optimum defined by the two-vortex potential, instead of the lattice potential.

Weak collective pinning (N, = 14.5,145 / v, = 1079)
Weak collective pinning is very similar to weak individual pinning in all regards, except
for the underlying pinning parameters.
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Figure 6.9: Graphic representation of the different pinning regimes found in our simula-

tions. The colored areas are overlaid on top of the real space vortex configurations shown in
figure (6.6).
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6.2.2 Field dependence

In the following section, we explore the dependence of the IMS transition and the vortex
domain morphology on the magnetic flux density Bg,. As shown in figure (5.3), the IMS
transition temperature Ty is field dependent in the simulated case (field cooling and
flux freezing). Since all interactions used in the simulation are temperature dependent,
the critical point of the IMS transition at Tyug has different properties under different
fields. This concerns the absolute and relative strength of the forces as well as their
rate of change with the temperature. Furthermore, the relative number of vortices and
pinning centers is field dependent. While the pinning density is a property of the model
superconductor and is independent of the magnetic field, the vortex density is directly
corresponding to By, due to the flux freezing scenario.

In the following section, the dependence of the IMS on the magnetic field By, will be
studied for three different cases of pinning:

 no pinning (NP) (p, =0, v, = 0)
o individual pinning (IP) (p, = 0.145 /um?, v, = 1072)
o collective pinning (CP) (p, = 14.5 /um?, v, = 107%)

In all cases, the magnetic flux density was changed in the range of By, = 10, 15, 20,
25, 30, 35, 40 mT. Higher magnetic flux densities could not be evaluated, due to the
proximity of the IMS transition to the vortex lattice instability at 7"~ 5.5 K (cf. section
(5.2.3)). All parameters of the simulations are given in table (6.5). For all combinations
of By, and the pinning cases, four simulations were performed. Presented below are
either representative results in the case of simulation images, or averages of the evaluated
quantities of one set.

Nv Np nup Bsim (IIIT) ﬂnit (K) Tﬁnal (K) AT (K> 7 ST Stot
2450 war ovar var 7.5 6.1 0.01 4 25 3425

pp (1/pm?) || By | 10mT  15mT 20mT 25mT 30mT 35mT 40mT
NP - N, | - - - - - - -

p
IP 0.145 N, 74 49 37 29 25 21 18
CP 14.5 N, | 7350 4900 3675 2940 2450 2100 1838

Table 6.5: List of parameters used for the systematic study of Bgjm.

No pinning (NP)

Results of the final real space vortex configurations in the pinning-free case are shown
in figure (6.10). In all images, a 10 x 10um? area is indicated as a orange rectangle
to highlight the change of Ay, with Bgy,. At low fields B, = 10,15mT, the vortex
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domains have the shape of isolated islands, well separated by large areas of vortex-free
Meissner domains. With increasing Bgn,, elongated domains appear, and the VL domains
become increasingly connected. Above 30 mT, the VL. domains are fully connected. With
increasing magnetic field, the area ratio of VL. domains to Meissner domains increases.
This is a result of the changing vortex density throughout the simulation, which is field
dependent at T}, (in the Shubnikov state), but field independent at Th,, (in the IMS).
Below 25 mT, the Meissner domain is fully connected. At higher fields, isolated Meissner
domains are present in small numbers. An insular structure of Meissner domains is
not achieved in the presented field range. A visual comparison of the domain sizes is
difficult due to the field dependent simulation size Ag;, and the ratio of VL and Meissner
domains. However, in all simulations a very low number of distinguishable domains is
visible in the same area rectangles.

no pinning p,=0, v,=0

Bgm:  10mT 15mT 20mT 25mT 30mT 35mT 40mT

Figure 6.10: Real space vortex configuration from the systematic study of the external
magnetic field dependence in the case of no pinning (NP). All images show the final sim-
ulation step at Tfjna = 6.1 K. The orange box marks an area of 10 um x 10 um. Clearly
visible is the increasing area fraction of VL domains with increasing field. Concurrently, the
VL domains change from isolated islands to a highly interconnected morphology. Except
for 10 mT, isolated Meissner state domains are present. The domain size cannot be easily
assessed from the images.

Figure (6.11) contains the temperature dependent vortex lattice parameters. The
qualitative behavior of ayy, and &yy, is independent of Bg,,. The lattice constant ayy,
is constant at high temperatures down to the IMS transition at Tyyg, where it sharply
drops and converges to the theoretical value rV1 within approximately 0.5 K. At all By,
the vortex lattice is cooled below the theoretical transition temperature by 0.1 — 0.4 K.
The lattice correlation length &yy, is very high (> 50ayy,) above the IMS transition
and drops down to a minimum precisely at Tyys. With decreasing temperature, &y,

increases strongly in the span of about 0.1 K and keeps increasing slightly below. The
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final value is similar for all fields with &yp, (6.1 K) ~ 11 — 13.5ayy,. For 35 mT and 40 mT
the correlation length is less certain due to the smaller temperature span between Tiys
and Tﬁna].

(@) nopinning p,=0, v,=0 (b)
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Figure 6.11: (a) Lattice constant ay, and (b) lattice correlation length &y from the
systematic study of the external magnetic field dependence in the case of no pinning (NP).
At all fields, a sharp transition into the IMS is seen as a sudden drop of ay_ and &y.. The
lattice parameter reveals an undercooling of the VL which increases with increasing field. At
low temperatures, ay is very close to the ideal vortex lattice separation Y5 . The lattice
correlation recovers to a slightly increasing plateau at low temperatures. The final value of
&vi is only weakly depending on the external field.

The low-q range of radially averaged Fourier transforms is depicted in figure (6.12) for all
fields at T'= 6.1 K. The background from the initial perfect lattice has been subtracted
from all plots. Instead of using bars, the error of the curves is given by the colored area,
for graphical reasons. Large errors are mostly due to superimposed oscillations, which
are a remaining artefact from the size and shape of Ag,. The curves have been fitted as
described in section (5.3.2), in order to extract the domain correlation length &nyg. With
increasing field, the peak position at gua.x is clearly increasing, indicating a decreasing
size of the domain morphology from 6.1 um to 2.7 ym.
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Figure 6.12: Radial averages of the Fourier transforms at low g from the systematic study
of the external magnetic field dependence in the case of no pinning (NP). The thickness
of the teal curve corresponds to the standard deviation due to the averaging. All curves
show strong oscillations which stem from the small number of domains. The black curve
shows the fit of the data according to equation (5.12). With increasing field, the peak

position gmax increases by a factor of 2, and the corresponding domain correlation length
&ms decreases. Coincidentally, the peak amplitude decreases.
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Individual pinning (IP)

For the case of individual pinning, we have chosen the pinning strength as v, = 1072.
Comparing the peak forces of the vortex-vortex and the vortex-pinning force, this value
of v, is high enough to ensure a dominant pinning force at all temperatures of the
simulations (7.5 K > T > 6.1 K). Still, it is low enough to avoid pinning of multiple
vortices in most cases. The number of pinning sites is defined as a pinning density
pp = Np/Agim = 0.145 / pm?. Accordingly, N, is field dependent in these simulations (cf.
table (6.4)).

The real space vortex configurations at Ty, = 6.1 K are depicted in figure (6.13).
The pinning sites have been omitted in the images. Due to the changing simulation size
Agim, a rectangle with 10 x 10 um? has been marked in all images (orange). At all fields
Bgim, isolated vortices are present in the regions between larger vortex lattice domains.
At higher fields, instead of single vortices small clusters of vortices may be found, which
are significantly smaller than the VL. domains. In all cases, these isolated vortices are
located on top of a pinning site. The domain size is visibly increasing with the magnetic
field. At the lowest field By, = 10mT, the VL domains are isolated islands with varying
size and shape, while the Meissner domain is fully connected. From 15mT to 25mT,
many of the VL domains have an elongated shape, and the domains grow with increasing
field. From 30mT upwards, the vortex domains become increasingly connected and
grow in size. The Meissner domains are shrinking with increasing By, but still feature
a connected laminar structure at 40 mT. Only very few instances of isolated Meissner
domains are present in the simulations.

The temperature dependence of ayy, and {yy, is shown in figure (6.14). In general, the
behavior of the lattice constant avyy, is similar to the pinning-free case. The drop of
the lattice constant ayy, at Tiyg is slightly rounded, especially at higher fields, and the
following convergence to the theoretical lattice parameter is prolonged. At temperatures
above 6.6 K, a gap between the measured avyy, and the expected r¥E is visible. For the
lattice correlation length &yp,, the drop coinciding with Thygs is slightly broadened. The
recovery to a plateau value at low temperatures is slower than seen in the pinning-free
case. Additionally, the increasing trend of &y, with decreasing temperature is more
pronounced. The value achieved at Thy,) is strongly depending on the magnetic field. For
10mT to 30mT, &y, (6.1 K) is increasing with the field from 4.55 ayy, to 13.8 ayy, but is
almost stagnant above 30 mT. Compared to the pinning-free simulations, the transition
temperature Tqygs is reduced for low fields and increased for high fields. Accordingly, the
undercooling is stronger at low fields and less pronounced at high fields.

The Fourier transforms in the VSANS regime are shown in figure (6.15), including
fitting curves. For individual pinning, the peak position decreases with increasing Bigim,
corresponding to an increasing domain size from 2.0 ym to 6.3 pm. At high fields above
30mT, the domain size is comparable to the simulation area Ag;,, which increases the
uncertainty of the peak position.
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individual pinning p,=0.145, v,=1072

Bsim: 10mT 15mT 20mT 25mT 30mT 35mT 40mT

Figure 6.13: Real space vortex configuration from the systematic study of the external
magnetic field dependence in the case of individual pinning (IP). All images show the final
simulation step at T§na = 6.1 K. The orange box marks an area of 10 um x 10 um. Clearly vis-
ible is the increasing size of VL domains with increasing field. Concurrently, the VL domains
change from isolated islands to a highly interconnected morphology. At all fields, isolated
vortices and small clusters (< 10 vortices) are present in between the larger domains. At 35
and 40 mT, isolated Meissner state domains are present.
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Figure 6.14: (a) Lattice constant ay, and (b) lattice correlation length &y from the
systematic study of the external magnetic field dependence in the case of individual pinning
(IP). The transition into the IMS is seen as a drop of ay and &y. At small fields, these
features are very sharp, but broaden with increasing field. The lattice parameter reveals an
undercooling of the VL which comparable in all curves. At low temperatures, ay is very
close to the ideal vortex lattice separation 7Y% . The lattice correlation recovers to a slightly
increasing plateau at low temperatures. The final value of &y is strongly increasing with

the external field.
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Figure 6.15: Radial averages of the Fourier transforms at low g from the systematic study
of the external magnetic field dependence in the case of individual pinning (IP). The thick-
ness of the teal curve corresponds to the standard deviation due to the averaging. All curves
show strong oscillations which stem from the small number of domains. The black curve
shows the fit of the data according to equation (5.12). With increasing field, the peak posi-
tion gmax decreases by a factor of 3, and the corresponding domain correlation length &us
increases. Coincidentally, the peak amplitude decreases.
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Collective pinning (CP)

For the case of collective pinning, we have chosen the pinning parameters v, = 107* and
pp = 14.5/um?. Despite the fixed values, this case is not as well defined as the previous
two. First, the pinning force is lower than, but comparable to the vortex interaction.
Since both forces are temperature dependent, the IMS transition temperature Tyyg has a
larger effect on the relative strength of £\, and F,,. Second, collective pinning is based
on the interplay between several vortices and pinning sites. Therefore, the changing
ratio of N, and N, at different fields affects the pinning characteristics as well.

In figure (6.16), the final vortex configurations at all fields By, are shown. Pinning sites
have been omitted in the images. Orange rectangles mark an area of 10 x 10 um? in
each figure. The domain size and morphology have a clear and strong field dependence.
At 10 mT, the vortex domains are very small, rarely consisting of more than 15 vortices.
Between the small domains, many isolated vortices are present. From 15mT to 25 mT,
the domain size is growing. Their shape becomes more elongated, and larger connected
vortex lattice regions start to form. Simultaneously, the number of isolated vortices de-
creases and vanishes at 35 mT. Above 30 mT, a single connected VL. domain is observed.
The Meissner domains at high fields still feature a mostly laminar structure, with few
additional isolated islands.

collective pinning p,=14.5, v,=10"

Bym:  10mT 15mT 20mT 25mT 30mT 35mT 40mT

Figure 6.16: Real space vortex configuration from the systematic study of the external
magnetic field dependence in the case of collective pinning (CP). All images show the final
simulation step at T§na = 6.1 K. The orange box marks an area of 10 um x 10 um. Clearly
visible is the increasing size fraction of VL domains with increasing field. Concurrently,

the VL domains change from isolated islands to elongated shapes and finally to a highly
interconnected morphology. At low fields, a large number of isolated vortices and small
clusters (< 10 vortices) is present, which decreases with increasing field and is practically
zero at 25 mT. Above 25mT, isolated Meissner state domains can be observed.



122 6 Systematic MDS studies

The lattice constant ayy, and correlation length &y, are shown in figure (6.17). Both
parameters show a very broadened shape, compared to the previous cases NP and IP.
Especially for the lower fields, a clear drop of avy, and &yy, corresponding to the IMS
transition is not observed. Instead, the lattice constant decreases smoothly towards the
trend of the theoretical value. Due to the smeared out transition, Tiyg could not be
determined from the change in avyy,. Instead, the real space images of the simulations were
used to determine a temperature, where the vortex configuration starts to redistribute
into domains. While obviously less precise, this was the only viable method we found.
For temperatures above 6.6 K, there is an obvious discrepancy between the measured
avr, and the predicted YL . Likewise, the correlation length features a smeared out drop
at the IMS transition, followed by a very broad minimum, especially for low magnetic
fields. The steep decrease of &y, observed at high temperatures for the lowest fields, is
rather representing the adaption of the initial vortex lattice to the pinning centers than
the IMS transition. Still, all simulations show an increasing correlation length towards
low temperatures. The values at the final temperature 6.1 K are increasing over the
complete field range from 2.39 ayy, to 14.9 ayy,. The highest two fields are reversed, likely
due to the low transition temperature compared to Tg,.. In both lattice parameters,
the qualitative shape changes towards the highest fields and assumes a behavior closer
to the IP case.
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Figure 6.17: (a) Lattice constant ay, and (b) lattice correlation length &y from the sys-
tematic study of the external magnetic field dependence in the case of collective pinning
(CP). The hallmarks of the IMS transition, a sudden drop of ay, and &y, are only visible
for high fields. With decreasing field, both features become broader, rendering the distinc-
tion of a transition temperature imprecise. An undercooling is observed in the lattice param-
eter which seems to increase with increasing field. However, its extent at the lower fields

is unclear, especially at 10 mT. Simulations at low fields tend to the optimal two-vortex
separation 7Y at low temperatures, while the higher fields tend to the lattice optimum 7Yk .
The lattice correlation recovers to a slightly increasing plateau at low temperatures. The
final value of &y is only weakly depending on the external field.
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Figure (6.18) depicts the Fourier transforms of the vortex domains along with their fitting
curves. As expected from the real space images, the peak position at ¢u.x decreases
with the external field, and the domain correlation is increasing from 1.2 ym to 7.7 ym.
As in the previous cases, the domain size becomes comparable to the simulation size at
fields above 30 mT.
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Figure 6.18: Radial averages of the Fourier transforms at low ¢ from the systematic study
of the external magnetic field dependence in the case of collective pinning (CP). The thick-
ness of the teal curve corresponds to the standard deviation due to the averaging. All curves
show strong oscillations which stem from the small number of domains. The black curve
shows the fit of the data according to equation (5.12). With increasing field, the peak posi-
tion gmax decreases by a factor of 7, and the corresponding domain correlation length &us
increases. Coincidentally, the peak amplitude increases.

Discussion

The results from the three presented scenarios, no pinning (NP), individual pinning
(IP) and collective pinning (CP), have illustrated that the field dependence of the IMS
transition is strongly depending on the pinning characteristics. As primary hallmarks,
we compare the IMS transition temperature Tns and the correlation lengths of the
vortex lattice &y, and of the IMS domains &yp, in the final state of the simulations.

The IMS transition temperature is shown in figure (6.19)(a) for all cases, along with
the theoretical value T\fs. First of all, all simulations resulted in an undercooling of
the vortex lattice. The difference AT, = T\ — Tivs is shown in panel (b). For NP
and IP, Tryg is linear in the external field, with a steeper slope for NP. In contrast, Tiys
has a curved form for CP. The different behaviors are more pronounced in AT,.. The
undercooling increases strongly with the field for NP, from 0.12K to 0.46 K. For IP, it is
approximately constant with ATy, ~ 0.28 K, and CP again shows a curved shape with a
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minimum of 0.21 K at 30mT.
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Figure 6.19: (a) Field dependence of the IMS transition temperature Tjys for the cases
of no pinning (NP), individual pinning (IP) and collective pinning (CP). Shown in black
is the theoretical value according to rY% . For NP and IP, the field dependence is linear,
while the CP curve is bent. The lines cross each other at Bg,, = 25mT, and there is no
clear hierarchy of the transition temperatures between the pinning cases. (b) Temperature
difference of the undercooling AT,.. With increasing field, the effect increases for NP, is
stagnant for IP and has a bent shape for CP. Again, the lines intersect at Bgn ~ 25mT.

Error bars are only visible for CP due to the broadened transitions.

The correlation lengths s and &yy, are shown in figure (6.20). Qualitatively, the no
pinning (NP) case can be well distinguished from both pinning cases (IP and CP). For
NP, &yy, is almost constant over the field range at a value = 12.0 ayy, = 2.25 um, while
énus is decreasing with increasing By, from 6.2 um to 2.7pm. In contrast, in the presence
of pinning, &y1, and &g are increasing with Bg,. Regarding I[P and CP, both parameters
cross at By, ~ 30mT, with the IP parameters being higher for lower fields and the CP
values being higher for larger fields. For IP, &y, increases from 4.50 ayy, = 0.85 um to
13.8 ayy, = 2.60 pm, while &g increases from 2.00 ym to 6.35 um. The change is slightly
stronger for CP, with &y, increasing from 2.40 ayy, = 0.45 pm to 17.5 ayy, = 3.30 um, and
éus increasing from 1.15 ym to 7.70 um. In both cases, the values at 35 mT and 40 mT
are slightly unreliable, due to the large domains and the low IMS transition temperature.

In the absence of pinning centers (NP), the IMS is clearly defined by a field independent
VL correlation length. However, our simulations are based on a perfect initial lattice,
which is a somewhat unphysical case. The initial breakup of the VL and transition
into the IMS is, therefore, predominantly relying on the thermal fluctuations in ad-
dition to the changing vortex-vortex interaction. Since they are, however, designed
as a small corrective term, the impact on the emerging domain structure might be
disproportionately strong in our simulations. In contrast, in the cases of individual
pinning (IP) and collective pinning (CP), the pinning centers introduce defects in the
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Figure 6.20: Field dependence of (a) the vortex lattice correlation length & and (b)

the IMS domain correlation length &ms at Tfina = 6.1 K for the cases of no pinning (NP),
individual pinning (IP) and collective pinning (CP). (a) &yi is almost field independent for
NP, while it is strongly increasing with the field for IP and CP. For IP, it levels off above
30mT, while a kink towards higher correlation is seen at the same field for CP. Note that
&L is given in units of ay, which is almost identical for all simulations. The right axis
gives a scale in micrometers where ay = 188.5 nm has been assumed. (b) With increasing
field, &ms is clearly decreasing for NP and increasing for IP and CP. Note that at high fields,
the measured correlation lengths for IP and CP are close to the simulation size.

initial vortex lattice. These defects act as preferred breaking points of the VL and
reduce the necessity of thermal fluctuations. The correlation length of the domains in
these two cases is likely depending on the changing ratio of vortices to pinning centers.
This ratio increases with increasing magnetic field, which fits the increasing &y, (B)
and &nys (B). We note, however, that the domain morphology changes from insular
to laminar and highly connected with increasing field for all three studied cases. This
change additionally affects the correlation length obtained from the simulations.

6.3 Summary

In this chapter, we have presented a series of systematic studies of the intermediate
mixed state transition using two dimensional molecular dynamics simulations. The
model superconductor was defined by a set of material parameters reminiscent of pure
niobium, and the inter-vortex interaction was derived using the extended Ginzburg-
Landau formalism. In addition, point-like pinning centers with a Gaussian interaction
potential and a random distribution were used. All simulations were performed in a field
cooling procedure, starting from a homogeneous hexagonal vortex lattice corresponding
to the Shubnikov state. The number of vortices was kept constant throughout each
simulation, emulating a perfect flux freezing scenario.
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In the absence of pinning, all of our simulations have shown a transition from a homo-
geneous vortex lattice into the domain structure of the IMS. The transition has been
primarily evaluated using the vortex lattice parameter ayy, and coherence length &y,
and the domain coherence length &pys. All three parameters were determined from the
Fourier transforms of the real space vortex distributions and correspond to quantities
measurable in neutron scattering experiments. The hallmarks of the IMS were a decrease
of ayr, and &yr, below the IMS transition temperature Tiyg and non-zero &pys.

A prominent feature of the simulations is an undercooling of the initial vortex lat-
tice. In comparison to the expected transition temperature Tyg derived from the
vortex interaction, the observed transition was at a lower temperature and associated
with a significant drop of ayy,. The effect is owed to the initial perfect lattice config-
uration, where all vortex interactions cancel out and which is therefore a metastable state.

Our methodical studies concerned the general simulation procedure in terms of the tem-
perature steps AT, number of steps per temperature St and vortex relaxation constant .
We have found that these parameters mainly act as scaling parameters for the emerging
IMS domain pattern. Either by increasing the number of simulation steps (using AT
and St) or the mobility of the vortices (via ), the domains tend toward larger structures.

For our further simulations, the methodical parameters were chosen to fit the fol-
lowing requirements: The domain size should be small enough to not be limited by the
simulation area. At the same time, it should be as large as possible to observe the effect
of pinning, which was expected to reduce the domain size. Finally, the simulation time
had to be kept in mind.

The impact of pinning on the IMS transition was studied in dependence of the strength
v, and density p, of the pinning centers. On a large scale, three major regimes have
been identified in the pinning parameters. For low 14, and p,, the simulation is effec-
tively free of pinning, and no effect can be observed. If both parameters are high, the
vortex configuration becomes chaotic with no remainders of an ordered vortex lattice.
In between lies an extended region, where IMS domains emerge, but are affected by
pinning. This region is characterized by a roughly constant value of v, x p, , which
we have observed over 5 orders of magnitude in 14, and 4 orders of magnitude in p,.
Compared to pinning-free simulations, the IMS domains are smaller under the influence
of pinning, with a tendency to decrease towards the chaotic regime. In the vortex lattice
parameters ayy, (T) and &yr, (T), a smearing of the transition is observed. Depending
on p,, we can distinguish between two major cases of pinning. If the number of pin-
ning sites is much lower than the number of vortices (approximately 10 % and lower),
individual vortices are pinned. The rearrangement of vortices into the IMS domains is
hindered by these immobile vortices which act as breaking points of the homogeneous
lattice. In contrast, if there are equal or more pinning sites than vortices, the VL is
pinned collectively. The pinning sites form a rough background potential and introduce
slight deviations in the otherwise homogeneous lattice, which again facilitate the breakup.
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The field dependence of the IMS transition and domain morphology has turned out to
be strongly depending on the pinning properties. In the pinning-free case (NP), the
domains are characterized by a field independent lattice correlation length &yyp,. The
domain correlation &y, however, decreases with the magnetic field since the ratio of VL
and Meissner domains is field dependent. In both pinning cases, individual pinning (IP)
and collective pinning (CP), the VL correlation {yr, and the domain correlation &g
increase with the field. In addition, the redistribution process of the vortices seen in the
lattice parameters avyy, and &y, is distinct for each of the three cases. The prominent
undercooling is affected by the magnetic field and pinning case as well. For IP and
CP, the pinning characteristics appear to change qualitatively with the field, which is
expected from the changing ratio of vortices to pinning centers with the magnetic field.






7 Comparison of experiments and simulations

In the presented work, we have studied the intermediate mixed state (IMS) in the inter-
type superconductor niobium from two different angles. On the one hand, a multiscale
approach including four experimental techniques was used. The individual methods were
chosen to access different features of the IMS, each on a different length scale: the bulk
magnetic properties (VSM), the vortex lattice crystallography (SANS), the IMS domain
morphology (VSANS) and the macroscopic domain distribution (NGI). On the other
hand, two dimensional molecular dynamics (MD) simulations were performed. A novelty
of these simulations was the description of the vortex interaction using the extended
Ginzburg-Landau (EGL) formalism [13]. The results could be analyzed in a fashion
similar to neutron scattering experiments, while simultaneously giving insight into the
microscopic distribution of the single vortices and the real space domain morphology.
The simulations were separated in a methodical part, focusing on the validation of the
simulation procedure, and an experimental part, which addressed primarily the impact
of pinning on the IMS. In this chapter, we will review and compare the major results of
our experiments and simulations.

In the neutron experiments, the primary parameters describing the properties of the
IMS are the vortex lattice constant ayy, and the correlation lengths of the vortex lattice
&y and the IMS domains énys. The simulations show the transition process directly, but
for a quantitative evaluation and comparison to the experiments, equivalent quantities
have been extracted from the Fourier transforms of the real space vortex distributions.
In the following, we address avyy,, &y and s separately to highlight the accordances
and disagreements between experiments and simulations.

Exemplary data of the vortex lattice constant ayy, is shown in figure (7.1). Panel
(a) contains results from the SANS measurements performed on the medium purity
sample MP-1 (cf. section (4.3), figure (4.2)). The simulation results shown in panel
(b) are from the field dependent study featuring individual pinning (cf. section (6.2),
figure (6.14)). In both cases, the number of vortices in the sample is constant over
temperature due to a flux freezing transition in the experiment and a corresponding
simulation procedure. In the Shubnikov state at high temperatures and fields, avy, is
constant over temperature. Here, the vortices are arranged in a homogeneous vortex
lattice throughout the sample, which matches the external flux density. In the IMS,
ayy, decreases below a field dependent transition temperature. All measurements in the
IMS form a single field independent line afks (T) (black line). In the simulations, the
Shubnikov state is undercooled below the IMS line, which is approximately given by the
theoretical value ajprg (7)) (black line) derived in EGL theory. At the IMS transition,
the lattice constant shows a sudden drop towards the IMS line. Only at sufficiently low
temperatures, the values of avyy, fall onto the same line for different fields.
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In panel (c), all model curves for the IMS lattice parameter are compiled. For the
experiments, the fitting curves apys (') are shown for all three samples (HP, MP, LP)
(equation (4.1)). For the simulations, the optimal vortex lattice (VL) and two-vortex
(vv) separations calculated in EGL theory are shown (cf. figure (5.3)). The drop in the
EGL (VL) line at approximately 6 K marks the lattice instability, where the formation
of multi-vortices is observed in the simulations. While the simulations were modeled
to resemble real niobium, the match is not perfect. Compared to the measurements,
the simulation lines are shifted to lower temperatures and lower ayy,. Additionally, the
shape of the lines is similar, but not identical. A major difference between experiment
and simulation is the dependence of the IMS line on the sample purity or the pinning
properties. The experimental lines shift to higher lattice constants with decreasing
sample purity. In contrast, all simulations with different pinning parameters follow
the same IMS line, which is only defined by the parameters of EGL and the model
superconductor (cf. figure (6.7)).

(a) SANS Measurement - MP (b) MDS Simulation - IP (C) Comparision
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Figure 7.1: Comparison of the vortex lattice constant ay in experiment and simulation.
(a) SANS measurements of the medium purity sample (MP-1). In all cases, where the IMS
transition is observed, the lattice constant lies on a single line (black) defining the IMS. (b)
Results of the simulations featuring individual pinning (IP), including the optimal vortex
separation calculated in EGL theory (black). All curves show a significant undercooling and
tend towards the theory curve at lower temperatures. (c) Comparison of the fitting curves
of ayr in the IMS of all real samples (HP, MP and LP) and the results of EGL for a vortex
lattice (VL) and two vortices (vv). While the model lines for experiment and simulation
are qualitatively similar, each real sample shows a different line, whereas all simulations are
defined by the same curves, irrespective of pinning. The sharp drop of the EGL(VL) line just
below 6 K marks the lattice instability, where multi-vortices begin to form.

In figure 7.2, results for ayy, from the simulations featuring collective pinning (CP) are
shown. Panel (a) contains the full precision of the simulation, including all simulation
steps. Panel (b) only shows a tenth of the data points and thereby resembles the precision
of our SANS experiments. Included in both images are the theoretical IMS lines from
EGL theory (in black (a) or gray (b)). Additionally, panel (b) shows a line for apys as it
would have been deducted in an experiment. It is obvious that this line deviates from
theory. Additionally, there are no indications of a vortex lattice undercooling in the
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experiment-like data. We note that for the other pinning cases (NP and IP) a similar
treatment cannot conceal the undercooling, since it is too pronounced. However, the
undercooled data points also complicate a clean definition of the IMS transition line.
Primarily, the example of the collective pinning case shows that we might not see the
true underlying IMS line in an experiment, but one distorted by pinning.

collective pinning collective pinning
(a) simulation precision (b) experimental precision
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Figure 7.2: Vortex lattice constant ay of the simulation featuring collective pinning (CP).
(a) complete results of the simulations, including all simulation steps. (b) reduced data set
with a tenth of the original steps. Theory curves for the IMS line are shown in black (a) or
gray (b). Panel (b) contains a line for ay (black) as it would have been deduced from an
actual experiment. Note that the reduced precision shown in (b) does not allow to observe
the broadened IMS transition of the simulations and the undercooling visible at large fields.

It is remarkable that the IMS is fundamentally described by a single line apys (7°), both
in the experiments and in the simulations. From the simulations we know that this line
defines an energetic optimum of the vortex separation, which is directly given by the
inter-vortex interaction. While the IMS line is defined at all temperatures, the vortex
rearrangement associated with the IMS can only be observed, if ans (7) falls below the
current vortex lattice constant. In our experiments and simulations, this condition is
very well defined due to the prominent flux freezing. However, the measurements of
HP-1, where the Meissner effect is observed, show the same behavior (cf. figure (4.2)).
The discrepancies between experiments and simulations can be explained primarily by
two factors. First is the undercooling, which obviously delays the IMS transition below
the expected temperature and thereby affects the further progression of ayy. In all
simulations, the VL is initiated in a perfectly homogeneous state, which is furthermore
stabilized by the fitting shape of the simulation area and the periodic boundaries. Even
in the presence of pinning centers, the overall coherence of the lattice is typically not
destroyed. Additionally, the initial breakup of the lattice is a statistical process which is
in large parts mediated by the thermal fluctuations. The number of simulation steps
might be insufficient for this process to unfold. Both effects increase the stability of
the vortex lattice in the Shubnikov state, which we observe as the VL undercooling.
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Second is the impact of pinning and the sample purity on the superconductor in addition
to the actual pinning sites. Typically, the sample quality also affects superconducting
parameters, such as the London penetration depth A;,. These parameters, however, factor
into the vortex interaction, which was neglected in our simulations. Additionally, EGL
theory itself uses a set of model parameters which are depending on the superconductor’s
quality (cf. equation (2.7)). For the studies in this work, this dependence was neglected,
because the correspondence between pinning parameters and other material parameters
is not straightforward. Instead, we want to highlight that the mere presence of pinning
centers does change the IMS transition process while the fundamental IMS line is not
directly affected.

The vortex lattice correlation length &y, is shown in figure (7.3) on the same
examples as ayy, (for measurements, cf. section (4.3), figure (4.2) and for simulations, cf.
section (6.2), figure (6.14)). The impact of the IMS on the VL correlation is a significant
decrease, seen in experiment and simulation. In the measurements, &y, = 7 — 8 ayy, in
the Shubnikov state, which corresponds to approximately 1.5 — 2.5 um, depending on the
field. These values are very close to the resolution limit of the instrument with a direct
beam width of 7.5 - 10~*/A, which corresponds to 0.8 ym. It is therefore likely that the
lattice is more coherent than measured. Still, we observe a gradual decrease of the lattice
correlation below the IMS transition temperature, down to a value of &y, &= 3 — 4 ayy, or
~ 0.6 — 0.8 um . The picture seen in the simulations is very similar, but much clearer
due to the unlimited resolution. In the Shubnikov state, &yp, &~ 60 — 80 ayy, or 15 — 30 um
depending on the field. These values clearly resemble the size of the simulation area (cf.
figure (6.13)). Compared to the measurements, the transition to the IMS is much more
defined by a sharp drop of &1, down to values of 5 — 15ayy, = 1 — 3 um. In the IMS,
the lattice correlation slightly increases with decreasing temperature. Additionally, &y,
clearly increases with increasing magnetic field. This last feature is, however, depending
on the pinning characteristics of the simulation (cf. figure (6.20)).

Due to the breakup of a homogeneous lattice into domains, the reduction of &y, is
natural. In large parts of the IMS, experiments and simulations show lattice correlations
which are mostly constant over temperature in units of the changing lattice constant.
This corresponds to a constant VL domain size in terms of vortices. Apparently, the VL
domain morphology is defined close below the transition temperature. At lower temper-
atures, the domains merely contract according to anys (7), but do not fracture further,
recombine or otherwise change their size. The different behavior with a gradual reduction
in experiment and a sharp drop in the simulations is for the most part connected to the
undercooling seen in the simulations. At the IMS transition, &1, abruptly changes, which
introduces additional disorder into the vortex domain structure. We see that with de-
creasing temperature and thus increasing simulation time the lattice is slowly healing and
the correlation increases. In the measurements, the change of ayy, is continuous, which
may explain the smooth transition and gradually decreasing &y, In addition, the values
obtained in experiment are limited by the resolution and integrated over a large sample
volume. Both may have a smearing effect on the observed lattice correlation, in contrast
to the high resolution, but very local results from the simulations. Similar to the vortex
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Figure 7.3: Comparison of the vortex lattice correlation length &y in experiment and
simulation. (a) SANS measurements of the medium purity sample (MP-1). (b) Results

of the simulations featuring individual pinning (IP). Both panels show a high correlation
length in the Shubnikov state which drops to lower values in the IMS. The IMS transition is
clearly defined by a sharp drop in the simulations compared to a small and gradual change
in the experiment. Additionally, in the IMS the simulations show an increasing &y with the
magnetic field, which is only slightly visible in the experiment.

lattice correlation, the correlation of vortices along the field direction &,oex decreases in
the IMS (cf. figure (4.5)). This effect indicates that the IMS domains are not homoge-
neous over the sample thickness, but have a three dimensional structure on the scale of
10 pm. Since our simulations are purely two dimensional, this effect can currently not be
compared. It poses, however, an incentive to expand our simulations to three dimensions.

The IMS domain morphology is analyzed based on the VSANS scattering sig-
nal in our experiments. In the simulations, this corresponds mostly to the Fourier
transforms of the vortex configurations at low ¢. Figure (7.4) shows data obtained from
the medium purity sample MP-4 in a field of 40mT (panel (a), cf. figure (4.8)) and
data from the exemplary simulation with By, = 30 mT and no pinning sites (cf. section
(5.3), figure (5.11)). The experimental data has an asymmetric peak, with its maximum
at ~ 7-107%/A very close to the resolution limit of ~ 5-107/A. At higher ¢, the signal
diminishes, following a power law with an exponent of approximately 3 —4. The VSANS
signal emerges at 6.0 K, below the IMS transition. With decreasing temperature, the
intensity increases while the signal shape stays intact. In the simulations, the Fourier
transform has a double peak feature, apart from which it resembles the experimental
data. Especially the temperature dependence is identical, with an emerging signal at
6.5 K below the IMS transition, which increases, but does not significantly change its
shape while cooling down.

The stability of both signals over temperature is the most important result concerning
the domain morphology. It indicates that the IMS domain structure is decided very close
below the transition temperature and does not change significantly afterwards. This
behavior also fits the constant lattice correlation &yy, in the IMS. The model function
we have used to fit the data, of both experiment and simulation, was originally used in
the context of spinodal decomposition (cf. equation (3.10)). In the spinodal scenario, a
domain structure emerges from a homogeneous state, similarly to the domain formation
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7 Comparison of experiments and simulations
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Figure 7.4: Comparison of the VSANS scattering signal / Fourier transform of the IMS
domains in experiment and simulation. (a) VSANS measurements of the medium purity
sample (MP-4). (b) Fourier transforms of the exemplary simulation featuring no pinning
(NP). In both plots, the intensity increases with decreasing temperature, while the shape
of the scattering signal stays approximately constant over temperature. Due to the limited
instrument resolution, the VSANS measurement might be distorted. The strong oscillations
visible in the simulation data are due to the limited simulation size.

observed in the IMS transition. Both cases differ, however, in the internal development
of the domain structure. For a spinodal decomposition, the domains themselves have
a constant shape throughout the unmixing process, and only the internal densities
change. The IMS, however, clearly shows a changing size of the individual domains and
only a constant scale of the morphology. Still, the two scenarios are close enough to
allow a meaningful comparison. The quantitative evaluation of the domain morphology,
expressed as the IMS correlation length &y, is, however, limited in both experiment and
simulation. In the measurements, the instrument resolution (5-107°/A, 13 ym) is very
close to the measured correlation length (7-107°/A, 9 ym). It is therefore likely that the
true domain morphology is larger than our result. The limitation of the simulation lies
in the relatively small simulation size and therefore the low number of distinct domains.
First, this means that the shape of these few domains is prevailing in the signal shape. In
contrast, the experimental scattering signal is averaged over a huge number of domains
and shows a statistical average. Second, the shape of the simulation size itself is clearly
visible in the Fourier transform, as it is on the same scale as the domain size. In the
example shown here, the double peak feature is actually an artefact stemming from
the simulation area. Both effects increase the error of determining the true domain
correlation length.

The field dependence of the IMS domain morphology has been addressed in the
simulations in great detail, differentiating between three pinning scenarios (NP, IP, CP,
cf. section (6.2.2)). In the experiments, however, the determination of the domain size
was limited due to the resolution limits just addressed. Usable data of &g has been
obtained for two low purity (LP) samples in a previous study by Reimann et al [14].
The measurements were performed at the BT-5 VSANS beamline at the NIST Center
for Neutron Research, using the samples LP-1 and a comparable sample LP-X with
thickness 2mm. The results are shown in figure (7.5) along with the results of our
simulations. In the experiments (a), an increasing domain size with increasing external
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field has been found. &pyg has a value of 2 — 12 ym, which fits the estimates of our
measurements of MP-4. The simulations (b) show two distinguishable field dependencies
instead. In the absence of pinning (NP), the domain size decreases with increasing field.
In contrast, the simulations including pinning (IP, CP) show an increasing dependence.
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Figure 7.5: Comparison of the IMS domain correlation length &us in experiment and
simulation. (a) VSANS measurements of low purity samples from a previous study. LP-1

is the low purity sample used in this work and LP-X a similar sample with thickness 2 mm.
For both samples, the domain size increases with increasing magnetic field. (b) Results of
the field dependent simulations featuring three different pinning characteristics, no pinning
(NP), individual pinning (IP) and collective pinning (CP). For NP, the domain size decreases
with the field, while IP and CP show a growing domain size with increasing field. Both
cases with pinning are comparable to the experimental data.

Between experiment and simulation, there is a clear match of the low purity (high
pinning) sample and the pinning simulations (IP, CP). A clear assignment to either
pinning case, however, cannot be done at this point. The increasing domain size is
most likely connected to the decreasing ratio of pinning sites to vortices. We note,
however, that the different pinning cases also show differences in the undercooling. It is
possible that the distinction of the different pinning cases can be refined with improved
simulation results.

In conclusion, the results of our experiments and our simulations are highly com-
parable. The most prominent feature is the uniquely defined apys (7°), which represents
the microscopic properties of the inter-vortex interaction. In addition, several results
indicate a domain morphology which is constant over temperature, but depending on the
magnetic field. The main differences found between experiments and simulations were
due to technical limitations of both approaches. In the experiments, a limited resolution
of all neutron scattering techniques reduced the reliability of some quantities, especially
the correlation lengths &y, and &pys. The simulations are primarily limited by the two
dimensional approach and the limited simulation size. Additionally, the potential of
the underlying EGL model has not been fully exhausted, especially with regard to the
impact of pinning and sample purity on the calculations.



136 7 Comparison of experiments and simulations

As a closing statement, we want to repeat that the IMS is a highly fundamental
phase in niobium and likely a defining feature in intertype superconductors. We have
observed the formation of a vortex matter domain structure under vastly different
circumstances. These include different purities, of both bulk and surface, sample shapes,
a coexistence with either the Meissner effect or a flux freezing transition, and in field
cooled, field heated and zero field cooled measurement. Especially, a remarkable stability
against pinning was observed in the simulations over several orders of magnitude in
both pinning parameters. While the IMS lattice parameter aps (') is defined at all
temperatures, an actual transition into the IMS domain structure is only observed, if the
current vortex density is above the one defined by ans. How such a scenario is achieved
is not crucial, but it is often connected to secondary effects of the sample shape and
demagnetization or the pinning properties of a sample.



8 Outlook

Throughout this work, we have used a large variety of techniques to investigate the
properties of the intermediate mixed state and have gained extensive insight into this intri-
cate vortex matter state. In this final chapter, we present some of our plans for the future.

The experimental results of this work have shown that the resolution limitation
of the neutron scattering techniques is deterring us from precisely determining the IMS
domain morphology. In the SANS measurements of the vortex lattice, the correlation
length &vy, is basically inaccessible in the Shubnikov state and imprecise in the IMS.
Furthermore, the domain scattering signal measured with VSANS is likely truncated
towards lower ¢. In a similar fashion, the DFI signal obtained with NGI is probably af-
fected by the limited resolution. The different resolution in the experiments additionally
reduces the quantitative comparability of the techniques. The scattering contrast of the
IMS domains, e.g., is different in all three techniques due to the resolution. Increasing
the resolution of a technique is, if possible, typically linked to a significant increase
of the measurement time. At all three beamlines, we have used, the resolution can
actually be increased, primarily by increasing the neutron wavelength or reducing the
neutron source size, but it has to be determined if the effect is sufficient. Alternatively,
the measurement technique can be changed in some cases. For samples, where the
vortex lattice scattering has already been measured using SANS, single Bragg peaks
can additionally be measured with VSANS. Using the higher resolution of VSANS, the
lattice correlation &y, can be determined more precisely. However, this also increases
the measurement time significantly, because multiple experiments have to be performed.
For the IMS morphology, a Bonse-Hart instrument can be used instead of a focusing
VSANS setup, as it was done in the work by Reimann et al. [14]. However, even then,
domain correlations beyond 10 ym are becoming difficult to resolve.

A novel approach is the quantitative use of the NGI to determine the domain structure.
With an NGI, the autocorrelation function of a scattering system can be measured by
changing the instrumental correlation length £xgr. This is typically done by adjusting
the neutron wavelength or the sample position, which is both restricted due to technical
issues. In a first test, we have performed NGI measurements with {ngp between 4 pm
and 15 ym. The results are shown in figure (8.1). In order to cover a large range of {xar,
we have measured at 5 different wavelengths (colored lines) and 4 sample positions (black
dotted lines). The DFT value is different at each wavelength due to the Ay-dependence of
the macroscopic scattering contrast 3. Over the full range of the measurements, we see
a decreasing DFI value, which indicates a domain correlation beyond 15 ym. A problem
arising during the evaluation was the scaling of ¥, which does not follow the usual A%
dependence on the neutron wavelength. Our current hypothesis is that this problem is
connected to the neutron coherence volume, which also changes with \y.
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Figure 8.1: Preliminary results of quantitative NGl measurements of the sample MP-1.
For the measurements, the correlation length of the instrument {ng) has been changed using
the wavelength (colored lines) and the sample position (black dotted lines). In the whole
range between 4 um and 15 um, the DFI is decreasing, indicating a domain correlation
beyond the accessible range.

Regarding the simulations, there are two major concerns for the validity. First is the
two dimensional approach. The vortex correlation measured in SANS experiments has
indicated that the IMS domain structure is, in fact, three dimensional. Furthermore, the
correlation in field direction &yp, &~ 10 um is comparable to the correlation perpendicular
to the field &g ~ 10 um. In the three dimensional case, the elastic properties have a
larger impact on the IMS transition, since the vortices have to be bent instead of being
only moved. The problem with three dimensional simulations is, however, that vortices
have to be simulated as extended string-like objects. This is typically done by sectioning
the vortices into several parts, which increases the number of particles in the simulation
and accordingly the simulation time. Our second concern is the undercooling of the
vortex lattice below the theoretical transition line. The root of this effect lies probably in
the insufficient simulation steps and in the perfect initial vortex lattice configuration. The
number of simulation steps can be highly increased in order to test our first assumption.
However, not every simulation can be performed with a highly increased simulation
time. Instead, it might be viable to alter the time step adaption we use or to artificially
increase the thermal fluctuations. Both measures are, however, physically questionable.
Concerning the initial state of the simulations, a possible approach is to introduce small
errors in the lattice by using randomly distributed pinning centers, which are removed
prior to the cooldown procedure. Alternatively, a self assembly of the lattice from a
random configuration could also work. As an additional point, the impact of pinning
on the EGL model parameters and the model superconductor parameters used in the
simulation should be reconsidered. We assume, however, that this problem is not that
fundamental and reduces mainly to a scaling of the vortex interaction strength and
range.
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An additional technique we consider to include in our future studies of the IMS
is muon spin rotation (MuSR). Using MuSR, the local magnetic field distribution in
a superconducting sample can be measured. In a vortex lattice state, this can be
used to determine the shape of the vortices (i.e. their magnetic field profile) or the
degree of disorder in the lattice. For us, the motivation to use this technique is that
MuSR is sensitive to all vortices in a sample. In contrast, the diffraction experiments
performed with SANS only measure the ordered part, i.e. the vortex lattice. It is,
however, our assumption that a part of the vortices may remain in disorder during
the rearrangement of the IMS transition. In addition, the fraction of Meissner state
domains can be directly measured by this technique, since they contain no magnetic field.

Figure (8.2) shows first measurements performed on sample MP-1 at the GPS beamline
at the Paul-Scherrer institute (PSI). Panel (a) shows the temperature dependence of the
local field distribution in an external field of 60 mT. At 8 K and 7 K the field distribution
shows a curve typical for a well ordered vortex lattice. The curve is zero below a
minimum field value, where it increases steeply to a maximum, after which it decreases
more slowly up to a maximum field. The curves at both temperatures differ, due to the
changing magnetic shape of the vortices, which is primarily defined by the temperature
dependent superconducting length scales A, and £qp,. Below 5 K, in the IMS, several
aspects of the field distribution change. Most obviously, a significant contribution at zero
field emerges, which corresponds to the flux-free Meissner domains. Additionally, the
field distribution corresponding to the vortices broadens and shifts to higher fields again.
The former is due to the increasing disorder at the edges between VL domains and
Meissner domains. The latter is an effect of the decreasing lattice constant in the IMS
and the stronger overlap of the vortices. In panel (b), the volume fraction of the Meissner
state is shown for two measurement series at 40 mT and 60 mT. The solid line included
in the plot is a maximal value, calculated from our SANS measurements. Optimally, all
vortices stay in a lattice configuration with increased vortex density, which is measured
as vortex lattice constant and can be expressed as an internal flux density Bpys. The
fraction of vortex lattice domains is then given by the ratio of the initial flux density in
the Shubnikov state, which corresponds to the external field By and the internal Bys.
Accordingly, the fraction of Meissner state domains is given as 1 — By /Bmvs. Obviously,
the measured values are significantly reduced, at approximately 75 % and 50 % for both
fields respectively. For a detailed analysis, however, the influence of domain edges on
the field profile has to be taken into account. Hence, the actual value might be larger.

Finally, the pinning properties of our samples will be a major focus of our further
work. While we know the bulk quality of our samples from magnetization and neutron
activation measurements, the surface quality is not as well known. Especially for the MP
samples, different combinations of grinding, polishing and etching have been used. A
clear impact on the measurements has not been found, but the surface quality has also
not been determined quantitatively. In the future, we plan to prepare a set of samples
with well defined surface properties in order to study the effect. This will hopefully
also answer the question, if surface pinning has to be considered in our simulations.
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Figure 8.2: Preliminary results of MuSR data of the sample MP-1. (a) Temperature de-
pendence of the local field distribution in an external field of 60 mT. At 8K and 7K, the
clear shape of a homogeneous well ordered vortex lattice is visible. Below 5K the broad-
ening of the field distribution and an emerging contribution at 0mT indicate the IMS. (b)
Fraction of the flux-free Meissner state domains at 40 mT and 60 mT, extracted from the
measured zero field contribution. The solid lines give an estimated upper limit of the Meiss-
ner domain fraction based on the vortex lattice constant measured in SANS.

Regarding the bulk quality of the samples, a defined preparation is not possible at the
moment due to the difficulty in growing niobium single crystals. However, different
thermal treatments could be used in order to improve or reduce the amount of defects
in the crystal lattice.

A new approach currently in development is the depinning of the vortices using a
driving current. Due to their magnetic properties, vortices interact with an electric
current via the Lorentz force. Applying a sufficiently high current to a superconductor
will induce a collective motion of the vortex matter perpendicular to the current. While
in motion, the vortices effectively are in a pinning-free state. However, their movement
and interaction with the current still create a situation fundamentally different from a
pinning-free static vortex matter. First SANS images are shown in figure (8.3), measured
on a medium purity sample similar to MP-4, in a current-free state (a) and under the
influence of a driving current (b). The images show the same twofold hexagonal Bragg
peaks as has been reported in this work (cf. figure (3.8)). Under the influence of a current,
the peaks are somewhat smeared and their intensity is reduced, which is attributed to
disorder of the lattice associated with the vortex movement. In the center of the image
(white circle) around the direct beam (blacked out), the VSANS scattering signal from
the IMS domains is visible. The scattering is isotropic in the current-free measurement
(a), which agrees with the VSANS measurements presented in this work (cf. figure
(3.4)). In contrast, panel (b) shows an elongated scattering signal along the current
direction. This indicates that the domains are compressed in the direction of the current.
This peculiar domain structure is the result of two interconnected currents: the electric
driving current and the vortex current perpendicular to it, which has a few ramifications.
Since the electric current cannot pass through Meissner state domains, there must exist
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a connected vortex domain throughout the sample. Otherwise, the current would be
limited to the surface of the sample. Additionally, the domain structure might redirect
the current locally in order to flow around the Meissner domains. This, in turn would
induce a vortex movement parallel to the net electric current. Furthermore, isolated
vortex domains are stationary, as the current cannot flow through the surrounding
Meissner domain. Taken together, the details of the domain morphology under the

influence of a driving current and a potential dynamic behavior are a complex problem
which will require extensive further investigations.

(a) no current (b) with driving current

a, (1073/A)

-6 -4 -2 0 2 4 6 -6 -4-20 2 4 6
ax (10°%/A) ax (10°%/A)

Figure 8.3: SANS images measured on a sample similar to MP-4 at 4K in a field of
50mT. Measurements were performed without (a) and with (b) an applied current. The
Bragg peaks show a similar arrangement in both images, but are broader and have a re-
duced intensity in (b). Close to the direct beam (in the white circle) the scattering signal
from the IMS domains is visible. Without a current, the scattering is isotropic. The driving

current introduces an anisotropic scattering with higher scattering angles along the current
direction.
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