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Abstract

Recent research and development efforts in rocket engine design have
been focused on methane/oxygen as propellants due to their many
advantages, e.g. performance, cooling properties, and low toxicity.
The Chair of Space Propulsion (Professur für Raumfahrtantriebe) at
the Technical University of Munich (TUM) operates an experimen-
tal rocket combustor facility to improve the fundamental knowledge
of the physical phenomena using this propellant combination. The
present work contributes to the advancement of the numerical predic-
tions of the flow, combustion, and heat transfer in methane/oxygen
and hydrogen/oxygen rocket engines using data available from this
test facility. A computational model based on CFD is developed for
a lab-scale single-element rocket combustor. The goal of this effort
is the prediction of performance and heat transfer characteristics in
the test setup. To this end, several model extensions are developed
to deal with the different requirements identified for the two propel-
lant combinations. A focus herein are the recombination reactions
in the strongly cooled wall boundary layer seen in detailed chemistry
simulations with finite rate reactions.
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Zusammenfassung

Die Forschung und Entwicklung im Bereich der Flüssigkeitsraketen-
antriebe fokussierte sich in den letzten Jahren aufgrund diverser Vor-
teile wie beispielsweise hoher Leistungsfähigkeit, guter Kühlungsei-
genschaften und geringer Toxizität auf die Treibstoffkombination Me-
than und Sauerstoff. Die Professur für Raumfahrtantriebe der Tech-
nischen Univerität München betreibt einen experimentellen Raketen-
prüfstand zur Untersuchung der dominierenden physikalischen Phä-
nomene dieser Treibstoffkombination. In der vorliegenden Arbeit wer-
den numerische Methoden zur Vorhersage von Strömung, Verbren-
nung undWärmeübergang in Raketenantrieben weiterentwickelt. Die-
se werden an Hand von Testdaten für Methan und Sauerstoff so-
wie Wasserstoff und Sauerstoff validiert, welche am oben genannten
Prüfstand generiert wurden. Es wird ein Berechnungsmodell für eine
Raketenbrennkammer mit einem einzelnen Einspritzelement entwi-
ckelt. Dieses basiert auf CFD Methoden. Ziel ist die Vorhersage von
Leistung und Wärmeübergangscharakteristika. Dafür werden mehre-
re Modellerweiterungen implementiert, welche die identifizierten An-
forderungen für beide Treibstoffkombinationen berücksichtigen. Der
Fokus liegt auf der Modellierung der Rekombinationreaktionen in der
stark gekühlten wandnahen Strömung, sichtbar in Simulationen mit
detaillierter Chemiemodellierung.
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1 Introduction

1.1 Motivation

Liquid Rocket Engines (LREs) burn high-energy propellants in thrust
chambers with small installation volume. This leads to very high tem-
peratures in the core flow of the combustion gas (for hydrogen/oxygen
up to 3500 K). These high temperatures induce severe thermal loads
on the combustor walls, which exceed even the thermal load capacity
of modern high-temperature-resistant materials and therefore need
to be addressed by a dedicated cooling system.
In addition, requirements for high performance and high thrust

in modern rocket engines, such as the Space Shuttle Main Engine
(SSME) and the first stage engine Vulcain 2 of Europe’s Ariane 5
launcher, have led to high combustion pressures exceeding 100 bar.
These elevated pressure levels have advantages in performance and
allow engine builds with smaller installation volumes. However, they
further increase the demands on the cooling system because the maxi-
mum wall heat flux in a rocket combustor (typically appearing in the
nozzle throat) scales with the chamber pressure approximately ac-
cording to the relation qw,th ∼ p0.8

c [1]. Figure 1.1 shows this relation
for selected rocket engines and thrust levels.
Different cooling methods are usually employed to prevent over-

heating the combustor, which can compromise the structural integrity
and lifetime of the thrust chamber. Regenerative cooling has long
been the standard method and is often applied in combination with

1



2 1 Introduction

Figure 1.1: Wall heat flux in the nozzle throat as a function of cham-
ber pressure for selected rocket engines (modified from Schmidt [1]).

film and radiative cooling. As an additional measure, an appropri-
ate design of the injector head and the injector elements can help
reduce the maximum thermal loads by distributing the overall heat
flux evenly over the combustor wall. As discussed by Lin et al. [2],
the injector design has a direct impact on the combustor thermal envi-
ronment. Therefore, to derive an appropriate design for the injection
and cooling subsystem and determine crucial engine characteristics
such as combustion efficiency, heat transfer, and performance, an ac-
curate prediction of the flow and temperature field inside the engine
is necessary. Numerical design tools are often used alongside exper-
imental test campaigns to accomplish this. Knab et al. [3] link the
capabilities of the employed tools directly to the quality of a LRE
design regarding reliability and life.

Historically simple engineering tools have been used in the layout
process of rocket engines to calculate relevant design parameters and
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allow the elaboration of margins and the optimization of thrust cham-
ber components. Sozer [4] gives a good overview of these traditional
design approaches and tools. They typically focus on predicting per-
formance, while the calculation of heat transfer processes is included
by Nusselt-type correlations. They have several shortcomings as they
do not resolve critical underlying physical phenomena but rather in-
clude them by empirical formulations. This makes them unable to be
applied to novel design concepts without extensive adaption work.

An alternative to these legacy tools, which has gained popular-
ity with the increase in the computational capacity of modern per-
sonal computers, are Computational Fluid Dynamics (CFD) codes.
In CFD codes, the underlying physical phenomena of the fluid flow
and combustion are modeled numerically according to their govern-
ing equations. This promises an improved prediction of the thermal
environment in a rocket combustor, including thermal stratifications
and three-dimensional effects. These effects can hardly be included
in empirical tools but are critical to local failure mechanisms found
in rocket engines, as is evident by the blanching and cracking in the
SSME shown in Figure 1.2.

The semi-empirical in-house code THERMTEST [5] has been the
primary tool in the design and research efforts on LREs at the Chair
of Space Propulsion (Professur für Raumfahrtantriebe) (RFA) of the
Technical University of Munich (TUM). It was developed within the
national research program ATLLAS for the test preparation and
analysis of a single element lab-scale rocket engine operated with
kerosene and gaseous oxygen. It is able to predict the heat transfer
in capacitively- and water-cooled combustion chambers. The ther-
mal environment inside the combustor is calculated based on the
assumptions of one-dimensional flow and chemical equilibrium. The
convective heat transfer on the hot gas side, as well as the coolant
side, is modeled using classical empirical correlations, such as the
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Figure 1.2: Three-dimensional blanching and cracking in the SSME
(from Lin et al. [2]).

correlations developed by Bartz [6], Sinjarev [7], and Kraussold [8].
These correlations have been investigated and adapted by the part-
ners involved in the test activities and are subsequently used as the
so-called “Common Approach”. In order to reproduce test results and
enable the predictive capabilities of THERMTEST, an optimization
involving 30 load points was performed on several of the Nusselt
correlation parameters. This leads to the fact that “the optimized
correlation has no physical meaning in a close sense” according to
Kirchberger [9] and therefore likely needs adaption for new chamber
designs and propellant combinations.

As the focus of the research at the RFA has shifted towards gaseous
methane and gaseous oxygen as fuel combinations, an effort was taken
to add additional numerical prediction capabilities based on CFD to
support the design and analysis of new experimental combustor con-
figurations. The CFD tools shall be employed alongside the legacy
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tools and enable additional insight into the physics of the new com-
bustor designs, which involve different fuel and injector types (e.g.
coaxial, swirl, and pintle). The data for the validation of these tools
is produced in-house as part of the research program SFB-TRR40
“Technological Foundations for the Design of Thermally and Mechan-
ically Highly Loaded Components of Future Space Transportation
Systems” [10, 11]. The present work deals with the development and
validation of a numerical model based on CFD to predict perfor-
mance and heat transfer characteristics in a single-element experi-
mental rocket combustor with hydrogen/oxygen or methane/oxygen
as propellants and a shear-coaxial injector.

In the past, the research on numerical simulations of LREs us-
ing CFD was focused on the combustion of hydrogen. One test
case, for which exists a great number of publications, is the so-
called “Penn-State Test Case” by Pal et al. [12] presented at the 3rd
International Workshop on Rocket Combustion Modeling in 2006.
The test case was conducted as part of NASA’s research on “Fo-
cused Validation Data for Full Flow Staged Combustion Injectors”.
The objective of the experiments was to characterize the wall heat
flux for fully pre-burned hydrogen/oxygen injection. Therefore, wall
heat flux measurements are available as validation data. In addi-
tion, the wall pressure was measured in a single location near the
injection plane. Tucker et al. [13] present a study comparing five
different simulations of this test case. The simulations range from
Reynolds-averaged Navier-Stokes (RANS) and Unsteady Reynolds-
averaged Navier-Stokes (URANS) to Large Eddy Simulations (LES)
with a significant computational expense. The authors conclude that
“there are significant inconsistencies in the evaluation of the five simu-
lations” and that “in terms of accurate heat flux predictions, it seems
that any credible simulation must be time accurate”. The latter is
disputed by Riedmann et al. [14] showing an excellent agreement of
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a RANS simulation with the experimental data. Daimon et al. [15]
and Sozer et al. [16], [17] are also able to predict the experimental
data within reasonable accuracy using a RANS approach. While the
combustion models vary between the authors, Daimon et al. [15] and
Riedmann et al. [14] show that the turbulence modeling approach has
a significant impact in this test case. This is due to a large recircu-
lation zone in the injector-near region, which leads to a stagnation
point at the wall that is difficult to predict correctly for some RANS
models.

Recently, rocket engine development has shifted to methane/oxygen
as an alternative for traditional rocket propellants [18]. Due to its
properties, it is attractive for performance, reliability, and sustain-
ability reasons [19]. Efforts are ongoing to develop the technologies
to exploit the advantages of this propellant combination [20]. While
the American space exploration company SpaceX is working on their
Raptor engine [21] featuring a full-flow staged combustion cycle for
launcher applications, NASA developed an engine with throttling ca-
pability for a vertical takeoff and vertical landing test vehicle called
the Morpheus Lander [22]. This led to an increased effort for numer-
ical tools to be adapted and validated for this “new” propellant com-
bination. With the availability of experimental data from a single-
element rocket combustor [23], the SRF-TRR40 partners made a co-
operative effort to progress on this topic. The effort focused on tur-
bulence modelling [24] and combustion modelling [25] and presented
the findings in a comparative manner [26]. The simulations showed
quite a wide range in deviations between the predictions of the wall
heat flux. At the same time, all underestimated the wall pressure
available for multiple locations in this test case. In 2017 a subscale
combustor using seven injector elements of the same type was tested,
and the results were published by Silvestri et al. [27]. The combustor
uses calorimetric data from water-cooled segments to measure the
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average heat flux. The test case was simulated by Perakis et al. [28],
Eiringhaus et al. [29] and Daimon et al. [30]. The authors are able
to reproduce the heat flux reasonably well in the cylindrical part of
the chamber. However, the heat transfer in the nozzle section is pre-
dicted significantly too low. Eiringhaus et al. [29] attribute this to an
overcooling of the nozzle segments in the experiments, which leads to
a non-negligible axial heat flux between the combustor segments and
thus an increased heat intake by the cooling fluid in the nozzle.

A third methane test case is the so-called “ISP-1” presented by
Suslov et al. [31]. The authors present the test data for the case in
conjunction with numerical simulations by two different groups. The
calculated heat flux of both groups is in line with the experimental
data. The Sapienza University of Rome group uses a very simplified
approach for injecting the propellants, which does not resolve the
injector elements at all but uses a hot gas inlet at chemical equilib-
rium. Since the ISP-1 test case introduces film cooling at the wall,
the approach yields good results. However, as shown in simulations
without the film cooling [32], the method leads to unrealistically high
wall heat fluxes in the faceplate region. The second group from Air-
bus DS (formerly Astrium Space Transportation) uses their in-house
tool Rocflam-II [33], which can capture the characteristics of this test
case quite well.

As can be seen from the listed publication, a wide variety of nu-
merical codes implementing different approaches for turbulence and
combustion modeling exist and are used to simulate the combustion
process in LREs. They vary strongly in their degree of fidelity and
computational expense. There is often disagreement between the
results when the codes are employed for the first time to a new con-
figuration or propellant combination. The research in this area is
therefore still ongoing. The critical factors for an accurate predic-
tion seemingly are turbulence and combustion modeling. It should
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be noted that the focus in this thesis is on the prediction of wall heat
transfer and performance parameters. Significantly more literature
is available for cases where these aspects are only of secondary inter-
est and other aspects, e.g. combustion instabilities or supercritical
injection, are in the foreground [34, 35, 36, 37].

1.2 Objective

The objective of this thesis is the development of a numerical model
based on CFD, which is able to predict the flow and combustion in
a LRE. The focus is on engines using gaseous methane or hydrogen
with gaseous oxygen as propellants. For this purpose, the commercial
CFD solver ANSYS Fluent [38] is adapted and enhanced. A commer-
cial solver is attractive because it is typically highly efficient in terms
of computational expense with proven scalability and comes with
various models implemented “out of the box”. However, the complex
and sometimes fringe physical phenomena occurring in rocket engines
make various adaptions and enhancements to the base solver neces-
sary. In addition, with the wide range of models available, a fitting
setup needs to be found for a specific application. This model setup
then needs to be validated against experimental data to improve the
confidence level in the prediction results. The goal of this thesis is
to achieve this for a single-element rocket combustor operated at the
RFA. Validation data is available in the form of wall heat flux and
pressure measurements, which should be an outcome of the numeri-
cal simulations. The model shall be able to produce results within a
reasonable time frame (1-3 days is suggested by Knab et al. [39]) to
support the design and optimization of new hardware. Where possi-
ble, the model enhancements should be standalone to enable them to
be used within other engineering tools. The model shall be adaptable
to future configurations, e.g. different combustion chamber geome-
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tries and supercritical injection.

1.3 Overview

This thesis contains five chapters. The current chapter gives the
motivation for the present work and states the objectives aimed to
achieve. The second chapter introduces the fundamentals and defini-
tions of rocket propulsion, focusing on those relevant to understand-
ing the results presented in the later chapters. Chapter three focuses
on the numerical methods behind the model developed as part of
this thesis. The chapter is sectioned into turbulence modeling, com-
bustion modeling, and modeling of thermodynamic and transport
properties. Chapter four presents the experimental data and the nu-
merical simulations. The results of different models for turbulence
and combustion are compared and discussed. Chapter five concludes
the findings of this thesis and reviews the objectives laid out in Sec-
tion 1.2. Possibilities for future work and improvements are discussed
as well.





2 Fundamentals and
Definitions of Rocket
Propulsion

The following chapter gives a general overview of the fundamental
principles of liquid rocket propulsion engines. Quantities and ex-
pressions that characterize the design and the performance of such
engines are defined and discussed. The chapter focuses on definitions
that are important to interpreting the experimental and numerical
data presented in this thesis. The interested reader can find further
details on the topic of liquid rocket engine design in the publications
by Sutton & Biblarz [40], Huzel and Huang [41], Schmidt [1], and
Haidn [42].

2.1 Rocket Engine Working Principle

A liquid rocket engine is a class of jet propulsion engines. Jet propul-
sion engines produce thrust by imparting a reaction force onto a
vehicle by ejecting matter, called the propellant, with a high veloc-
ity. Because momentum is conserved, as implied by Newton’s third
law of motion, the vehicle is propelled in the opposite direction of
the expelled mass. While air-breathing jet engines, such as turbo-
jets and ramjets, use the surrounding medium as the oxidizer to be

11
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burned together with onboard stored fuel, rocket engines carry both
propellant components on the vehicle.

In bi-propellant liquid rocket engines, which are the focus of this
thesis, the energy that ultimately propels the rocket is stored as
chemical energy of the propellants. During operation, the energy
is released in a high-pressure combustion reaction. The heat of the
reaction raises the temperature of the reaction product gases to very
high values of up to 3500 K. The thermal energy of these gases is now
converted into kinetic energy of the exhaust flow by the expansion
process in the convergent-divergent nozzle. The engine thrust is pro-
duced by the pressure the combustion gases exert onto the surface of
the rocket thrust chamber.

Figure 2.1 presents a schematic overview of this principle. An
equation for the produced thrust of a rocket engine can now be de-
rived by applying a force balance in the y-direction, i.e. the velocity
direction. For this purpose, all pressures are integrated over the re-
spective areas they are acting on. The resulting force components
acting radially outwards do not contribute to the production of axial
thrust and cancel each other out due to the symmetry of the system.
Force components acting on planes normal to the chamber axis pro-
pel the engine forward. For a steadily operating rocket engine, the
force balance leads to the following expression:

F = ṁve + (pe − pa)Ae = ṁce, (2.1)

where ṁ is the total mass flow rate of the propellants, ve is the
exit velocity of the exhaust gas, pe is the average pressure over the
nozzle exit, pa is the ambient pressure, and Ae is the cross-section
area of the nozzle exit. The first term on the right-hand side is the
momentum thrust. The second term represents the pressure thrust.
By introducing the effective exhaust velocity ce, the equation can
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Figure 2.1: Schematic overview of the working principle of a rocket
engine (modified from Kirchberger [9]).

be further simplified. Equation 2.1 shows that a high thrust can be
achieved with either a high mass flow rate or a high velocity of the
exhaust flow. A detailed derivation of this equation is presented in
the work of Sutton & Biblarz [40].

2.2 Specific Impulse

From the principle equation for rocket engine thrust, equation 2.1, it
follows that thrust can either be produced by a high propellant mass
flow rate or a high exit velocity of the exhaust gases. The latter is
more efficient, as the mass saved for the propellant ultimately results
in a higher payload transport capability of the rocket. This leads to
the following definition of the specific impulse:

Isp =
F

ṁg0
, (2.2)
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where g0 is the standard gravity acceleration of 9.81 m/s2. There-
fore, the specific impulse is a measure for the energy content of the
propellant combination, as higher energetic propellants infer a higher
exhaust velocity. It is also an engine characteristic that indicates the
efficiency of the energy conversion in the system. A higher specific
impulse generates a higher thrust at the same propellant mass flow
rate. The specific impulse is the primary measure for rocket engine
performance.

2.3 Mixture Ratio

Figure 2.2 shows the ideal specific impulse as a function of the oxi-
dizer to fuel ratio for a variety of propellant combinations commonly
used in a liquid rocket engine. The oxidizer to fuel ratio, also called
mixture ratio, is herein defined by the following relation:

O/F =
ṁOx

ṁFu
, (2.3)

where ṁFu is the fuel mass flow rate and ṁOx is the oxidizer mass
flow rate.
As Figure 2.2 shows, hydrogen/oxygen is by far the most effi-

cient propellant combination among the most commonly used. From
the hydrocarbon family, methane/oxygen is the most efficient one,
followed by propane/oxygen and kerosene/oxygen, all displaying a
higher specific impulse than the hypergolic combination NTO/UDMH.
All presented propellants have their maximum in specific impulse at
mixture ratios lower than the stoichiometric ratio. This is because the
exhaust velocity is roughly proportional to (Tc/Mw)0.5 [43], where Tc
is the combustion temperature andMw the hot gas molecular weight.
Excess fuel typically leads to a lower molecular weight because it is
rich in hydrogen. Note that here only the ideal specific impulse is
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Figure 2.2: Ideal specific vacuum impulse as a function of the
mixture ratio for commonly used rocket propellant combinations
(pc=100 bar, ε=45). The stoichiometric mixture ratios are indicated
by arrows.

shown. Actual engines experience losses to the ideal value depending
on their design characteristics. Typical sources of performance losses
are incomplete mixing or incomplete vaporization, reaction kinetics,
boundary layer losses, and two-dimensional exhaust flow phenomena.

2.4 Characteristic Velocity and

Combustion Efficiency

Injector design directly impacts the performance of a liquid rocket en-
gine. The injection system is responsible for efficiently processing the
propellants, ultimately leading to complete combustion and thereby
maximizing energy release and produced thrust. The primary mea-
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sure of a rocket engine’s performance related to the injection system
is the characteristic velocity c∗. It describes the impulse of the engine
before expansion but beyond the choked flow conditions in the nozzle
throat. The following relation defines the characteristic velocity:

c∗ =
pcAth
ṁ

, (2.4)

where pc is the effective stagnation pressure at the throat, Ath is
the nozzle throat area, and ṁ the total mass flow rate of oxidizer and
fuel combined. This means that the characteristic velocity defines the
nozzle throat area needed to achieve a certain chamber pressure at a
given propellant mass flow rate. By relating the chamber pressure to
the propellant mass flow rate, the characteristic velocity effectively
measures the efficiency of the propellant processing by the injection
system. Fully mixed and reacted propellants will generally have a
higher characteristic velocity than only partially mixed and reacted
propellants.

For a “perfect injector”, the characteristic velocity is mainly a func-
tion of the propellant combination. A perfect injector is characterized
by mixing, gasifying, and reacting the propellants to equilibrium be-
fore entering the combustion chamber. As shown by Kirchberger [9],
applying further simplifying assumptions yields the following expres-
sion for the characteristic velocity of an idealized rocket engine sys-
tem:

c∗id =

√
RmTc
Mwκ

(
2

κ+ 1

) κ+1
κ−1

, (2.5)

where Tc, Mw, κ are the combustion temperature, the molecular
weight, and the isentropic exponent of the combustion products re-
spectively.

This relation shows that the characteristic velocity depends strongly
on the characteristics of the propellant combination (Tc, Mw, κ) and
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is only weekly dependent on the combustion pressure, as a higher
pressure suppresses dissociation of the combustion products and thereby
increases the combustion temperature.

In a real, i.e. non-ideal, rocket engine system, the characteris-
tic velocity is generally less than in the ideal system due to incom-
plete energy release, caused by insufficient vaporization and mixing
of the propellants, and insufficient combustion chamber length. The
injector-related energy release efficiency (or combustion efficiency) is
then defined as the ratio of the characteristic velocity of the real injec-
tor compared to the characteristic velocity of the “perfect” or “ideal”
injector:

ηc∗ =
c∗

c∗id
. (2.6)

2.5 Thrust Coefficient

The thrust coefficient gives the ratio of the total thrust produced by
the engine to the virtual thrust in the throat. It is defined by the
following equation:

cF =
F

pcAth
. (2.7)

The thrust coefficient defines the factor by which the nozzle increases
the virtual thrust of the combustion chamber. Therefore it is a perfor-
mance measure for converting the chamber energy into kinetic energy
in the nozzle.

Combining equation 2.1 and equation 2.4 yields the following ex-
pression.

ce = cF · c∗, (2.8)

This indicates that the effective velocity can be found from a value
representing combustion chamber characteristics, i.e. the character-
istic velocity, and an increment factor representing nozzle character-
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istics, i.e. the thrust coefficient.

2.6 Geometric Engine Characteristics

A critical parameter for dimensioning a liquid rocket engine is the
nozzle expansion ratio. It is defined by the following relation between
the throat area and the nozzle exit area:

ε =
Ae
Ath

. (2.9)

A high expansion ratio increases the pressure thrust. For first-stage
engines, the maximum value is limited by flow separation inside the
nozzle due to overexpanded flow on the ground [44]. Additional lim-
iting parameters are mass and volume.

Another important characteristic parameter for a liquid rocket en-
gine is the contraction ratio, i.e. the ratio of the combustion chamber
cross-section area to the throat area, defined by the relation:

εc =
Ac
Ath

. (2.10)

It is typically determined by considerations regarding the layout of
the cooling system as well as the overall thrust chamber mass and
the injector design, as is explained by Schmidt [1]. Its final value is
a point for optimization. The contraction ratio also determines the
Mach number in the combustion chamber, i.e. engines with similar
contraction ratios will have similar Mach numbers in the combustion
chamber independent of the actual size.

The characteristic length of a rocket combustor is defined as the
ratio of the combustion chamber volume until the throat to the cross-
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section area of the throat:

l∗ =
Vc
Ath

. (2.11)

This ratio determines the dwell time of the propellants inside the
combustor and implicitly impacts the combustion efficiency. Fig-
ure 2.3 shows the combustion efficiency as a function of the char-
acteristic length for selected rocket engine thrust chambers. If the
volume is too small, propellants leave the combustion chamber unre-
acted. The maximum characteristic length is in general restricted by
mass consideration and part of a trade-off and optimization. Value
recommendations for the typically required characteristic length are
given in table 2.1. Required for the sufficiency of these values is also a
good mixing characteristic of the injection system. Since the chemical
time scales differ for the respective propellant combinations, different
characteristic lengths are recommended.

Table 2.1: Recommended characteristic length for commonly used
propellant combinations (from Hagemann [45]).

Propellant Combination l∗ [m]
LOX/GH2 0.6-0.7
LOX/LH2 0.7-1.0

LOX/Kerosin 1.0-1.3
NTO/MMH 0.8-1.0
NTO/UDMH 1.2
NTO/Aerozin 0.9

Table 2.2 summarizes values of the geometric engine characteristics
for selected thrust chambers from literature. It includes experimental
combustors as well as flight hardware. These values show that some
of the experimental combustors do not have representative geomet-
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Figure 2.3: Combustion efficiency as a function of the characteristic
length for selected rocket engines (modified from Schmidt [1]).

rical characteristics. Especially a deviating contraction ratio leads
to Mach numbers not representative for actual flight hardware. The
combustor that is the focus of this thesis, the MoRaP single-element
round chamber, however, has a representative contraction ratio and
characteristic length.
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3 Numerical Model

Liquid rocket engine thrust chamber flows typically involve complex
phenomena, such as propellant mixing, high-speed turbulent flow,
and combustion. The following chapter presents the physical and
chemical fundamentals underlying the mathematical model employed
in this thesis to simulate these processes. The chapter also introduces
their numerical treatment. It presents general aspects necessary for
understanding and interpreting the numerical simulation results in
the later chapters. The focus is the modeling of turbulence and com-
bustion and the thermophysical properties of the high-temperature,
high-pressure gas flow in a rocket combustor. The ability of a nu-
merical model to treat these aspects is regarded as integral to thrust
chamber performance and heat load analysis.
The interested reader can find additional details on computational

fluid dynamics as well as combustion modelling in the publications
by Ferziger & Peric [48], Poinsot & Veynante [49] as well as Ger-
linger [50]. Gardiner & Burcat [51] as well as Bird et al. [52] give a
good overview on methods for calculating thermophysical properties.

3.1 Governing Equations of Turbulent

Fluid Flow

In general, the fluid flow in a technical application is described by
a set of partial differential equations. These equations are derived

23
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from balance equations for mass, momentum, energy, and species in
a rocket engine combustor. This set of equations is referred to as
Navier-Stokes equations.
Due to the low viscosity and high fluid speed in a rocket combustor,

and therefore high Reynolds numbers, the flow is strongly turbulent.
Turbulent flows are characterized by irregular statistical fluctuations
of the velocity field in time and three-dimensional space [53]. These
fluctuations have a mixing effect on all transported quantities and in-
duce fluctuations of the transported quantities themselves. The scale
of these fluctuations extends from large eddies, limited in size by the
physical geometry of the combustor, to small, high-frequency eddies
at the Kolmogorov micro-scale, at which viscosity dominates, and
the turbulent kinetic energy is dissipated into heat. Even though the
Navier-Stokes equations, in principle, describe the turbulence field,
the direct resolution of all scales is typically not feasible for relevant
technical applications since it is extremely computationally expen-
sive.
For this reason, an averaging procedure is applied here, which elim-

inates the need to simulate the wide range of the turbulent spectrum
directly by modeling the influence of turbulence on the mean flow.
The procedure is based on Reynolds-averaging (which, in principle,
is temporal averaging) of the instantaneous Navier-Stokes equations.
It is the most widely applied method for technical applications and
results in the Reynolds-Averaged Navier-Stokes (RANS) equations.
This method takes the formal average of the exact equations intro-

ducing the following averages:

• The simple average (Reynolds average)

φ = φ̄+ φ
′
,

where φ̄ is the average and φ
′
is the fluctuation.

• The mass weighted average (Favre average)
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φ = φ̃+ φ
′′
,

where φ̃ = ρφ
ρ̄ is the average and φ

′′
is the fluctuation.

Applying this method to the conservation equation for mass yields
the continuity equation:

∂ρ̄

∂t
+
∂(ρ̄ũi)

∂xi
= 0, (3.1)

where ρ̄ is the Reynolds-averaged density of the fluid mixture and
ũi is the Favre-averaged velocity component in the spatial direction
of xi. Note that the Einstein summation convention is used here for
simplicity.

Averaging the momentum equations in three-dimensional space
leads to the RANS equations describing the velocity field:

∂(ρ̄ũi)

∂t
+
∂(ρ̄ũiũj)

∂xj
= − ∂p̄

∂xi
+

∂

∂xj

(
τ̄ij − ρ̄ũ

′′
i u
′′
j

)
, (3.2)

where p̄ is the Reynolds-averaged pressure and τ̄ij the viscous stress
tensor. The term ρ̄ũ

′′
i u
′′
j is the Reynolds stress tensor and represents

the momentum transport due to the turbulent motion of the fluid.
The Reynolds stress tensor is an unclosed term that needs to be
treated by an appropriate turbulence model. The methods applied
in this thesis for modeling turbulence are described in section 3.2.

The same procedure is applied to the energy equation. However,
the energy equation can be cast in different forms. The form used
usually depends on the combustion model employed. There are two
different forms of energy equations employed in the subsequent stud-
ies. The first one is the enthalpy form:

∂(ρ̄h̃)

∂t
+
∂(ρ̄ũih̃)

∂xi
=

∂

∂xi

(
λ̄

c̄p

∂h̃

∂xi
− ρ̄ũ′′i h

′′

)
, (3.3)
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where h̃ is the Favre-averaged enthalpy, and λ̄ and c̄p are the Reynolds-
averaged thermal conductivity and specific heat capacity of the mix-
ture, respectively. The term ρ̄ũ

′′
i h
′′ is the turbulent enthalpy flux.

It is also an unclosed term, and its treatment is detailed in Sec-
tion 3.2.1. This form is used when simulating combustion with a
tabulated chemistry approach.

The second one is the total energy form:

∂(ρ̄ẽ)

∂t
+
∂(ũi(ρ̄ẽ+ p̄))

∂xi
=

∂

∂xi

(
λ̄
∂T̃

∂xi
− ρ̄ũ′′i e

′′

)
+ Se, (3.4)

where ẽ is the Favre-averaged total energy and T̃ is the flow temper-
ature. The term Se is a source term that equals the heat of chemical
reaction. This form is used when employing finite rate chemistry.
Poinsot & Veynante [49] present a good overview of the different
forms of the energy equation.

There also exist two different forms of the species transport equa-
tion. The first form yields a set of equations following directly from
averaging the species balance equations of each individual species:

∂(ρ̄Ỹk)

∂t
+
∂(ρ̄ũiỸk)

∂xi
=

∂

∂xi

(
ρ̄D̄Y k

∂Ỹk
∂xi
− ρ̄ũ′′i Y

′′
k

)
+ SYk , (3.5)

where Ỹk is the Favre-averaged species mass fraction of the species k
and D̃Yk is its laminar diffusion coefficient. The term SYk is a source
term that equals the net rate of production of the species by chemical
reaction. This form is used when employing finite rate chemistry.

Under certain assumptions it is possible to reduce the thermo-
chemistry of a particular flow to a single variable called the mixture
fraction. The mixture fraction will be defined in section 3.3.1. Its
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conservation equation is introduced here for completeness as:

∂(ρ̄Z̃)

∂t
+
∂(ρ̄ũiZ̃)

∂xi
=

∂

∂xi

(
ρ̄D̄Z

∂Z̃

∂xi
− ρ̄ũ′′i Z

′′

)
, (3.6)

where Z̃ is the Favre-averaged mixture fraction and D̃Z is its laminar
diffusion coefficient.

The Reynolds averaging process makes it possible to remove all
turbulent fluctuations from the flow. The net effect of the turbulence
is kept by modeling its influence on the smooth variations of the
averaged quantity fields. However, the introduced unclosed terms,
representing the turbulent fluxes, need to be addressed by an appro-
priate turbulence model. The choice of the turbulence model can
have a significant impact on the simulation results and must be cho-
sen according to the specific class of the problem at hand.

3.2 Turbulence Modeling

3.2.1 Treatment of Turbulent Fluxes

Reynolds-averaging of the governing equations, as introduced in sec-
tion 3.1, leads to unclosed terms in the transport equations. These
terms represent the transport of the respective quantity of the equa-
tion due to the influence of turbulent eddies present in the mean
flow. They cannot be resolved feasibly by calculating them directly
for typical technical applications. Therefore the terms are modeled
by relating them to the solution variables of the flow field, thereby
closing the equations system.

The turbulent momentum flux is modeled by employing the Boussi-
nesq hypothesis [54], which relates the Reynolds stresses to the mean
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local velocity gradient in the flowfield:

ρ̄ũ
′′
i u
′′
j = −µt

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
+

2

3
ρ̄k̃, (3.7)

where µt is the turbulent viscosity and k the turbulent kinetic energy.
δij is the Kronecker delta.

Now, to close the momentum equation, the turbulent viscosity
needs to be determined. The turbulent viscosity is proportional to
two characteristic turbulence scales, a velocity scale ut and a length
scale lt:

µt ∼ ut · lt. (3.8)

There are several different approaches found in literature to deter-
mine these scales. A good overview is given by Versteeg [55]. The
most commonly used, and the one adopted here, is employing a two-
equation turbulence model. This approach introduces two new trans-
port equations, which have to be solved in addition to the governing
equations. One is representing the transport of the turbulent kinetic
energy in the flow, which determines the amount of energy in the
turbulence and is related to the velocity scale by ut =

√
k. The other

one can be thought of as a variable that determines the scale of the
turbulence (length-scale or time-scale). Details on the two-equation
models used in this thesis are presented in Section 3.2.2.

The turbulent enthalpy flux is modeled by introducing a relation
to the mean local enthalpy gradient in the flowfield:

ρ̄ũ
′′
i h
′′ = − µt

Prt

∂h̃

∂xi
, (3.9)

where Prt is the turbulent Prandtl number. The treatment of the
unclosed term in the total energy equation is equivalent.

The turbulent Prandtl number is a non-dimensional variable de-
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fined as:
Prt =

µtc̄p
λt

, (3.10)

where λt is the turbulent conductivity. The turbulent Prandtl num-
ber represents the ratio between the turbulent momentum flux and
the turbulent enthalpy flux. This analogy is used here to determine
the turbulent transport of enthalpy. Typically a constant value for
the turbulent Prandtl number is set within the solution domain. Ex-
amples listed by Gerlinger [50] and Kays [56] suggest a range of
0.5 ≤ Prt ≤ 1.0 for gaseous flow. A value close to 1.0 makes sense
from a phenomenological point of view, as the underlying physical
mechanism for the transport of momentum and enthalpy is the same,
namely the turbulent motion of the fluid. This analogy helps avoid
solving additional equations to calculate the turbulent conductivity,
as is done for the turbulent viscosity in the momentum equation.
However, different models for calculating the turbulent conductiv-
ity can be found in literature, ranging from simple algebraic equa-
tions [57] to more complex two-equation models [58]. The calcu-
lation examples presented in these publications confirm the limited
value range of the turbulent Prandtl number.

Even though the value of the turbulent Prandtl number is usually
limited to a small range of values, its variation can significantly im-
pact the prediction of the wall heat flux in liquid rocket engines. This
is shown by Riedmann et al. [14] and Chemnitz et al. [24]. Therefore
care must be taken when choosing its value. Riedmann [46] suggest to
choose the value for different propellant combinations independently.
The influence of the turbulent Prandtl number on the predictions of
performance and heat transfer in this thesis is investigated in Sec-
tion 4.4.3.

The turbulent species flux is modeled by introducing a relation to
the mean local species gradient of each individual species k in the
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flowfield:

ρ̄ũ
′′
i Y
′′
k = − µt

Sct

∂Ỹk
∂xi

, (3.11)

where Sct is the turbulent Schmidt number. The treatment of the
unclosed term in the mixture fraction equation is done in the same
manner by replacing the mass fraction with the mixture fraction.
The turbulent Schmidt number is a non-dimensional variable de-

fined as:
Sct =

µt
ρ̄D̄k

. (3.12)

The turbulent Schmidt number represents the ratio between the tur-
bulent momentum transport and the turbulent species transport.
Like the turbulent Prandtl number, the turbulent Schmidt num-

ber is usually set to a constant value throughout the fluid domain.
This exploits the same phenomenological analogy to the turbulent
transport of momentum as for the turbulent enthalpy. A value of
0.7 ≤ Sct ≤ 1.0 is recommended by Gerlinger [50]. Models for
closing the species transport equation without using the analogy to
the turbulent momentum transport are also found in literature [58].
The influence of the turbulent Schmidt number on the predictions of
performance and heat transfer in this thesis is investigated in Sec-
tion 4.4.3.

3.2.2 RANS Turbulence Models

There exist several different approaches to determine the turbulent
viscosity µt, which is needed to calculate the Reynolds stresses in
Equation 3.2 and close the momentum equations. They are typi-
cally differentiated by the number of additional transport equations
that have to be solved [59]. In this thesis, only two-equation models
are employed due to their superior accuracy. In total, four different
models are used. Two belong to the k-ε family, which uses the dis-
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sipation rate ε of the turbulent kinetic energy as the characteristic
length-scale. The other two belong to the k-ω family and use the
specific dissipation rate ω of the turbulent kinetic energy as the char-
acteristic length-scale. The following chapter gives an overview of the
theoretical and numerical background of these models.

3.2.2.1 Standard k-ε Model

The standard k-ε model, introduced by Jones & Launder [60] in
1972, is one of the most widely used turbulence models in practi-
cal engineering flow calculations. It is a two-equation model that
solves additional transport equations for the turbulent kinetic energy
k and the turbulent dissipation rate ε. The turbulent viscosity µt is
calculated from these two quantities for the entire velocity field. It
can then be substituted into the momentum equations, where it ac-
counts for the additional mixing due to turbulent fluctuations. This
closes the system of governing equations for fluid flow and makes the
solution of the RANS equations possible.

While the equation for the turbulent kinetic energy is derived from
the exact equation, the turbulent dissipation rate is obtained by intro-
ducing empirically determined terms and relies on phenomenological
considerations. The nature of this model is, therefore, semi-empirical.
This is necessary because the exact equation for the turbulent dis-
sipation rate includes many unclosed terms involving higher-order
moments, which are hard to resolve. The empirical terms and their
coefficients have been fine-tuned based on various classes of flows,
making the model reasonably accurate for many practical applica-
tions.

The turbulent kinetic energy and the turbulent dissipation rate are
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obtained from the following set of equations:

∂(ρ̄k̃)

∂t
+
∂(ρ̄ũik̃)

∂xi
=

∂

∂xi

[(
µ+

µt
σk

)
∂k̃

∂xi

]
+ Pk − ρ̄ε, (3.13)

∂(ρ̄ε)

∂t
+
∂(ρ̄ũiε)

∂xi
=

∂

∂xi

[(
µ+

µt
σε

)
∂ε

∂xi

]
+C1ε

ε

k̃
Pk−C2ερ̄

ε2

k̃
, (3.14)

where σk, σε, C1ε and C2ε are modelling constants and Pk is the
production term for turbulent kinetic energy. The production term
is modeled consistent with Boussinesq hypotheses and evaluated as
Pk = µtS

2, with S being the mean rate-of-strain.
The local turbulent viscosity is then computed from the following

relation:

µt = ρCµ
k̃2

ε
, (3.15)

where Cµ is a modeling constant. The turbulent kinetic energy k is
a measure for the mean kinetic energy per unit mass present within
the eddies in a turbulent flow. The turbulent dissipation rate ε is the
rate at which this kinetic energy is converted into thermal energy by
the action of viscosity.
The coefficients for this model were firstly introduced by Jones &

Launder [60], but have been revised later by Launder & Sharma [61]
to their current default values. The values for the coefficients are
summarized in Table 3.1.

Table 3.1: Modeling constants for the standard k-ε model [61].

σk σε C1ε C2ε Cµ

1.0 1.3 1.44 1.92 0.09

The derivation of the standard k-ε model assumes that the flow
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is homogeneous, isotropic, and fully turbulent. The effects of the
molecular viscosity are negligible. If these assumptions do not apply
in certain regions of the flowfield, the model loses its validity, and its
predictions become unreliable. This is the case especially for wall-
bounded flows, as are present in rocket combustors. Here tangential
fluctuations are damped by the wall’s presence and become negligi-
ble compared to the normal fluctuations. This leads to anisotropic
turbulence behavior. The use of wall functions can remedy this draw-
back. However, wall functions typically have inferior accuracy in heat
transfer simulations compared to wall resolved approaches. Since the
wall heat flux prediction in rocket combustion chambers is a focus
of this thesis, the viscosity-affected near-wall region is resolved all
through the viscous sublayer with very fine grid cells. This makes
the use of wall functions superfluous, but the need for a specific wall
treatment necessary. Two different treatments for the standard k-ε
model are applied here to account for the presence of the wall.

The first treatment uses a zonal approach based on a so-called
“two-layer” formulation to circumvent the model’s validity problem.
The flow field is divided into two zones (or layers) in this approach, a
fully turbulent core flow, and a viscosity-affected near-wall region. In
the core flow, the previously described two-equation model is solved.
Close to the wall the one-equation model byWolfshtein [62] is applied.
It retains the transport equation for the turbulent kinetic energy but
solves for the turbulent viscosity according to the relation:

µt,2layer = ρ̄Cµlµ

√
k̃, (3.16)

where lµ is the turbulent length scale. The length scale lµ is defined
by an algebraic equation and is by definition damped close to the
wall, reducing the effective size of eddies in that region. This gives
an improved prediction of the effect of turbulence in the near-wall
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region. A blending function is then employed to smoothen the two-
layer definition of the turbulent viscosity with the core-flow definition.
The start of the transition between the two zones is determined by
the turbulent Reynolds number Ret, which scales with the normal
distance to the closest wall. It is defined as:

Rey =
ρ̄y
√
k

µ̄
, (3.17)

where y is the distance normal to the wall. Further details on the
implementation and coefficients of this model are given in [63].
The second treatment uses a so-called “low-Reynolds” modification

to predict the correct behavior of wall-bounded flows. Damping func-
tions are added to the transport equation of the turbulent dissipation
rate and the definition of the turbulent viscosity (Equation 3.15).
These damping functions are only active close to walls, where they
damp the effect of the turbulent viscosity compared to the effect of
the molecular viscosity. They allow for the correct reproduction of
the limiting behaviors of various flow quantities close to the wall.
In this thesis, the damping function presented by Abe, Kondoh &
Nagano [64] are used.

3.2.2.2 Yap-Correction

An implementation of the so-called “Yap-Correction” was added to
both k-ε model variants. Yap [65] introduced this correction in 1987
to improve his predictions of flows involving separation. A source
term is added to the transport equation for turbulent dissipation rate
to reduce the departure of the turbulence length scale from its equilib-
rium value. The correction has also shown improved results in flows
with stagnation points. As it seldom causes problems because it is
only active in non-equilibrium flows, Launder [66] suggests including
the correction by default. Riedmann [14] showed a strong impact and
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improvement for the heat flux prediction of an experimental rocket
combustor when employing the Yap-Correction.
The source term that is added to the transport equation for tur-

bulent dissipation rate is defined as:

Pε,Y ap = 0.83
ε2

k̃

(
k̃1.5

εlε
− 1

)(
k̃1.5

εlε

)2

, (3.18)

where lε = C−0.75
µt k̃y. The source term is only used when it is positive

however.

3.2.2.3 Standard k-ω Model

The standard k-ω model was introduced by Wilcox [67] in 1988 in or-
der to improve the accuracy of predictions involving boundary layers
with adverse pressure gradients. It was later adapted by Wilcox [68]
to its current form by including modifications for low-Reynolds num-
ber effects, compressibility, and shear flow spreading. It is a two-
equation model that solves additional transport equations for the
turbulent kinetic energy k and the specific turbulent dissipation rate
ω. The turbulent viscosity is again calculated from these two quan-
tities for the entire velocity field, closing the open terms in the fluid
flow equations. The specific turbulent dissipation rate is used as the
length scale determining quantity. It is defined by the identity:

ω =
ε

Cµk̃
. (3.19)

The transport equation for the turbulent kinetic energy is the same
that is used for the k-ε model, i.e. Equation 3.13. It has only minor
modifications to the dissipation term. However, ω is transported in-
stead of ε as the length scale determining variable. Its transport is
modeled empirically, incorporating several fine-tuned modeling coef-
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ficients. The transport equation is defined as:

∂(ρ̄ω)

∂t
+
∂(ρ̄ũiω)

∂xi
=

∂

∂xi

[(
µ+

µt
σω

)
∂ω

∂xi

]
+α

ω

k̃
Pk−ρ̄βfβω2. (3.20)

The modeling coefficients are given in Table 3.2. The additional
coefficients for the model (α, β and fβ) and their calculations are
presented in [63].

Table 3.2: Modeling constants for the standard k-ω model [68].

σk σω Cµ

2.0 2.0 0.09

The following relation then calculates the local turbulent viscosity:

µt = ρ̄
k̃

ω
. (3.21)

The k-ω model is inherently a low-Reynolds turbulence model.
This means it can be integrated through the viscous sublayer. There-
fore no additional terms or damping functions need to be added to
use the model with a wall resolving computational grid.

3.2.2.4 Shear-Stress Transport (SST) k-ω Model

The Shear-Stress Transport (SST) k-ω model developed byMenter [69]
is a hybrid model that has become popular for a wide variety of en-
gineering flows. The model blends the k-ε model formulation in the
freestream with the k-ω model formulation near the wall. For this
purpose, the transport equation for the turbulent dissipation rate ε
is transformed into a transport equation for the specific turbulent
dissipation rate ω by using the identity Equation 3.19. This leads to
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the introduction of a cross-diffusion term defined as:

Dω = 2(1− F1)ρ̄
1

ωσω,2

∂k

∂xj

∂ω

∂xj
, (3.22)

where F1 is a blending function. If F1 = 0 the model is equivalent
to the k-ε formulation, if F1 = 1 the model is equivalent to the k-ω
formulation. The actual value of the blending function depends on
the distance from the nearest wall cell.

The transport equations for the turbulent kinetic energy and the
specific turbulent dissipation rate have the same form as the equations
used in the standard k-ω model, i.e. Equation 3.13 and Equation 3.20
respectively. The exception being the inclusion of the cross-diffusion
term 3.22 in the ω-equation. However, the turbulent diffusivity coef-
ficients are calculated according to the following relations:

σk =
1

F1/σk,1 + (1− F1)/σk,2
, (3.23)

σω =
1

F1/σω,1 + (1− F1)/σω,2
, (3.24)

where F1 is again the blending function. The modeling coefficients
are listed in Table 3.3.

Table 3.3: Modeling constants for the Shear-Stress Transport (SST)
k-ω model [69].

σk,1 σω,1 σk,2 σω,2 a1

1.176 2.0 1.0 1.168 0.31
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The local turbulent viscosity is then calculated as follows:

µt = ρ
k

ω

1

max
(

1
α∗ ,

SF2

a1ω

) , (3.25)

where the term 1/max
(

1
α∗ ,

SF2

a1ω

)
is a limiter function, which limits

the turbulent viscosity near the wall and was added to improve the
overprediction of the wall shear stress. The addition of this limiter
resulted in better agreement with experimental data in separated
flows.
The Shear-Stress Transport (SST) k-ω model can be used as a low-

Re turbulence model without the need for additional damping func-
tions or a two-layer approach. The various additional coefficients for
the model and the calculation of the blending functions are presented
by Menter [70].

3.3 Combustion Modeling

In bi-propellant liquid rocket engines, the fuel, and the oxidizer enter
the combustion chamber in distinct streams. The propellants are
then simultaneously mixed and burned at the molecular level. This
type of combustion is called non-premixed combustion. The correct
representation of the non-premixed combustion process is essential for
predicting an engine’s performance and heat transfer characteristics.
This encompasses modeling the initial heat release in the flame zone
and the post-flame recombination reactions in the strongly cooled
boundary layer.
There is a multitude of different methods available for the numer-

ical treatment of reactive flows. They typically differ enormously in
their computational expense. Their validity for a given application is
dependent on the combustion chemistry of the propellant combina-
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tion. The difficulty is describing the reaction progress and the fluid
flow evolution, which happen on different time scales.

If the chemical reactions are “fast”, in comparison to the mixing
process, the combustion is mixing-limited, and the reacting mixture
tends to be in local chemical equilibrium. If the mixing time scale is in
the same order as the chemical time scale, finite rate chemistry effects
occur. This fact is typically expressed by the Damköhler number Da,
which is defined as the ratio between the mixing time scale and the
chemical time scale:

Da =
tmix
tchem

. (3.26)

Therefore, for Da >> 1, the mixing time scale is much larger than
the chemical time scale, and the reactive flow leans towards chemical
equilibrium.

Modeling approaches based on the assumption of chemical equilib-
rium have been successfully employed for simulations of hydrogen-
fueled rocket engines [14, 71, 72], where the chemical time scales are
small due to the fast chemistry of the propellants. However, the appli-
cability of this approach to hydrocarbon engines is still debated [73].
To overcome the insufficiency of the equilibrium assumption and in-
corporate chemical kinetic effects, methods based on the classical
Flamelet model developed by Peters [74] and applied to turbulent
combustion by Peters [75] have gained in popularity. However, to
capture the effects of heat loss in a rocket combustor near the cooled
walls, a non-adiabatic extension to the classical model is necessary.
Lee et al. [76] use an additional source term in the unsteady Flamelet
equations to capture the heat loss process and employ the results
for the simulation of a hydrogen/oxygen rocket engine. The source
term is determined employing Nusselt-number correlations. In con-
trast Proch et al. [77] reduce the chemical reaction source in the
Flamelet equation by a constant factor. Wu et al. [78] modify the
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boundary condition in the Flamelet equation in the form of a per-
meable wall. Frank et al. [79] summarize these methods. Perakis et
al. [80] uses a prescribed enthalpy profile method to incorporate heat
loss effects into a Flamelet model. The model is then used to simu-
late one of the experimental rocket combustors that are also part of
the investigated configurations of this thesis. The problem which be-
comes evident from Perakis et al. [73] is that the Flamelet model only
takes non-equilibrium effects into account where the scalar dissipa-
tion rate is high. This is not the case for the strongly cooled boundary
layer near the wall. Therefore, Perakis et al. [73] conclude “the low
magnitude of the scalar dissipation in the boundary layer makes the
non-adiabatic Flamelet behave like the ECM” (where ECM is the
Equilibrium Chemistry Model discussed in Section 3.3.1.1).

In this thesis, different combustion models varying in degree of fi-
delity and computational expense are employed and compared. Their
theoretical and numerical background is presented in the following
sections. Their applicability and validity for liquid rocket engine
combustor analysis are discussed in chapter 4.

3.3.1 Tabulated Chemistry Models

For high Damköhler numbers (Da >> 1), the mixing time scale is
much larger than the chemical time scale, and the reactive flow tends
towards local chemical equilibrium. The turbulent mixing of the pro-
pellants then limits the combustion progress. This can be used to
reduce the combustion progress to a mixing problem. Now the deter-
mination of the thermochemistry is decoupled from the calculation
of the turbulent flow.

Thermochemical calculations can then be pre-processed and the
results stored in look-up tables. These tables are evaluated during
the solution of the fluid flow equations, and the relevant variables
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are interpolated. This procedure is very efficient and negates the
time-consuming computation of stiff chemical systems during the flow
solution.

Additionally, the instantaneous thermochemical state of the fluid
is now related to only a single parameter, called the mixture fraction.
The mixture fraction is defined as the mass fraction originating from
the fuel inlet stream:

Z =
Zi − Zi,Ox

Zi,Fu − Zi,Ox
, (3.27)

where Zi is the elemental mass fraction of the chemical element i, and
the subscripts Ox and Fu denote values originating from oxidizer or
fuel streams, respectively. If the diffusion coefficients for all species
are equal, the definition of the mixture fraction becomes unique. The
reaction source terms in the species equations cancel, which makes
the mixture fraction a conserved quantity.

Instead of solving a transport equation for each species, only a sin-
gle equation for the mixture fraction is solved. The species concen-
trations are then derived from the calculated mixture fraction field.
The conservation equation for the mixture fraction is given in Equa-
tion 3.6.

Due to the high temperatures in a liquid rocket engine, cooling the
combustor walls induces a high convective heat transfer. Accordingly
the exhaust gas departs from the adiabatic thermodynamic state.
The local thermochemical state is no longer only determined by the
mixture fraction, but also by the enthalpy. The enthalpy is a trans-
ported quantity in the flow solution, and its conservation is described
by Equation 3.3.

Liquid rocket engines typically operate at high pressures in the
combustion chamber. The exhaust gas is then expanded in the convergent-
divergent nozzle. This accelerates the flow and increases the impulse
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that propels the rocket. During the expansion, the pressure drops
significantly. This influences the thermodynamic state of the com-
bustion gases and adds a third independent variable to the chemistry
look-up table.

Before the flow solution, the thermochemical calculations are re-
peatedly carried out over the entire range of mixture fraction Z,
enthalpy h, and pressure p present in the domain. The resulting
thermochemical properties are stored in a multidimensional look-up
table and are interpolated during the flow calculation based on the
local thermodynamic state in the fluid. This negates the need to
perform these time-consuming computations at every iteration of the
flow solution.

Here the look-up tables are parameterized using normalized vari-
ables. This simplifies the finding process when interpolating values
and yields a well-defined parameter space. Now, all the instantaneous
quantities such as temperature, density, mass fractions, and thermo-
dynamic as well as transport properties are stored as functions of
three independent variables:

φ̃ = φ̃(Λ1,Λ2,Λ3). (3.28)

The first parameter is the mean mixture fraction Z̃, which is a
measure for the local oxidizer to fuel ratio. It is normalized by defi-
nition:

Λ1 = Z̃, 0 ≤ Λ1 ≤ 1. (3.29)

Its definition space reaches from all oxidizer Z̃ = 0 to all fuel Z̃ = 1:

The second parameter takes into account the heat loss at the com-
bustor wall. It is the normalized enthalpy defined as:

Λ2 = hn =
h̃− hmin(Z̃)

hmax(Z̃)− hmin(Z̃)
, 0 ≤ Λ2 ≤ 1. (3.30)
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The minimum and the maximum value are varied depending on the
local mixture fraction. The maximum value is typically set close to
the adiabatic value, i.e. the enthalpy of the propellant mixture at
injection. This is reasonable as there is no substantial heat gain in
the combustion chamber. The minimum value is based on a mini-
mum temperature, which can be assigned as constant or varying over
the mixture fraction space. The value is chosen arbitrarily based on
the best guess (e.g. wall temperature measurements or cooling fluid
temperatures), and its sufficiency should be checked a posteriori.

The third parameter is the normalized pressure. The dependency
of the thermodynamic properties on pressure mainly plays a role in
the combustor nozzle, where the flow is strongly expanded. The
normalized pressure is defined as:

Λ3 = pn =
log p̄− log pmin

log pmax − log pmin
, 0 ≤ Λ3 ≤ 1. (3.31)

The maximum value for pressure pmax is set close to the expected
operating pressure. For the minimum, a very low value of 0.1 bar is
typically sufficient.

A user-developed extension to the base CFD solver was imple-
mented to enable the use of pre-processed chemistry tables for the
combustor flow simulations. The extension reads the prepared ta-
bles into the computer memory, ensures a consistent initialization of
the flow field, processes the tables, and handles the data input and
output with the flow solver.

During the fluid flow solution, the independent variables are passed
to the table processor. As in general, the values of the passed inde-
pendent variables are in-between two of the discretely stored points
of the chemistry table, a bisection method by Press et al. [81] is used
to locate the encompassing table indices. Note that the table has to
be ordered, i.e. be either strictly ascending or descending. Once this
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search is performed for all independent variables, multidimensional
linear interpolation is used to calculate the instantaneous value of the
dependent variable. Currently, the table processor can handle tables
with up to four independent variables. The program is, however,
easily extendable to more dimensions by updating the interpolation
routine.

3.3.1.1 Equilibrium Chemistry Model

For the tabulation of the thermochemical variables under the assump-
tion of local chemical equilibrium, an in-house tool was developed as
part of this thesis. The tool uses NASA’s Chemical Equilibrium with
Applications (CEA) code [82, 83] to determine the composition and
mixture properties based on the thermodynamic state. The CEA
program’s chemical equilibrium solver employs a so-called “stoichio-
metric” method. The method is based on the minimization of free
energy, specifically Gibbs energy. In this method, in contrast to “non-
stoichiometric” element potential methods, individual species can be
treated independently of each other. Therefore no set of reactions
has to be specified a priori.
The tool iterates the entire space bounded by the user defined

minimum and maximum values of the independent variables (Z̃, h,
p). CEA than calculates the following thermochemical variables of
based on the individual thermodynamic state:

• mass fractions Yi,

• temperature T ,

• density ρ (based on ideal gas equation of state),

• molecular weight Mw,

• specific heat capacity cp.
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Figure 3.1: Temperature over the mixture fraction range for differ-
ent values of normalized enthalpy - methane combustion.

The transport properties (viscosity µ, laminar conductivity λ , and
species diffusivity Di) are calculated employing the procedure pre-
sented in section 3.5 based on the kinetic theory of gases. The values
are normalized and tabulated as described in section 3.3.1. A module
is available in the in-house tool to adapt the density according to the
generalized cubic equation of state for real gas applications by Kim
et al. [84]. However, this adaption was not used in this thesis due to
the high-temperature injection state in the investigated test cases.

The temperature over the mixture fraction range for different val-
ues of normalized enthalpy hn for a typical methane combustion case
is shown in Figure 3.1. The effect of the heat loss on the temperature
is clearly visible. The lower the normalized enthalpy is, the lower is
the temperature of the mixture. The effect is less pronounced towards
the inlet conditions of both oxidizer and fuel.
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PSRM
ṁinhin

T , p, Yi
ṁouthout

Q

Figure 3.2: Concept of the perfectly stirred reactor model

3.3.1.2 Perfectly Stirred Reactor Model

The second combustion model for the tabulation of thermochemical
variables used here is the so-called “Perfectly Stirred Reactor Model
(PSRM)”. The model was developed as part of this thesis to incorpo-
rate chemical kinetic effects in a tabulated chemistry method. The
tool uses the open-source combustion code Cantera [85] for all chem-
ical calculations. The basis for this method is a simplified model
of a perfectly stirred reactor (or continuously stirred tank reactor).
The concept of the PSRM is illustrated in Figure 3.2. The following
assumptions are taken for the reactor:

1) The inlet stream is instantly mixed into the fluid in the reactor
interior.

2) The fluid leaving through the outlet has the same composition
and thermodynamic state as the interior

3) The flow through the reactor is steady-state, i.e. ṁin = ṁout = ṁ.

The reactor model than calculates the temperature and composi-
tion as a function of the residence time. Here a constant pressure
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reactor is used. Its governing equation is:

dH

dt
= −Q+ ṁinhin − ṁouthout (3.32)

where H is the reactor enthalpy, ṁin = ṁout is the mass flow rate,
hin and hout are the specific enthalpy of the inlet and outlet stream
respectively and Q is the heat loss through the reactor wall.

In a steady state the derivative of the reactor enthalpy becomes zero
(dHdt = 0). Using assumption 3) stated earlier (ṁin = ṁout = ṁ) and
setting the mass flow rate arbitrarily to 1 kg/s Equation 3.32 can be
rearranged to yield:

q = hin − hout, (3.33)

where q is a mass-specific heat flux in the unit J/kg. The heat flux
q can now be calculated based on the desired assigned enthalpy level
hout for which the thermochemical properties are to be tabulated.
Using the equilibrium composition and the injection enthalpy of the
propellants at the inlet (i.e. as hin) and extracting the heat flux q
from the stream in the reactor emulates the cooldown process of the
exhaust gas in the post-flame. Now values progressing dependent on
the residence time can be extracted from the reactor. The evolution
of the composition and thermodynamic state is computed based on
a detailed chemical kinetic scheme using Arrhenius expressions (dis-
cussed in section 3.3.2). The kinetic scheme used in this thesis is
the 17-species, and 72-reactions skeletal mechanism by Sankaran et
al. [86].

Figure 3.3 shows the evolution of temperature and enthalpy in
a perfectly stirred reactor for a post-combustion cooldown process
comparing hydrogen and methane combustion. In this simulation,
the combustion gas enters the reactor inlet in a chemical equilibrium
state based on the following injection conditions:
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• H2

– O/F = 5.85

– TFu = 285 K

– TOx = 280 K

• CH4

– O/F = 2.2

– TFu = 270 K

– TOx = 275 K

In both cases, enough energy is extracted from the system to cool
the combustion gas to 1000 K at the outlet. The temperature at
the outlet is then compared to the temperature expected at chemical
equilibrium. The temperature goes down to the equilibrium value
for the hydrogen reactor as the enthalpy in the reactor reaches its
assigned value. For the methane reactor, this is not the case. The
temperature drops below the equilibrium value and stays below even
as the assigned enthalpy for 1000 K is reached. This implies that the
exhaust gas in the methane case is present in a composition differ-
ent from the chemical equilibrium at the reactor outlet. As will be
explained in more detail in section 4.4.5, the main reason for this is
that the reaction kinetics suppress the recombination of CO, present
in the high-temperature equilibrium state, to CO2. The impact of
this suppression on the temperature tabulated over the mixture frac-
tion space in dependency of the normalized enthalpy hn is shown in
Figure 3.1. In comparison to the chemical equilibrium state, the gas
is colder in the fuel-rich mixture fraction space for most enthalpy
levels.
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(a) H2 combustion (b) H2 combustion

(c) CH4 combustion (d) CH4 combustion

Figure 3.3: Evolution of temperature and enthalpy in a perfectly
stirred reactor for a post flame cool down process comparing hydrogen
and methane combustion.
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3.3.2 Finite Rate Chemistry

When employing finite rate chemistry to resolve the combustion pro-
cess, conservation Equation 3.5 must be solved for every appearing
chemical species. Following the tabulated chemistry models, the mass
diffusion coefficient is determined by assuming a unity Lewis num-
ber. The finite rate chemistry model computes the source term SYk
in Equation 3.5 by evaluating Arrhenius expressions provided in a
chemical kinetic scheme.

The net production rate of the species i is then determined by the
sum of the production rate of that species over all occurring reactions.
It can be calculated as follows:

SYi = Mw,i

Nr∑
r=1

[(
ν
′′

i,r − ν
′

i,r

)(
kf,r

Nk∑
l=1

c
ν
′
l,r

l − kb,r
Nk∑
l=1

c
ν
′′
l,r

l

)]
,

(3.34)
where kf,r and kb,r are the forward and backward rate constants
for the rth reaction and Nr is the total number of reactions. The
molecular weight is Mw,i and ci is the concentration of species i.
Lastly, ν

′

i,r and ν
′′

i,r denote the stoichiometric coefficients of species i
in reaction r.

The reaction rate constants are obtained from the Arrhenius equa-
tion:

kr = ArT
βrexp

(
− Ea,r
RmT

)
, (3.35)

where Ar is the pre-exponential factor, βr the temperature exponent
and Ea,r the activation energy for the reaction.

The finite rate chemistry model is computationally expensive be-
cause one additional transport equation has to be solved per species
in the chemical kinetic scheme. In addition, the schemes typically
span a wide range of different time scales and form a set of highly
non-linear, stiff equations that have to be solved in parallel to the fluid
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flow calculation. This makes finite rate chemistry calculations often-
times lacking in robustness and prone to stall convergence. Additional
details on the finite rate chemistry models are provided in [63].

3.4 Thermodynamic Properties

The determination of thermodynamic properties is an integral part of
computations involving combustion chemistry. To solve the governing
equations for reacting flow, given in section 3.1, the specific heat
capacity cp, the specific enthalpy h and the specific entropy s must
be computed by appropriate thermodynamic relations.

Here the NASA 7-coefficient polynomial representation, introduced
by McBride et al. [87], is used to compute the individual species
thermodynamic properties at the ideal reference state. This repre-
sentation calculates the specific heat capacity cp with a fourth-order
polynomial. The NASA polynomials then take the following form:

cp
R

= a1 + a2T + a3T
2 + a4T

3 + a5T
4, (3.36)

h

RT
= a1 +

a2

2
T +

a3

3
T 2 +

a4

4
T 3 +

a5

5
T 4 +

a6

T
, (3.37)

s

R
= a1ln(T ) + a2T +

a3

2
T 2 +

a4

3
T 3 +

a5

4
T 4 + a7, (3.38)

where a1, a2, a3, a4, a5, a6, and a7 are numerical coefficients provided
in a thermodynamic data file. There are usually two sets of coeffi-
cients given, one for the low-temperature range and one for the high-
temperature range. The respective property for a multi-component
mixture is calculated as the mass fraction average of the individual
species’ properties.

The underlying data for these polynomial fits typically originates
from a variety of different sources. One source is the set of JANAF
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tables provided by the National Institute of Standards and Technol-
ogy [88]. Another source is the compilation by Burcat [51], in which
case the data is already pre-fitted in the required form. Data also is
oftentimes provided in conjunction with a chemical kinetic scheme.
In this case, the data for every species included in the scheme is
immediately available.
However, pre-fitted data is often times associated with problems

that make a refitting procedure desirable:

1. The low-temperature range is not fully covered. This is es-
pecially true for rocket engine applications, which oftentimes
have at least one propellant component injected at cryogenic
temperatures.

2. The high-temperature range is not fully covered. This is less
often a problem but can be a factor if the temperature in the
flowfield reaches an overly high temperature during the solution
process. These temperatures are not necessarily physical and
often not present at convergence.

3. Discontinuities can appear at the point where the low temper-
ature and the high-temperature range connect.

These factors can cause problems for the numerical solver, as poly-
nomials tend to diverge outside their temperature limits, and discon-
tinuities can lead values to “jump” near the connection point. The
results are stalling convergence or even solver failure.
Therefore the thermodynamic data used in this thesis is refitted.

A constrained least square fitting procedure is applied in a three step
process.

1. Coefficients a1 through a5 are determined by fitting the specific
heat values to equation 3.36, with the following constraints ap-
plied:
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• C0 (continuous) cp
R at range mid point

• C1 (1st derivative continuous) cp
R at range mid point

2. Coefficient a6 is determined by fitting the specific enthalpy to
equation 3.37 and keeping a1 through a5 fixed, with the follow-
ing constraints applied:

• h matches the source data at the reference point of 298 K

• C0 (continuous) h
R at range mid point

• Note that C1 (1st derivative continuous) h
R at range mid

point is implicitly applied by the previous constraints

3. Coefficient a7 is determined by fitting the specific entropy to
equation 3.38 and keeping a1 through a6 fixed, with the follow-
ing constraints applied

• s matches the source data at the reference point of 298 K

• C0 (continuous) s
R at range mid point

• Note that C1 (1st derivative continuous) h
R at range mid

point is implicitly applied by the previous constraints

An overview of the polynomial fits used in this thesis is given in
Appendix A. It should also be noted that the program developed for
this thesis has the capability to produce polynomials in the NASA
9-coefficient representation, introduced by McBride et al. [89], in ad-
dition to the NASA 7-coefficient polynomial representation. This
implementation was included to guarantee compatibility and compa-
rability of the thermodynamic data with the rocket analysis codes
CEA [82] and THERMTEST [5] used at the RFA.
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3.5 Transport Properties

It is necessary to calculate the transport properties of the fluid mix-
ture to evaluate the diffusive fluxes of momentum, energy, and species
in the governing equations. For the momentum equation, a relation
for the laminar viscosity µ is needed; for the energy equation, a re-
lation for the laminar conductivity λ is needed, and for the species
equation, a value for the laminar diffusivity Di of each individual
species i is needed. Empirical correlations typically describe these
quantities.

While the turbulent diffusive flux mostly outweighs the laminar
diffusive flux in the core flow, laminar transport phenomena become
important in the near-wall region where viscous forces are dominant.
As pointed out by Ivancic et al. [71], this is of particular importance
in heat transfer analysis because the predicted wall heat flux directly
scales with the laminar fluid mixture conductivity.

The laminar viscosity µ is calculated temperature- and composition-
dependent in this thesis. A relation according to the molecular theory
of gases at low density is used. As presented by Bird et al. [52], for a
single component species, the viscosity is then given by:

µi = 2.6693 · 10−6

√
Mw,iT

σ2Ωµ
, (3.39)

where Ωµ(T ∗) is the collision integral for viscosity, which depends on
the reduced temperature T ∗ = T/(ε/kb). The values σ and ε/kb are
the Lennard-Jones parameter, given in Table B.1 in Appendix B.

The viscosity of the multi-component mixture is determined ac-
cording to the semi-empirical mixing rule by Wilke [90]:

µ =
∑
i

xiµi∑
j xjΦij

, (3.40)



3.5 Transport Properties 55

where the dimensionless quantities Φij are defined as:

Φij =

[
1 +

(
µi
µj

)1/2 (
Mw,j

Mw,i

)1/4
]2

[(
1 +

Mw,i

Mw,j

)]1/2 . (3.41)

The laminar conductivity λ for a single species is calculated by the
semi-empirical method for polyatomic gases at low density developed
by Eucken [91]:

λi =
15

4

Rm
Mw

µ

(
4

15

cpMw

Rm
+

1

3

)
. (3.42)

The same mixing rule (Equation 3.40) is applied as was for the
viscosity to compute the composition-dependent thermal conductiv-
ity for the mixture. The coefficients Φij are identical to those in the
viscosity equation.
The laminar species diffusivity Di is calculated by assuming unity

Lewis numbers for all species in the mixture. The single species Lewis
number is defined as:

Lei =
ki

ρcpDi
. (3.43)

Note that ki and Di are component values, while ρ and cp are as-
sociated with the overall mixture. Taking unity Lewis numbers for
all species implies that the species diffusivity scales according to the
species conductivity.





4 Combustor Analysis

In the following chapter, the flow and combustion processes in a
single-element rocket combustor are studied numerically. Different
modeling approaches for simulating the turbulence and chemical re-
actions in the combustor flow field are compared. Simulations were
performed for hydrogen/oxygen and methane/oxygen hot firing tests
at a nominal pressure of approximately 20 bar. The applicability
of the different modeling approaches concerning the two propellant
combinations is investigated, and the findings are discussed.

In-house test data from the TUM mobile rocket combustor test
bench MoRaP is used for the validation of the numerical models.
The advantage is that the experimental results for the different fuel
types are available from the same combustor test bench (including
the same injector element) and measurement setup.

First, in section 4.1, the experimental setup of the MoRaP test
bench is described, including the measurement equipment. Then the
results from different hot firing tests are presented in section 4.2.
They are analysed and discussed in section 4.2.

Subsequently the results of the numerical investigations are pre-
sented in section 4.4. Sections 4.4.2 and 4.4.3 are dedicated to tur-
bulence modeling approaches and turbulence modeling parameters
respectively. Combustion modeling is discussed in section 4.4.5.

57
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4.1 Test Setup

The rocket combustor, which is studied here numerically, was de-
signed and experimentally investigated at the Technical University
of Munich (TUM). It is called Mobile Rocket Test Bench (Mobiler
Raketenprüfstand) (MoRaP), which is short for mobile rocket com-
bustor test bench in German. The experiments were conducted within
the research program SFB-TRR40 “Technological Foundations for the
Design of Thermally and Mechanically Highly Loaded Components
of Future Space Transportation Systems” [10].

The performed investigations are part of a larger effort to define
heat transfer characteristics and injector design criteria for rocket
engines and support the verification and validation of numerical tools
in the field of rocket combustion analysis. Details on the experimental
setup are reported by Silvestri [47]. Here only an overview of the most
important features of the experiment is given. The overview focuses
on the parts relevant to numerical simulations.

Figure 4.1 shows a CAD model of the TUM round single-element
combustor assembly, which can be installed onto the MoRaP. A mod-
ular approach was taken in the design of this combustion chamber.
The assembly is divided into an injector head, an igniter segment, a
nozzle segment, and three chamber segments.

The combustion chamber is lab-scale, with a length of 305 mm. It
has a circular cross section to simplify the flow field and enable an
axisymmetric analysis of the design. The inner diameter is 12 mm,
and the throat diameter of the convergent-divergent nozzle segment
is 7.6 mm. This leads to a contraction ratio of 2.5, a value in the
range of actual flight hardware, see table 2.2. Therefore a Mach
number representative for liquid rocket engines can be expected in-
side the chamber. With a characteristic length of the assembly of
0.75 m, the combustor is likely to have a high combustion efficiency,
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Figure 4.1: CAD model of the MoRaP round single-element com-
bustor.

see section 2.6. The chambers geometric characteristics are compiled
in table 4.1.

Table 4.1: Geometric characteristics of the MoRaP single-element
round combustor.

Combustor length [mm] 305
Combustor diameter [mm] 12
Contraction ratio [-] 2.5
Expansion ratio [-] 3.1
Characteristic length [m] 0.75

A schematic overview of the injector head design is given in fig-
ure 4.2. Fuel and oxidizer enter their respective manifolds in gaseous
form. Their mass flow rates are regulated via critically flowed ori-
fices. Porous plates are used to homogenize the injection conditions
in terms of temperature, pressure, and velocity profile. They also de-
couple the feed system from the injection system by providing a pres-
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Figure 4.2: Injector schematic of the MoRaP round single-element
combustor.

sure drop. The propellants enter the combustion chamber through a
single shear-coaxial injector element in line with the symmetry axis
of the combustor. As is typical for these injector types, the oxidizer is
injected through a central tube, called the oxidizer post. The fuel is
injected via the surrounding annulus. The oxidizer post has an inner
diameter of 4 mm and a thickness of 0.5 mm. The outer diameter
of the fuel annulus is 5 mm. In the investigated configuration, the
oxidizer post tip is flush-mounted with the faceplate. Data with dif-
ferent recess variations is available from the publication of Silvestri
et al. [92].

The combustion chamber is a heat sink design made of oxygen-
free high conductivity copper, i.e. it is capacitively cooled only. The
wall temperatures are measured using spring-loaded thermocouples
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distributed in clusters of three along the length of the chamber. In
a single cluster, the thermocouples are spaced 1, 2, and 3 mm from
the hot gas side of the combustor wall. This is done to reconstruct
the heat flux from the thermocouple readings. To accomplish this an
inverse heat transfer method developed at the TUM [93, 94, 95] is
used.
The pressure in the chamber is measured with equally spaced static

pressure transducers distributed along the wall. The data from the
transducers can give valuable information about the evolution of the
combustion and can be used for the determination of the combustion
efficiency. Due to the heat release of the combustion process, the
hot gas mixture accelerates, and the pressure in the chamber drops
in the axial direction towards the nozzle segment. The curvature of
the axial pressure profile is a direct consequence of the progress of
the combustion progress. The possibility to compare the numerically
predicted pressure evolution to the experimental one separates this
test case from other test cases found in literature [12, 96, 31], where
pressure is only measured globally in a single location.

4.2 Test Data

The test data available for selected operating points from the MoRaP
round single-element combustor hot firings is presented in the fol-
lowing section. An operating point is characterized by the nominal
combustion pressure and the oxidizer to fuel ratio (or mixture ratio)
of the propellants. The pressure and the mixture ratio are linked to
the propellant mass flow rates by the equations 2.4 and 2.3. Note
that the determination of the expected nominal combustion pressure
is discussed in section 4.3.
Table 4.2 summarizes the experimental operating conditions for

five different test cases. The temperatures of the fuel and oxidizer en-
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Figure 4.3: Measured wall temperatures for selected MoRaP round
single-element combustor test cases.

tering the combustion chamber determine the overall energy content
of the system at injection. In addition to four methane combustion
tests, a test using hydrogen as a fuel is included in the table. Mod-
eling approaches for the simulation of both propellant combinations’
performance and heat transfer characteristics are investigated in the
following sections using validation data from two selected cases of
these hot firing tests.

Figure 4.3 shows the measured wall temperatures for all thermo-
couples with a distance of 1 mm from the combustor wall. These are
used as boundary conditions for the CFD simulations involving heat
transfer. They are applied directly to the hot gas wall side, and their
values are linearly interpolated in the cylindrical part of the chamber.
In the nozzle, the temperature measurement of the nearest thermo-
couple is applied, as no reliable data was available at this location.
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Figure 4.4: Measured wall pressure for selected MoRaP round
single-element combustor test cases.

Figure 4.4 shows the wall pressure measurements of the static pres-
sure transducers along the combustor walls. In all CFD simulations,
the wall pressure is an outcome and used to validate the numerical
model. The measurements are also used to determine the nominal
combustion pressure and calculate the experiments’ combustion effi-
ciency.

Figure 4.5 shows the experimental wall heat fluxes, which have been
reconstructed from thermocouple readings by inverse heat transfer
calculations. The wall heat flux is an outcome of all CFD simula-
tions and is used to validate the numerical model. In addition, it is
employed as input in the combustion efficiency correction presented
in section 4.3. No experimental data is available for the values in the
nozzle throat.

No measurement error is given for the investigated test cases, nei-
ther for the temperature nor the pressure measurements. While the



4.2 Test Data 65

Figure 4.5: Reconstructed wall heat flux for selected MoRaP round
single-element combustor test cases.

surface temperature detection is comparatively simple, the recon-
struction of the heat flux is substantially more difficult. Suslov [97]
collected the typical measurement errors from different authors and
experiments as a function of heat flux. This relation is shown in
Figure 4.6. It can be seen that the measurement error increases
significantly with higher heat flux values. With plateau values of
approximately qw,c = 7...9 MW/m2 in the cylindrical part of the
chamber, the peak value in the throat can be estimated using a Nus-
selt correlation. As reported by Sinjarev [7] the throat heat flux
scales with the contraction ratio according to qw,th = qw,c · ε0.91

c .
Therefore, with a contraction ratio of 2.5, a peak heat flux of qw,th
= 16...20 MW/m2 can be expected. A measurement error of around
14 % is a reasonable assumption for the here presented experimental
data. The much more precise pressure measurements are assumed to
have a maximum error of 3 %. These values are taken into account



66 4 Combustor Analysis

Figure 4.6: Typical measurement error as function of the wall heat
flux (from Suslov [97]).

when comparing the experimental data to the values predicted by the
numerical simulations.

4.3 Performance Analysis

In this section, the experimental performance of the MoRaP round
single-element combustor is analyzed. This is accomplished by com-
paring the theoretical, ideal performances to the measured ones. To
analyze the theoretical performance of the combustor at the discussed
operating points, the expected pressure at the measured mass flow
rate is evaluated together with the ideal characteristic velocity of the
system. The values are compared to the values measured in the hot-
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firing test. The combustion efficiency is then calculated according to
equation 2.6.
The ideal values for characteristic velocity and chamber pressure

are calculated using NASA’s Chemical Equilibrium with Applications
(CEA) code [82]. CEA calculates theoretical rocket performance pa-
rameters under the following assumptions:

• One-dimensional flow field in the combustor

• Zero velocity at the combustion chamber inlet

• Complete combustion

• Adiabatic combustion

• Isentropic expansion in the nozzle

• Homogeneous mixing

• Ideal gas law

• No temperature and no velocity lag between condensed and
gaseous species

Note that CEA does not take mass flow rates as input since most
performance parameters are mass-specific and can be scaled later. A
method, which iterates the pressure at the injection point in CEA
until equation 2.4 yields the experimentally measured mass flow rate,
was implemented to circumvent this problem.
The experimental values for characteristic velocity and chamber

pressure are calculated using the so-called simplified JANNAFmethod
according to the JANNAF Working Group [98]. This involves a sec-
ond iterative calculation with CEA. This time the pressure at the
combustion endpoint in CEA is matched to the measured pressure of
the last pressure transducer in the experiment before the nozzle.
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The calculated performance values of the experimental combustor
at the discussed operating points are summarized in table 4.3.
One of the assumptions of the calculation of theoretical rocket per-

formance in CEA is adiabatic combustion. This is a reasonable as-
sumption for large-scale rocket engines, such as launcher primary or
upper stages. In large-scale engines, the heat loss through the com-
bustor wall is only a fraction of the injected energy, as shown in
figure 4.7. It will, therefore, not significantly reduce the combustion
temperature. When dealing with substantial heat loss, however, this
assumption is no longer valid. The thermal energy lost to the wall
does not increase the chamber pressure anymore, and the combustion
efficiency decreases. Figure 4.8 shows the influence of the heat loss to
the wall on the combustion efficiency for different percentages of heat
loss. Here ∆ηc∗ is the difference in combustion efficiency comparing
adiabatic values to values including a heat loss correction. The heat
loss fraction Ξ is taken as a percentage of the reaction enthalpy of
the chemical system. For the experimental data, this is taken into
account by subtracting the integrated heat flux up to the throat from
the injection enthalpy of the propellants when calculating the ideal
characteristic velocity. This results in the non-adiabatic combustion
efficiency ηc∗,h given in table 4.3. For the investigated methane test
cases, the combustion efficiency decrease is indicated in figure 4.8.
The thermal wall losses are in the range of 16%, resulting in an effi-
ciency loss of 3.5-6% depending on the mixture ratio.

4.4 Numerical Investigation

In this section, the MoRaP round single-element combustor is inves-
tigated numerically. First, a grid convergence study is presented to
quantify the discretization error. Second, the modeling of the turbu-
lent processes is discussed. This includes the comparison of different
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Figure 4.7: Thermal budget of the HM7B thrust chamber (modified
from Suslov [97]).

Figure 4.8: Influence of the thermal losses to the wall on the com-
bustion efficiency for different mixture ratios - methane combustion.
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turbulence models as well as a sensitivity analysis on turbulence mod-
eling parameters. Third, the modeling of the combustion process is
discussed. Different combustion models are applied, and their suit-
ability concerning the used propellant combination is analyzed.

4.4.1 Grid Study

A grid convergence study was conducted to examine the dependence
of the numerical solution on the spatial resolution of the computa-
tional grid and quantify the discretization error. For this purpose,
simulations on two successively finer grids were performed. Table 4.4
compiles the critical parameters of the generated grids. The fine grid
consists of 91735 control volumes and the medium grid of 54189. The
fine grid, which is subsequently used for all combustor simulations fol-
lowing the grid study, has a maximum axial cell length of 2 mm and a
maximum radial cell length of 0.2 mm. The wall nearest cell height in
the injector is 3.33 µm in the injector and 0.33 µm in the cylindrical
part of the combustor.

Table 4.4: Key parameters of the computational grids.

Medium Fine
grid grid

Number of control volumes [-] 54189 91735
Max. axial cell length [mm] 2.5 2
Max. radial cell length [mm] 0.3 0.2

Wall nearest cell height injector [µm] 4.33 3.33
Wall nearest cell height chamber [µm] 0.43 0.33

Figure 4.9 shows a representative overview of the numerical grid
in the critical near-injector and throat region of the computational
domain. Note that the figure’s cell density was reduced to visualize
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Figure 4.9: Numerical grid for the MoRaP single-element round
combustor.

the grid’s features better. The oxidizer post and the fuel annulus are
both represented in the grid. They are both fully resolved, i.e. their
cell heights are chosen small enough to prevent the necessity to use
wall functions. This is done to get an accurate velocity profile at
the faceplate entrance to the combustor, where the oxidizer and fuel
stream begin to mix. The differing cell heights coming from the inlets
are then smoothed to have as many as possible equidistant cells in
the radial direction in the combustor’s cylindrical part.
Simulations were performed on all grids with three different numer-

ical discretization schemes with increasing order of formal accuracy.
The employed schemes were:

• 1st Order Upwind Scheme

• 2nd Order Upwind Scheme

• 3rd Order MUSCL Scheme

The numerical background of these schemes is presented in [63].
To estimate the discretization error, i.e. the difference between the

converged solution on a specific grid and the “exact” solution, the
grid convergence index (GCI) according to the procedure proposed
by Roache [99] is evaluated. The method is based on comparing
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solutions on each grid to the solution determined by Richardson ex-
trapolation [100], which is calculated as

φext =
rpφfine − φmedium

rp − 1
, (4.1)

where φext, φfine and φmedium are the extrapolated solution, the
solution on the fine grid, and the solution on the medium grid, respec-
tively. The variable r is the refinement factor, and p is the apparent
order of the method.
The integral wall heat flux over the entire combustion chamber is

used to judge the global grid convergence. Table 4.5 comprises the
simulation results on the different grids and for all applied discretiza-
tion methods together with the GCI.

Table 4.5: Estimation of the discretization error.

Grid 1st O. 2nd O. 3rd O.
m 92.9 97.1 97.1

Q̇ [kW] f 94.2 97.7 97.6
ext 98.6 98.0 97.6

GCI [%] m 24.2 4.6 3.7
f 7.8 1.1 0.7

4.4.2 Turbulence Modeling Study

The Reynolds number in the cylindrical part of the combustion cham-
ber is around 4.4 ·104...5.3 ·104 for the methane test cases and 3.8 ·104

for the hydrogen test case. The flow inside the combustor is therefore
highly turbulent. This makes using an appropriate turbulence model
necessary to accurately predict the mixing and combustion processes
driven by the turbulence in the fluid flow.
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Four different turbulence models are assessed as part of this thesis.
Two of the four include user-developed model extensions that improve
their performance. The following section presents the simulation re-
sults obtained with these models for the MoRaP round single-element
combustor and compares them to find the most suitable model. Sec-
tion 3.2 presents the theoretical background to these models.

Two of the four models belong to the k-ε family, and the other two
belong to the k-ω family. All models are two-equation models, i.e.
they include two additional transport equations to calculate the tur-
bulent viscosity µt. They all transport the turbulent kinetic energy k
as the first variable. Models of the k-ε family transport the turbulent
dissipation ε as the second variable, while models of the k-ω family
transport the specific turbulence dissipation rate ω. The first vari-
able determines the energy of the turbulence in the flow, whereas the
second variable determines the scale of the turbulence (length-scale
or time-scale).

Typically k-ε type models are said to give good predictions in the
high Reynolds number free stream and are insensitive to the assumed
free stream boundary conditions. However, special treatment is nec-
essary to achieve good performance for wall-bounded flows. Models
of the k-ω type are suitable in the low Reynolds number region near
the wall but tend to be dependent on the assumed free stream value
of ω [55].

The two models of the k-ε family used here are the low Reynolds
model by Abe et al. [64], which employs damping functions in the
wall near region to calculate the turbulent viscosity, and a stan-
dard two-layer model blending with the one-equation model by Wolf-
shtein [62]. The two models of the k-ω family are the standard model
by Wilcox [68] and the SST model by Menter [70]. The k-ω SST
model is a hybrid approach between k-ε and k-ω, which tries to miti-
gate the drawbacks of the standard approaches for both families and
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combine their advantages.

For all test cases, the models of the k-ε family show significantly
better results than the ones of the k-ω family. This is true for the pre-
diction of the experimental data as well as the convergence behavior.
In some cases, for the k-ω family models, it was challenging to arrive
at a converged solution. This made it necessary to run simulations
with low under relaxation factors. The following section presents the
simulation results for the MoRaP round single-element hydrogen test
case. The results for the methane test cases are qualitatively the
same. Therefore only an overview of the most important predictions
is given at the end of this section.

Figure 4.10 shows the temperature fields, including the stoichio-
metric isoline and the turbulent viscosity fields overlaid with stream-
lines for all four turbulence models. The flow field is qualitatively
similar, with a counter-rotating corner vortex is visible near the face-
plate. The vortex size is largely independent of the choice of the
turbulence model. The predicted flame length, indicated by the sto-
ichiometric line (i.e. an isoline indicating the location of the stoi-
chiometric mixture ratio (O/Fst,H2

= 8)) is influenced heavily by the
turbulence model. While the flame length is around 115 mm for the
models of the k-ε family, it is 260 mm for the k-ω SST model. For
the standard k-ω model, the flame front does not cross the combustor
axis inside the chamber, and the reaction zone extends through the
combustor exit. This leads to a substantial amount of oxygen leaving
the chamber unburned. The radial expansion of the flame is similar
in all cases.

The fuel and the oxidizer enter the combustion chamber in distinct
streams. This leads to a non-premixed flame. The heat release in
the combustion zone is then directly coupled to the mixing of the
propellants. Since the flow is of a high Reynolds number, turbu-
lence dominates the mixing process, and its prediction depends on
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Figure 4.10: Influence of the turbulence model on the predicted
temperature (upper half; including stoichiometric isoline) and turbu-
lent viscosity fields (lower half; including streamlines) - hydrogen test
case (O/F = 5.9).
(Plot is in non-scale division x/y = 0.2).
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the turbulence model employed.
Here the so-called “unmixedness” is used for the quantification of

the predicted mixing quality. The unmixedness is defined as

U =
Z̄ ′2

Z̄(1− Z̄)
with, (4.2)

Z̄ ′2 =

∑n
i (Z̄ − Zi)2

n
, (4.3)

where Z̄ is the cross-sectional average of the mixture fraction, Zi is
the local mixture fraction at a point i in the cross-section and Z

′
is

the variance of the local mixture fraction.
The unmixedness is a normalized quantity, which characterizes the

deviation from the fully mixed state at every cross-section of the
combustor. A value of one implies a distinct state of oxidizer and
fuel. A value of zero implies the propellants are mixed locally, i.e.
they are present at the injection mixture ratio at every point in the
cross-section.
Figure 4.11 shows the axial evolution of the unmixedness for the

investigated turbulence models. A significant discrepancy exists be-
tween the models of the k-ε family and the k-ω family. Both ε based
models predict of fully mixed state at approximately x = 150 mm.
The unmixedness drops rapidly for x < 100 mm and then asymp-
totically declines towards zero. The standard k-ω does not lead to
a fully mixed state at all, and the k-ω SST model predicts a very
late conclusion of the mixing process at approximately x = 275 mm.
Both ω based models show a more steady decline along the chamber
axis with no distinct inflection point.
The reason for the deviation between the turbulence models is

evident from the predicted turbulent viscosity fields shown in Fig-
ure 4.10. Both ε based models generate a region of high turbulence
in the first half of the chamber. In this region, fuel and oxidizer
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Figure 4.11: Influence of the turbulence model on the axial evolution
of the unmixedness - hydrogen test case (O/F = 5.9).

are mixed rapidly and combusted by the turbulent flow. The onset
of this region is shifted downstream for both ω based models. The
magnitude and extent of the high turbulent viscosity range also are
significantly lower. This causes slower and weaker mixing progress
and a lengthening of the flame front.

The choice of the turbulence model and consequently the predicted
mixing quality also directly impacts the prediction of the validation
data, i.e. the wall heat flux and the axial pressure distribution. The
influence is shown in in Figure 4.12 and Figure 4.13 respectively.
The k-ω based models underestimate the turbulent mixing in the
early shear layer, leading to a low heat release rate. This leads to an
underpredicted heat flux in the first half of the cylindrical chamber
part. Subsequently, the heat flux rises gradually to a level above the
experimental data towards the nozzle. The test data indicates the
end of combustion by the peak heat flux at around x = 120 mm
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Figure 4.12: Influence of the turbulence model on the predicted wall
heat flux - hydrogen test case (O/F = 5.9).

and the flattening of the pressure curve at the same location. The
simulations employing either of the k-ω based models quite clearly
do not predict the same qualitative trend. The k-ε based models
show a good qualitative agreement with the data from the hot firing
tests. For the low Reynolds model by Abe et al. this was achieved
by implementing the so-called Yap-correction [65], as suggested by
Riedmann [46].

Figure 4.14 shows the influence of the Yap-correction on the wall
heat flux. When the Yap-correction is employed, the low Reynolds
model by Abe et al. is in good agreement with the two-layer k-ε
model. The additional source term in the ε equation, defined in
section 3.2.2, prevents the over-prediction of turbulent kinetic energy
for the low-Reynolds model. This leads to a lower predicted turbulent
heat transfer to the combustor wall and a lower wall heat flux. There
is only a minor influence of the Yap-correction on the two-layer model.
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Figure 4.13: Influence of the turbulence model on the predicted wall
pressure - hydrogen test case (O/F = 5.9).

Due to the excellent performance in qualitatively predicting the
wall heat flux and the wall pressure distribution, the two-layer k-
ε model is used in all further calculations. It was chosen over the
low Reynolds model by Abe et al. as it showed a better convergence
behavior.

The quantitative prediction of the simulations still needs improve-
ment. However, when looking at Figures 4.12 and Figure 4.13, the
underestimation of the wall pressure by the ε based models can be at
least partly recovered when the heat flux is reduced, and the energy
currently leaving the combustor is kept in the flow to raise the pres-
sure level. This is not true for the predictions by the ω models. Here
pressure and heat flux are underestimated due to the poor prediction
of the mixing quality.

All simulations in this section have been performed using a turbu-
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Figure 4.14: Influence of the Yap-correction on the predicted wall
heat flux - hydrogen test case (O/F = 5.9).

lent Prandtl number of 0.9 and a turbulent Schmidt number of 0.6.
The influence of these parameters is investigated in the following sec-
tion.
All previous simulations shown have also been performed for the

methane test case with a mixture ratio of 2.2. The results for the
wall heat flux and the wall pressure distribution are shown in Fig-
ure 4.15 and Figure 4.16 respectively. The predictions follow the same
qualitative trend as the ones for the hydrogen case. Therefore, the
previously drawn conclusions remain.

4.4.3 Turbulence Modeling Parameter Study

As described in section 3.2, unclosed terms appear in the governing
equations of fluid flow when turbulence is modeled using a RANS
approach. These terms represent the transfer of a given quantity (e.g.
momentum, energy, or species) due to the turbulent fluctuations in
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Figure 4.15: Influence of the turbulence model on the predicted wall
heat flux - methane test case (O/F = 2.2).

Figure 4.16: Influence of the turbulence model on the predicted wall
pressure - methane test case (O/F = 2.2).
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the fluid flow. They can significantly impact the prediction of the heat
transfer and performance in a rocket combustor because turbulence
is an essential mode of transport. This is especially true normal to
the streamlines of the velocity field because the convective transport
is less dominant in this direction. The terms are closed here by a
gradient diffusion approach, which introduces a relation between the
respective transported quantity and its local gradient in the flow field.
This causes an effective mixing of the quantity resembling a diffusive
flux.

The two-layer k-ε model discussed in section 3.2.2.1 is applied to
determine the diffusion coefficient for the closure of the momentum
equation. This approach leads to two additional transport equations,
which need to be solved. Typically, for quantities other than momen-
tum, no additional transport equations are added. The assumption
is that the turbulent diffusion coefficient is similar to the one cal-
culated for the momentum. This assumption is based on the fact
that the same underlying physical process (turbulent fluctuation) is
responsible for effectively mixing all quantities. The influence of this
modeling assumption is investigated in the following section by a
sensitivity analysis varying the turbulent Prandtl and the turbulent
Schmidt number introduced in section 3.2.1.

First, the turbulent Prandtl number is varied, while the turbulent
Schmidt number is kept constant at a value of 0.6. The turbulent
Prandtl number characterizes the ratio between the turbulent trans-
port of momentum and the turbulent transport of energy. Its defini-
tion is given in equation 3.10 and repeated here for convenience:

Prt =
µtc̄p
λt

.

The turbulent Prandtl number appears in the energy balances,
equation 3.3 and equation 3.4 as part of the turbulent fluxes defined
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Figure 4.17: Influence of the turbulent Prandtl number on the pre-
dicted wall heat flux - hydrogen test case (O/F = 5.9).

by equation 3.9. From the definition of the turbulent Prandtl num-
ber, the turbulent heat conductivity can be calculated. It describes
the transport of heat due to the turbulent motion of the fluid. An
increase in the turbulent Prandtl number leads to a decrease in the
turbulent heat conductivity and a lower turbulent energy transport.

Figure 4.17 shows the influence of the turbulent Prandtl number on
the predicted wall heat flux. Increasing the turbulent Prandtl number
leads to a decrease in the wall heat flux over the whole chamber. This
is because less heat is transported along the temperature gradients
normal to the wall. The peak heat flux in the cylindrical chamber
part remains in its location, but its value decreases 22.5 % when going
from a Prandtl number of 0.6 to 1.2. The lower wall heat flux means
that less energy is leaving the system. This energy is now contributing
to the pressure build-up inside the chamber. This can be observed in
the axial wall pressure distribution shown in Figure 4.18.
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Figure 4.18: Influence of the turbulent Prandtl number on the pre-
dicted wall pressure - hydrogen test case (O/F = 5.9).

Since less energy is leaving the system, the average temperature in
the combustor rises. This has no significant impact on the flow field,
however. The flame length is unaffected by the turbulent Prandtl
number. This can be observed in the temperature plots in Fig-
ure 4.19. The flame length is represented in the plot by an isoline of
the mean mixture fraction at the stoichiometric value.
Now the turbulent Schmidt number is varied, while the turbulent

Prandtl number is kept constant at a value of 0.9. The turbulent
Schmidt number characterizes the ratio between the turbulent trans-
port of momentum and the turbulent transport of species. Its defini-
tion is given in equation 3.12 and repeated here for convenience:

Sct =
µt
ρ̄D̄k

.

The turbulent Schmidt number appears in the species conservation
equation 3.5 and mixture fraction conservation equation 3.6 as part of
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Figure 4.19: Influence of the turbulent Prandtl number on the tem-
perature field and the flame length - hydrogen test case (O/F = 5.9).

the turbulent fluxes defined by equation 3.11. From the definition of
the turbulent Schmidt number, the turbulent species diffusivity can
be calculated. In the same way, as the turbulent heat conductivity
describes the turbulent heat transfer, the turbulent species diffusivity
describes the transport of species due to the turbulent motion of
the fluid. An increase in the turbulent Schmidt number leads to a
decrease in the turbulent species diffusivity and a lower turbulent
species transport.

Figure 4.20 shows the influence of the turbulent Schmidt number
on the predicted wall heat flux. Increasing the turbulent Schmidt
number moves the peak heat flux downstream. The peak as well
as the integrated heat flux decrease. The peak is about 18 % lower
when going from a value of Sct = 0.6 to 1.2. After the mixing process
is completed towards the end of the chamber’s cylindrical part, no
significant impact of the turbulent Schmidt number can be observed.
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Figure 4.20: Influence of the turbulent Schmidt number on the pre-
dicted wall heat flux - hydrogen test case (O/F = 5.9).

Similar to the behavior for turbulent Prandtl number increase, the
decrease of the turbulent Schmidt number leads to a higher loss of
energy to the wall. This energy is now not contributing to the pres-
sure build-up. This is shown in Figure 4.21. However, the Schmidt
number also affects the curvature of the axial pressure distribution.
Higher values lead to a more gradual decrease in pressure, as heat is
released more slowly in the flame due to a lower transport rate of the
propellants to the reaction zone.

In Figure 4.22 the unmixedness is plotted along the length of the
combustion chamber. Here the enhanced mixing effect due to lower-
ing the turbulent Schmidt number can be seen directly. A homoge-
neous propellant mixture ratio state is reached significantly earlier in
the combustor. Note that when the unmixedness tends towards zero,
the mixture ratio tends towards its injection value at each point of a
cross section.
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Figure 4.21: Influence of the turbulent Schmidt number on the pre-
dicted wall pressure - hydrogen test case (O/F = 5.9).

Figure 4.22: Influence of the turbulent Schmidt number on the un-
mixedness - hydrogen test case (O/F = 5.9).
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Figure 4.23: Influence of the turbulent Schmidt number on the tem-
perature field and the flame length - hydrogen test case (O/F = 5.9).

This faster mixing process also impacts the flame length and the
average temperature in the combustor. Figure 4.23 shows the temper-
ature field inside the chamber. The average temperature is indicated
in the plot. The higher the turbulent Schmidt number is, the lower
is the average temperature. The flame length is again indicated by
the stoichiometric line of the mixture fraction crossing the combustor
axis. The flame is significantly longer for higher turbulent Schmidt
numbers, and the cold oxidizer stream extends farther into the cham-
ber.

Variations of the turbulent Prandtl number and the turbulent Schmidt
number, here presented for the hydrogen test case, have the same
principle impact on the methane cases. They are therefore not shown
here in their entirety. Results for a subset of these variations are
shown in the next section.
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4.4.4 Turbulence Modeling Conclusion

Four different turbulence models were investigated as part of this
thesis. A comparison shows models belonging to the k-ε-family are
better suited than the models of the k-ω-family for the MoRaP round
single-element test case. Both employed k-ω models underpredict the
mixing process and heat release in the combustion zone. This leads to
an underprediction of the pressure build-up in the combustor. Both
the wall pressure distribution and the wall heat flux show a qualitative
trend that differs from the experimental results.

When employing the so-called Yap-correction, both investigated k-
ε models yield almost identical results. They show a good qualitative
agreement with the experimental data. The quantitative agreement is
influenced by varying the turbulent modeling parameters for heat and
species fluxes from the default values. The two-layer version of the
k-ε models is used for all simulations following the model comparison
as it showed a superior convergence behavior.

The variation of the turbulent modeling parameters Prt and Sct

show the expected results. A higher turbulent Prandtl number yields
a lower wall heat flux throughout the chamber without having a sig-
nificant impact on the flame length or mixing quality. As more energy
is kept in the chamber, the pressure rises. A lower turbulent Schmidt
number enhances the mixing process and produces a shorter flame.
This influences the qualitative behavior of the predicted validation
quantities. The peak heat flux increases and moves upstream, and
the pressure drops consequently.

For the hydrogen combustion test case values of Prt = 1.2 and
Sct = 1.2 yield a reasonable prediction of the validation data. The
qualitative behavior is well captured. The heat flux test data is
matched well throughout the chamber; see Figure 4.21. The wall
pressure is slightly lower than the experimental data (roughly 5 %);
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Figure 4.24: Predicted wall heat flux for different turbulent param-
eter settings - methane test case (O/F = 2.2).

see Figure 4.21.

No parameter set was found for the methane combustion test case,
which gives a satisfying prediction of the experimental data. There
is still a significant overestimation of the wall heat flux in the cylin-
drical part of the combustor when using the same numbers that were
set for the hydrogen case, see Figure 4.24. In addition, due to the
high turbulent Schmidt number, the qualitative trend of the pressure
distribution is changed and differs from the one observed in the test,
see Figure 4.25. The base setup of Prt = 0.9 and Sct = 0.6 yields a
much too high wall heat flux. The reason for this overprediction is
the assumption of equilibrium chemistry in the cooled boundary layer
of the combustion chamber. Combustion models that can mitigate
this effect are investigated in the following section.
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Figure 4.25: Predicted wall pressure for different turbulent param-
eter settings - methane test case (O/F = 2.2).

4.4.5 Combustion Modeling Study

An appropriate combustion model is necessary to accurately predict
the performance and heat transfer characteristics of a given rocket
combustor setup. The combustion model must simulate the turbulent
reactions and the heat release in the flame zone as well as the post-
flame recombination reactions in the strongly cooled boundary layer.

Three different combustion models were assessed as part of this
thesis. Two of the three include user-developed model extensions
to improve their performance. One was developed specifically for
the application to the rocket combustor under investigation in this
thesis. The following section presents and compares the simulation
results obtained with these models to find the most suitable one for
the MoRaP round single-element test case. Section 3.3 presents the
theoretical background to these models.

Figure 4.26 shows the predicted temperature and mixture fraction
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fields obtained with the three different combustion models. The tem-
perature fields have superimposed the isoline of the stoichiometric
oxidizer to fuel ratio (O/Fst,CH4

= 4). The mixture fraction fields
have superimposed the streamlines of the velocity fields. Starting
from the reference simulation with the equilibrium chemistry model
(ECM; Figure 4.26 top) the combustion model was changed, once
to finite rate chemistry (FRC; Figure 4.26 middle) and once to the
perfectly stirred reactor model (PSRM; Figure 4.26 bottom). All
simulations were performed with a turbulent number of Prt = 0.9

and a turbulent Schmidt number of Sct = 0.6 and the two-layer k-ε
model.

The flow field, indicated by the streamlines and the mixture frac-
tion distribution, is qualitatively similar for all three simulations.
The corner vortex in the injector near region is of approximately the
same extent. The temperature field and the flame length, indicated
by the stoichiometric isoline, are also similar. The flame front shows
a comparable width in all simulations and reaches about 180 mm into
the combustion chamber, where the stoichiometric isoline crosses the
combustor axis.

It should be noted that the isoline of the stoichiometric oxidizer
to fuel ratio can be directly extracted from the mixture fraction field
through the following relation:

O

F
=

1

1 + Z
. (4.4)

The mixture fraction is transported in quantity and directly available
from the solver for the two tabulated chemistry models. For the finite
rate chemistry simulations, the mixture fraction field is determined
in a post-processing step based on the elemental mass fraction of the
hydrogen atom and normalized by its values at the inlets. It is then
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calculated as:
Z =

ZH − ZH,Ox
ZH,Fu − ZH,Ox

, (4.5)

where ZH is the local elemental mass fraction of atomic hydrogen and
ZH,Fu and ZH,Ox are the respective values at the fuel and oxidizer
inlets.

A more quantitative evaluation is achieved by comparing the in-
fluence of the combustion models on the radial profiles of the tem-
perature as well as mass fractions of H2O, CO2 and CO at three
different positions along the combustor axis. Markers indicate the
values in the wall nearest cell for better visualization. The first po-
sition lies 50 mm from the faceplate into the combustor. Here the
oxygen core injected through the single-element centered on the com-
bustor axis is still clearly visible. At the second position, 150 mm into
the combustion chamber, the oxygen core has already reacted with
the surrounding gaseous methane fuel. The stoichiometric isoline has
not yet crossed the combustor axis, however. The third location is
located 250 mm into the chamber, just before the nozzle section. It
lies shortly behind the flame front. The three positions are marked
in Figure 4.26 by dashed white lines for orientation.

Figure 4.27 shows the radial profiles at the first axial evaluation
position. All combustion models show a similar qualitative and quan-
titative behavior of the temperature profile (Figure 4.27a) from the
core flow towards the combustor wall. The maximum predicted tem-
peratures are comparable, and the temperature difference in the cell
closest to the wall, which is used for the heat flux calculation, is <
7 K. The FRC model displays a slightly more gradual decrease in
temperature from the peak in the flame front to the onset of the
boundary layer. All models show a steep decrease in temperature
very close to the cool wall.

The H2Omass fraction profiles (Figure 4.27b) follow a similar trend



4.4 Numerical Investigation 95

Figure 4.26: Influence of the combustion model on the predicted
temperature (upper half; including stoichiometric isoline) and mix-
ture fraction fields (lower half; including streamlines) - methane test
case (O/F = 2.2).
(Plot is in non-scale division x/y = 0.2)
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(a) Temperature (b) H2O Mass Fraction

(c) CO2 Mass Fraction (d) CO Mass Fraction

Figure 4.27: Influence of the combustion model on the radial profiles
of the temperature and mass fractions of H2O, CO2 and CO at an
axial position of x = 50 mm - methane test case (O/F = 2.2). (Near-
est wall cell values are indicated by markers: Circle for the ECM,
square for the FRC, cross for the PSRM)
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(a) Temperature (b) H2O Mass Fraction

(c) CO2 Mass Fraction (d) CO Mass Fraction

Figure 4.28: Influence of the combustion model on the radial profiles
of the temperature and mass fractions of H2O, CO2 and CO at an
axial position of x = 150 mm - methane test case (O/F = 2.2).
(Nearest wall cell values are indicated by markers: Circle for the
ECM, square for the FRC, cross for the PSRM)
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(a) Temperature (b) H2O Mass Fraction

(c) CO2 Mass Fraction (d) CO Mass Fraction

Figure 4.29: Influence of the combustion model on the radial profiles
of the temperature and mass fractions of H2O, CO2 and CO at an
axial position of x = 250 mm - methane test case (O/F = 2.2).
(Nearest wall cell values are indicated by markers: Circle for the
ECM, square for the FRC, cross for the PSRM)
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for all combustion models from the combustor axis up until the flame
front. Both tabulated chemistry models exhibit a rapid decrease from
0.4 to approximately 0.08, close to the reaction zone. Afterward, in
the radial direction, the H2O mass fraction stays almost constant
for the PSRM model. The ECM model, in contrast to both the
other models, predicts a recombination reaction that produces H2O
in the boundary layer and thereby increases the mass fraction by
roughly 4%. The FRC model predicts a gradual decrease in H2O
concentration from the flame front to the wall, including the near-
wall region.

The CO2 mass fraction profiles (Figure 4.27c) also follow a similar
trend towards the flame front as well as close to the reaction zone.
While the FRC model predicts a strict decrease of CO2 in radial di-
rection after its peaks value, both tabulated chemistry models show
recombination outside the flame. This recombination leads to a sub-
stantial decrease in the concentration of CO, where the ECM model
predicts no presence of CO in the near-wall region of the combustor.
The PSRM also predicts a substantial decrease in CO. However, be-
cause of the lower peak value predicted when using FRC, both PSRM
and FRC predict a CO value of approximately 18% at the wall.

The radial profiles at the second and third axial evaluation position
are shown in Figure 4.28 and Figure 4.28 respectively. The qualita-
tive and quantitative behavior at both locations is very similar (with
some exceptions in the CO and CO2 mass fractions), but it differs
depending on the combustion model employed.

The temperature profile (Figure 4.28a and Figure 4.29a) still looks
similar between the different modeling approaches. However, the
temperature difference between the FRC model and the PSRM model
compared to the ECM model is up to 37 K in the wall region.

The recombination of H2O is now strongly noticeable in the mass
fraction profiles (Figure 4.28b and Figure 4.29b) for the ECM model.
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An increase of up to 18% is predicted. Neither the FRC model nor
the PSRM model predicts recombination of H2O. The PSRM predicts
the lowest amount of H2O in the wall nearest cell, followed by the
FRC model.

The most significant difference between the combustion models is
noticeable between the mass fraction profiles of CO2 and CO. The
differences are mainly restricted to a zone of up to 1 mm distance
from the combustor wall. The CO2 and CO profiles predicted by the
ECM model show an opposing trend. The mass fraction of CO is
reduced from 60% to zero, and the carbon atoms are present as CO2

mainly, causing the CO2 concentration to increase significantly. This
behavior is not predicted by the FRC and the PSRM model at the
150 mm axial location. It is also not predicted by the FRC at the
250 mm location. However, it is present here using the PSRM model,
but extent of the recombination is much less than in the ECM model.
Both the FRC and the PRSM model predict residual amounts of CO
in the near-wall region.

The differing predictions by the investigated combustion models
in the radial temperature profiles and combustion gas composition
directly impact the integral quantities used here for model validation
and used in general as design parameters for liquid rocket engines.
The results produced by the three combustion models for the wall
heat flux distribution are shown in Figure 4.30 together with the
experimental data reconstructed from thermocouple readings of the
hot firing test.

In the early parts of the combustion chamber, within 50 mm from
the injector face, all combustion models underestimate the experi-
mental heat flux. In the experiment, the heat flux rises gradually
after x=50 mm until a plateau is reached around 200 mm into the
chamber. Both the FRC model and the PSRM model give a good
prediction of this behavior. The simulation results agree with the
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experimental data within the experimental error for most of the eval-
uation points. The values at the plateau are slightly overestimated by
the PSRM model, while they are still within the measurement error
for the FRC model.

The most significant difference is in the predictions of the heat
flux rise and plateau value between the FRC and the PSRM model
compared to the ECM model. The use of the ECM model results in a
significant overestimation of the reconstructed experimental heat flux
values. This is a direct consequence of the assumption of chemical
equilibrium in the cooled boundary layer. As is visible in the radial
profiles of the temperature and mass fractions, there are significant
recombination reactions predicted in equilibrium. These result in the
formation of H2O and CO2 as well as the destruction of CO. The
reactions are associated with a heat release near the combustor wall,
directly increasing the near-wall temperature and the wall heat flux.

Looking at the oxidation of CO, as discussed by Wang [101], the
chemical reaction steps involved in the conversion of CO to CO2 may
be written as

CO + O2 → CO2 + O• (chain initiation)

CO + O • + M → CO2 + M (chain termination)

for the dry oxidation of CO. If H2O is present the following sequence
of reaction steps applies

CO + O2 → CO2 + O• (chain initiation)

O • + H2O → OH • + OH•

CO + OH• → CO2 + H• (chain propagation)

H • + O2 → O • + OH • . (chain branching)
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Figure 4.30: Influence of the combustion model on the predicted
wall heat flux - methane test case (O/F = 2.2).

If H2 is present in the combustion gas the reactions

O • + H2 → OH • + H• (chain branching)

OH • + H2 → H2O + H• (chain propagation)

will further facilitate the conversion process.
These reaction steps show that free radicals (e.g. O•, H•, OH•) for

chain branching and propagation are critical for continuing oxidation
of carbon monoxide and the overall conversion rate. This is true for
dry as well as hydrogen-assisted oxidation.
The recombination process occurs in the flow field towards the wall

because of the combustion gas cooldown from the cold boundary.
As is shown in Figure 4.31 the free radicals vanish entirely before
the onset of the wall-flow boundary layer. The strong recombination
reactions displayed by the ECM model are therefore unlikely to occur
and are not predicted by the two other models, which incorporate
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chemical kinetics.

Figure 4.32 shows the predicted wall pressure distribution in the
axial direction for all three investigated combustion models in com-
parison with the experimental data gained from the pressure trans-
ducers during the hot firing test. All simulations display an excellent
qualitative agreement with the test data. A slight pressure drop is
observable in the upstream part of the combustor near the faceplate.
This pressure drop is due to the presence of the recirculation zone
in this region (see Figure 4.26). The stagnation point, indicated by
the maximum wall pressure value, occurs between the first and the
second measurement location in the chamber. Afterward, the fluid
flow accelerates due to the expansion caused by the heat release in
the combustion process.

Consequently, the pressure drops and gradually flattens out to-
wards the downstream region of the cylindrical part of the combus-
tor. The pressure drop shows a distinct concave shape. The almost
flat pressure profile is an indication that the end of combustion has
occurred. A further decrease in pressure is only due to wall heat
losses.

The overall pressure drop from the second to the last measurement
location is between 1 to 1.2 bar. This equals 5.5 to 6.2 % of the
peak pressure, while the experimental data shows a drop of 1 bar,
equalling 5.3 % of the peak pressure. However, the overall pressure
level predicted by the ECM model is significantly lower than the val-
ues observed in the hot firing test. In contrast, the values predicted
by the FRC model and the PSRM model are in good quantitative
agreement. There are two main reasons for the underestimation by
the ECM model. First, the significant overestimation of the wall heat
flux, shown in Figure 4.30, leads to an energy loss in the system. The
lost energy does not contribute to the pressure rise any longer. The
second reason, partially linked to the first one, is the lower average
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(a) O Mass Fraction

(b) H Mass Fraction (c) OH Mass Fraction

Figure 4.31: Influence of the combustion model on the radial profiles
of the free radical mass fractions of O, H and OH at an axial position
of x = 250 mm. (Nearest wall cell values are indicated by markers:
Circle for the ECM, square for the FRC, cross for the PSRM)
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Figure 4.32: Influence of the combustion model on the predicted
wall pressure - methane test case (O/F = 2.2).

bulk temperature of the hot gas in the ECM model simulation shown
in Figure 4.26. It is 2009 K, 2153 K, and 2070 K for the ECM,
the FRC, and the PSRM model. Figure 4.33 shows the mean tem-
perature in the axial direction and averaged over the cross-section.
The models agree in their prediction to about 120 mm into the com-
bustion chamber. Afterward, the profiles predicted by the FRC and
the PSRM model rise to a similar plateau but in a differing slope.
However, the use of the ECM model results in a lower plateau value,
which directly impacts the overall pressure level.

Table 4.6 lists the predicted combustion efficiencies for all three
combustion models as well as the efficiency from the hot firing test.
The difference between the experimental value and the FRC and
PSRM model values is less than 1 % when comparing the results
for the adiabatic combustion efficiencies ηc∗ . The result from the
ECM model simulation deviates by more than 5 %. Note that it can
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Figure 4.33: Influence of the combustion model on the mean temper-
ature in axial direction and averaged over the cross-section - methane
test case (O/F = 2.2).

not be determined from the adiabatic combustion efficiency whether
the cause of the underprediction is incomplete mixing or increased
wall heat loss. Therefore it is unclear if the performance of the com-
bustor can be increased by a redesign of the injector, which is the
main driver for the mixing quality. When comparing the results for
the enthalpy corrected combustion efficiencies ηc∗,h, the difference
between the experimental values and the predicted values is smaller
than 1 % for all combustion models. Therefore the lower value using
the ECM model in the adiabatic case results from the higher wall
heat flux. From the enthalpy corrected combustion efficiencies, the
simulations predict the mixing efficiency of the injector quite well,
independent of the combustion model. This study shows that the
adiabatic combustion efficiency is not well suited for analyzing test
cases with substantial heat loss through the combustor wall. When
using the enthalpy correction introduced in section 4.3, the combus-
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tion efficiency can be reduced to a quantity that is mainly related to
the mixing quality produced by the injector. This makes it possible
to conclude on the necessity of injector design improvements.

Table 4.6: Predicted and experimental combustion efficiencies.

ηc∗ ηc∗,h
[%] [%]

TRC-1-2-22-30-10 92.8 98.7
ECM 87.0 98.2
FRC 92.1 98.5
PSRM 92.2 98.0

4.4.6 Combustion Modeling Conclusion

Three different combustion models were investigated as part of this
thesis. The results show that while the model based on chemical equi-
librium yields good results for hydrogen/oxygen combustion in con-
junction with the previously described turbulence modeling settings,
it significantly overpredicts the wall heat flux in the methane/oxygen
test case. This, in turn, leads to a pressure level below the one
observed in the experiment. This overprediction is due to strong re-
combination reactions in close vicinity to the combustor walls, which
do not occur when including chemical kinetics using a finite rate
chemistry model. The finite rate chemistry model is highly com-
putationally expensive and does not lend itself to quick turnaround
design and optimization work. Therefore, the insight gained from
the high fidelity model was used to develop a tabulated chemistry
model that includes chemical kinetic effects. The model is based on
a perfectly stirred reactor. The model can improve the predictions
for methane/oxygen combustion and gives results with reasonable ac-
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curacy compared to the validation data. For hydrogen/oxygen, the
model yields within a good accuracy the same results as the chemical
equilibrium model (not shown here).



5 Conclusion

The present thesis deals with the numerical modeling and analysis
of the fluid flow and combustion in liquid rocket engines to predict
performance and heat transfer characteristics. Advanced numerical
design tools have an increasing share in the development process over
experimental work. They provide additional resources to gain insight
into the complex physical phenomena prevailing in a rocket thrust
chamber and help exploit and minimize design margins. Nevertheless,
all tools need to be validated against experimental test campaigns to
increase the confidence in their numerical predictions.
In the present work, the experimental data from a lab-scale sin-

gle shear-coax element rocket combustor is evaluated and used as a
validation benchmark for developing a numerical model. Pressure
and heat flux measurements are available from hot firing tests using
hydrogen/oxygen and methane/oxygen as a propellant combination.
The numerical model is based on Computational Fluid Dynamics
(CFD) as this promises an improved transferability to new design
concepts in comparison to the legacy methods based on empirical
Nusselt-type correlations.
The literature review shows that the main drivers for an accurate

prediction of performance and heat transfer characteristics are tur-
bulence and combustion modeling and the determination of thermo-
dynamic and transport properties. All these aspects are addressed.
Two critical requirements in the development of the presented model
were the time frame to deliver results and the robustness of the ap-
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proach. For this reason, a RANS approach was used for turbulence
modeling over much more computational expensive LES methods.
Different turbulence models were assessed to find the most suitable
one for the combustor configuration at hand. The investigations show
that models of the k-ε family give better predictions of the mixing
progress driven by the shear-coax injection element than models of
the k-ω family, which show high unmixedness that leads to a qual-
itatively different wall pressure distribution from the experimental
data. In addition, the sensitivity of the numerical results to the tur-
bulent modeling parameters Prt and Sct was analyzed. As expected
from the literature review, these parameters significantly influence
wall pressure and wall heat flux. For the hydrogen/oxygen test case,
finding a parameter setting that gives good agreement with the exper-
imental data using an equilibrium chemistry model using reasonable
turbulence parameter values was possible. In contrast, this was not
accomplished for the methane/oxygen test case due to a significant
overprediction of the wall heat flux.

The cause of this overprediction lies in the fact that the validity of
the chemical equilibrium assumption no longer holds in the strongly
cooled boundary layer for methane/oxygen combustion due to the
comparatively large chemical time scales of the recombination reac-
tions. This phenomenon was investigated using a finite rate chemistry
model, including chemical kinetics. The results show that assuming
equilibrium chemistry produces high concentrations of H2O and CO2

in close vicinity to the combustor wall. Here H2 & OH are recom-
bined to H & H2O and CO & OH to CO2 & H2O. This recombination
is associated with a heat release. The reactions do not appear when
employing a chemical kinetic scheme. In that case, the hot gas com-
position practically freezes as soon as the radical concentration drops
below a certain threshold. A tabulated method was developed to
capture the same principle physical effect by using the detailed fi-
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nite rate chemistry knowledge without the additional computational
expense and fragility of the fully resolved simulation. The method
is based on a perfectly stirred reactor model and takes advantage of
the fact that the large time scale reactions are the main driver in
the recombination process. The model was validated using the avail-
able test data. The simulations show a big improvement compared
to the equilibrium chemistry model while keeping the same efficiency
of the tabulated approach as no additional dimensions are added to
the chemistry table. The predictions are now in line with the exper-
imental data and can be produced on a typical workstation within
hours rather than days (for the full finite rate chemistry model).
Additional validation cases need to be investigated going forward

to increase the confidence in the predictive capabilities of the devel-
oped numerical model. This could mean the simulation of additional
operating points and different rocket combustor configurations. As
an outlook for this work, potential model extensions include the use of
additional transport equations for the determination of the turbulent
heat conductivity and mass diffusivity or even a switch to LES for
turbulence modeling. This would negate the need to use a fixed num-
ber for the turbulent modeling parameters Prt and Sct. Additionally,
the combustion model can be extended by an additional time-scale
dimension, which takes into account mid-term recombination effects
in addition to the long-term effects. These model extensions could
further increase the accuracy of the predictions and capture addi-
tional physical effects potentially prevalent in different applications.
This would further increase the transferability of the model to new
combustor designs. However, these extensions are associated with an
increased computational expense for each simulation. Their necessity
needs to be assessed in each case if the time frame to achieve results
is limited by the development schedule.
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A Thermodynamic Property
Data

The polynomial fits of the thermodynamic property data for each
species at the ideal reference-state are shown in Figures A.1 to A.6.
The source for the reference data is indicated in the plot legend. The
sources are:

• SD: The San Diego Mechanism [102].

• Lu: Tianfeng Lu [103].

In the low temperature range the source data for the specific heat
capacity cp is extrapolated based on a C2 continuous cubic spline
interpolation of the values at neighboring grid points. In the high
temperature range linear extrapolation is used. Extrapolation of the
enthalpy h and entropy s is performed according to the following
relations:

dh = cpdT (A.1)

ds =
cp
T
dT (A.2)
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Figure A.1: Thermodynamic property fits and reference data #1.
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Figure A.2: Thermodynamic property fits and reference data #2.



132 A Thermodynamic Property Data

0 1000 2000 3000 4000 5000
3.5

4

4.5

5

5.5

6

6.5

7

7.5

8

SD

Extrapolated Values

Polynomial Fit NASA7

0 1000 2000 3000 4000 5000
4

6

8

10

12

14

16

18

SD

Extrapolated Values

Polynomial Fit NASA7

0 1000 2000 3000 4000 5000
2

4

6

8

10

12

14

16

SD

Extrapolated Values

Polynomial Fit NASA7

0 1000 2000 3000 4000 5000
-500

-400

-300

-200

-100

0

100

SD

Extrapolated Values

Polynomial Fit NASA7

0 1000 2000 3000 4000 5000
2

3

4

5

6

7

8

SD

Extrapolated Values

Polynomial Fit NASA7

0 1000 2000 3000 4000 5000
-2000

-1500

-1000

-500

0

SD

Extrapolated Values

Polynomial Fit NASA7

Figure A.3: Thermodynamic property fits and reference data #3.
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Figure A.4: Thermodynamic property fits and reference data #4.
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Figure A.5: Thermodynamic property fits and reference data #5.
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Figure A.6: Thermodynamic property fits and reference data #6.





B Transport Property Data

Table B.1: Transport Property Data.

Species Geometry1) ε/k
2)
b σ3) µ4) α5) Z

6)
rot

H2 1 38.0 2.920 0.000 0.79 280.0
O2 1 107.4 3.458 0.000 1.60 3.8
H2O 2 572.4 2.605 1.855 0.00 4.0
H 0 145.0 2.050 0.000 0.00 0.0
O 0 80.0 2.750 0.000 0.00 0.0
OH 1 80.0 2.750 0.000 0.00 0.0
HO2 2 107.4 3.458 0.000 0.00 1.0
CH4 2 141.4 3.746 0.000 2.60 13.0
CO2 1 244.0 3.763 0.000 2.65 2.1
CO 1 98.1 3.650 0.000 1.95 1.8
CH3 1 144.0 3.800 0.000 0.00 0.0
CH2 1 144.0 3.800 0.000 0.00 0.0
CH2(s) 1 144.0 3.800 0.000 0.00 0.0
HCO 2 498.0 3.590 0.000 0.00 0.0
CH2O 2 498.0 3.590 0.000 0.00 2.0
CH2OH 2 417.0 3.690 1.700 0.00 2.0

1) An integer with value 0, 1, or 2 indicating monatomic, linear, or
non-linear molecular geometry.

2) The Lennard-Jones potential well depth ε/kb in Kelvin.

3) The Lennard-Jones collision diameter σ in Angstrom.
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4) The dipole moment µ in Debye.

5) The polarizability α in Angstrom.

6) The rotational relaxation collision number Zrot at 298 K.


