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Abstract

A central goal of bottom-up synthetic biology is to replicate the complex phenomena that are ob-
served in biological organisms. Here, we explore the concepts of spatial organization, pattern for-
mation, and temporal synchronization by implementing cell-free gene regulatory networks in the
simplified environment of artificial cells. This work paves the way towards synthetic organisms that
can be used for technological applications or serve as minimal systems to study fundamental princi-
ples of life.

vi



Zusammenfassung

Ein zentrales Ziel der Bottom-up Synthetischen Biologie ist die Replikation komplexer Phdnomene
von biologischen Organismen. Hier untersuchen wir Konzepte wie rdumliche Organisation, Muster-
bildung und zeitliche Synchronisation mithilfe zellfreier Genregulationsnetzwerke in der verein-
fachten Umgebung kiinstlicher Zellen. Diese Arbeit ebnet den Weg fiir den Einsatz synthetischer
Organismen in technischen Anwendungen, oder als minimale Systeme fiir das Studium fundamen-
taler Prinzipien des Lebens.
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Introduction

Biological organisms are self-sustaining complex systems that self-organize according to a genetic
program encoded in their DNA. This molecular blueprint has been optimized through billions of
years of evolution in the earth’s environment to exhibit fascinating capabilities such as cognition,
communication, or efficient chemical synthesis. These processes can be classified as self-organization
phenomena that describe the (spontaneous) generation of order, emerging from internal interactions
between the system’s components. From a statistical physics point-of-view, self-organizing systems,
while not requiring an external operator, have to obey the 2™ law of thermodynamics, which im-
plies that organisms are open systems that generate local order by consuming energy and producing

entropy [1].

In contrast, complex man-made technologies are often a product of large organizations, careful de-
sign by engineers, and assembly of precision manufactured parts. Realizing these differences, it is
natural to ask whether we can rationally engineer self-organizing systems to open a variety of exciting
opportunities for technological applications. For instance, this could enable the creation of functional
materials, or even ‘synthetic organisms’ at scales ranging from kilometers down to nanometers. In
analogy to plants, synthetic organisms could for instance be grown inexpensively from seed, con-
suming only water, CO,, and sunlight. The life cycle of synthetic organisms would be intrinsically
circular, self-sustainable and not generate permanent waste. Most importantly, however, synthetic
organisms may to some degree be able to heal themselves, eliminating the need for frequent main-
tenance and repairs, in contrast to many man-made machines such as Olympus microscopes.

The design of self-organization phenomena is a major challenge of synthetic biology, which seeks to
identify and refine design processes to engineer systems of similar complexity as the natural exam-
ples that emerged through evolution. Even simple, single-cellular organisms like bacteria regulate
their behavior with complex gene regulatory networks (GRNs) that may involve thousands of genes,
nonlinearity, and feedback and are hence intrinsically difficult to understand. How genes interact in
complex GRNs on an abstract level is studied by systems biology [2]. A central approach is to treat
GRNs as a network graph and identify basic features such as network motifs based on graph the-
ory [2-4]. Systems biology builds on a rich foundation of knowledge of the sequence and function
of genes that was obtained by molecular biologists using a complementary reductionist approach.

The disciplines of molecular, systems, and synthetic biology approach complexity from several per-
spectives. First, a system with many components may be described by systems level principles that
emerge from interactions between its components [5]. Second, there are relatively simple systems
that create complicated emergent behavior as described by nonlinear dynamics and chaos theory [6].
Third, synthetic biologists follow a constructionist approach to build increasingly complex systems
from the bottom-up [7]. Together, these approaches may lead to a comprehensive understanding of
biological as well as synthetic organisms.



2 Introduction

The first demonstrations of synthetic biology were the implementation of simple sub-systems like
memory [8], communication [9], and oscillation [10] into existing living cells. These works showed
that rational design and engineering could be used to manipulate and expand the functionality of
the complex GRNs in biological organisms. Since its origins, the ability to design synthetic genetic
circuits rapidly expanded through the adoption of traditional engineering principles like modularity,
standardization of parts, parameter tuning, computer-aided design, and rapid prototyping, combined
with an expanding toolkit of gene synthesis, sequencing, and manipulation techniques like PCR and
CRISPR [11, 12]. This development enabled to engineer the behavior of whole systems of bacteria
to generate patterns [13], oscillate in synchrony [14], or communicate between compartmentalized
colonies [15].

Besides the engineering of novel behavior in existing biological cells, one major branch of synthetic
biology is the creation of artificial cells. Artificial cells are cell-sized compartments that mimic some
aspects of natural cells and are constructed in a bottom-up approach [16]. While one motivation is
to create the basic building block of a self-replicating synthetic life form, e.g. to find the minimum
requirements for life [17, 18], artificial cells can also provide a simplified environment that facilitates
the engineering of cellular functions in the absence of a complex genetic background. In some cases,
this approach may even generate insight, raise new questions, or confirm concepts about biological
systems [19].

One common approach to generate artificial cells is to compartmentalize the transcription-translation
machinery extracted from natural cells. The compartments, for instance vesicles, are then able to
express proteins such as green fluorescent protein (GFP) [20]. While, as stated somewhat ironically
by Luisi, Ferri, and Stano [18] in 2006: “[...] after having produced GFB none of the systems [...]
has been found capable of reproducing itself and giving rise to a chain of multiplying GFP-producing
systems,” there are now promising efforts to utilize the original transcription-translation machinery
to regenerate some of its components [21]. Compartmentalized cell extract may hence indeed be a
potential starting point for synthetic organisms.

In lieu of a truly self-sufficient artificial cell, it is still possible to explore aspects of self-organization
either by utilizing the finite energy resources in a closed reaction or by continuously supplying the
reactions with fresh machinery. For example, such artificial cells have been used to implement oscilla-
tions [22, 23], bistability [24], and communication [25, 26], as well as systems level phenomena like
pattern formation [27], synchronized oscillations [28], and multi-cellular spatial organization [29].
From here, one goal is to gradually increase the complexity of the GRNs in the simplified environment
of the artificial cells.

Synthetic biologists have suggested and developed a variety of methods and design principles to
realize more complex synthetic GRNs. For example, computer-aided design combined with large
parts libraries enables the automated design of large logic networks [30]. Spatial organization can
be used to create a modular hierarchy to minimize undesired side reactions and cross-talk [31]. The
design of pattern forming GRNs can be based on simple core-motifs and regulatory mechanisms [32],
whereas established design principles for genetic oscillators are negative feedback, time delay, and
non-linearity [33]. In most cases, reaction turnover and energy supply are crucial factors to keep
systems in out-of-equilibrium conditions [34]. To account for variations in environmental parameters
or manufacturing, core-motifs can be expanded towards more robust GRN topologies [35]. It is
now crucial to further optimize the design-build-test cycle by refining design principles, developing
experimental methods and molecular mechanisms, and quantifying how precisely self-organizing
synthetic systems achieve their intended function.
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In this thesis, we attempt to bridge the gap between externally assembled and self-organizing tech-
nology by exploring artificial cells controlled by cell-free GRNs. To this end, we focus on three key
aspects: spatial separation of reaction components, spatial differentiation in the presence of noise,
and temporal synchronization of a genetic oscillator. In Chapter 1 we first present the theoretical
principles and the molecular building blocks that are available to construct GRNs, communicating
artificial cells [36], and spatial differentiation. In Chapter 2 we describe the microfluidic techniques
and instruments, as well as molecular techniques that were used to implement and characterize the
experiments.

With this set of tools, we first equipped artificial cells with artificial gel-organelles that spatially or-
ganize the reaction components of a simple GRN [37] (Chapter 3). By localizing genes and mRNA
in dedicated organelles, we spatially decouple a cell-free transcription-translation reaction. Concep-
tually, this approach can aid the realization of more complex GRNs by mitigating undesired cross-
reactions and facilitating a modular design.

In Chapter 4 we then investigate the robustness of an engineered patterning process with respect
to molecular noise and manufacturing tolerances [38]. Thereto, we utilize the concept of positional
information to quantify how well a simple GRN embedded in assemblies of artificial cells can differ-
entiate those cells by interpreting a morphogen gradient. This analysis allows to pinpoint the sources
of variability in the final patterns and hence suggests routes to increase the fidelity of molecular pat-
terning processes.

Finally, we study the synchronization of an oscillating GRN with an external clock [39] (Chapter
5). To this end, we utilize a semi-continuous microfluidic ring-reactor to keep the reactions out of
equilibrium for up to 48 h. The reactor was programmed to periodically expose the genetic oscillator
to molecular inputs. Under certain conditions, periodic forcing leads to non-trivial non-linear phe-
nomena such as period doubling. Again, we suggest design principles regarding the use of molecular
oscillators as timekeepers.

We conclude by summarizing our results and highlight our key findings and technological advances.
We then identify current experimental constraints, such as energy supply and GRN design, and dis-
cuss potential routes for future developments. Finally, we discuss the perspectives and applications
of self-organizing synthetic organisms and potential implications for biological organisms.






1 Background and Theory

In order to engineer a community of artificial cells (ACs) that is capable of spatial and temporal self-
organization and differentiation, the ACs need to be able to communicate via signaling molecules,
sense environmental cues, and process the contained information to trigger an appropriate response.
This capability can be implemented using gene regulatory networks (GRNs), which play a key role
in many natural pattern formation systems, such as the gap gene network in Drosophila [40]. GRNs
were thoroughly studied by system biologists who identified the core network motifs and mechanisms
required for robust pattern formation [41-43]. Although natural systems often involve additional
regulatory motifs, synthetic biologists have successfully designed and implemented pattern forming
GRNs in natural and artificial cells based purely on core motifs [13, 27, 35, 44-47]. As described in
Section 1.1 there are several experimental platforms that provide reaction environments to imple-
ment GRNs that can sense and process multiple input signals in a quantitative and tunable manner.

The transport of signaling molecules through an ensemble of ACs is mostly mediated by diffusion and
therefore largely dependent on material properties of the ACs and their surroundings [36]. Hence,
there is a limited set of signaling molecules that can simultaneously promote communication among
a given type of ACs and be sensed and synthesized in a given reaction environment. As reviewed in
Section 1.2, the nature of the ACs also affects other aspects like energy supply and reaction turnover
that crucially affect the systems dynamics.

If engineered appropriately, the communication within a consortium of identical ACs, combined
with the signal processing by a GRN, can generate complex collective behavior. Focusing on pattern
formation, we first present the most fundamental mechanisms that guide the design of an artificial
patterning system (Section 1.3). From an engineering perspective it is furthermore interesting, to
quantify the precision of a resulting pattern and to study the complexity of a patterning system
against its robustness. Finally, a parameter optimization strategy for any given patterning system
with tunable GRN and communication parameters is presented.

1.1 Cell-free Gene Regulatory Networks

GRNs can be visualized by a network graph as shown in Figure 1.1a. A node represents a molecular
species, often a regulatory protein, an RNA, or a small molecule. The edges represent the interaction
between two nodes, which involves transcriptional as well as translational regulation. GRNs can be
implemented in a range of reaction environments such as in vitro transcription and cell-free gene
expression systems that each support different sets of reactions and regulatory mechanisms (Figure
1.1b, Section 1.1.1).



6 Cell-free Gene Regulatory Networks

a Network graph Cc Gene constructs e Transfer function

v ~t+ag
C. |—' %% ‘ \K ~n
0

N S [ E

Output

O o>t — 1T 2
b  Reaction environments  d Parts library f Input logic

%

WU oo

Figure 1.1: Gene Regulatory Networks. a) An exemplary network graph where colored circles represent
nodes, arrows indicate an activating interaction, and bar-ended lines indicate inhibitory interaction. b) GRNs
can be implemented in different reaction environments. ¢) A network graph can be translated into gene
constructs that exhibit the desired regulatory interactions. d) A parts library offers a set of promoters (arrows),
ribosome binding sites (half circles), ribo-switches (half circles with switches), terminators (T) and genes
(squarrows). Each part may have different strengths or operators to promote different regulatory interactions.
e) The input-output relation or transfer function of an individual node can often be described by Hill-type
functions. f) Nodes with multiple inputs can integrate these signals with different logic, depending on the
construct’s architecture.

Input 2

Input 1

To convert a network graph into gene constructs (Figure 1.1c) engineers can use a variety of pre-
characterized parts libraries (Figure 1.1d, Section 1.1.2). Although most regulatory mechanisms
consist of multiple reactions, the corresponding input-output relation or transfer function can often
be described by a Hill-type equation f (c;,) (Figure 1.1e, Section 1.1.2) with first-order degradation

1

——t+ayg— 906 . 1.1
T K ey F07 ot (a-D

éout = f(cin) - 5Cout =

Here, c;, and c,,, are the concentrations of input and output, respectively, a,,,, = & + ag is the
maximum expression rate, a is the minimum, or leak expression rate, K is the threshold constant, n
is the Hill coefficient describing the steepness of the regulatory interaction, and 6 is the degradation
rate.

Generally, GRNs may consist of nodes with multiple inputs or outputs. In this case, multiple input
signals can be processed with different logic (Figure 1.1f), which, as outlined in Section 1.1.3, de-
pends on the architecture of the gene constructs. Finally, the parameters a, K, and n that describe
the regulatory interactions can be fine-tuned within constraints to obtain the desired behavior. To
this end, several methods are illustrated in Section 1.1.4.
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Figure 1.2: Reaction environments. a) TMSD reactions can be used to emulate arbitrary chemical reaction
networks. (1) Input strand X binds to toehold domain 1* and (2) initiates strand displacement of output Y.
(3) Y dissociates. Reproduced from reference [48] under the PNAS open access option. b) A genelet can
be used to regulate an IVT reaction. The state of the transcription template T, is controlled by an activator
strand A;. Upon addition of input strand I;, A; is removed from the template via TMSD and transcription
is switched off. Transcription can be switched on by degradation of I; by RNase H to release A, resulting
in the production of output I,. Reproduced from reference [49] with permission of John Wiley and Sons,
© 2006. c) Simplified illustration of a transcription-translation reaction in a CFPE system. By default, PURE
uses T7 RNA polymerase (top-left), whereas TXTL uses E. coli RNA polymerase (top-right) to transcribe a DNA
template into mRNA. The ribosome (red) binds the Shine-Dalgano sequence (red) and proceeds to translate
the mRNA producing an output protein (yellow). Both reactions can be regulated by proteins or RNA as input
molecules, as detailed in Figure 1.3.

1.1.1 Reaction Environments

There are several biochemical reaction environments that are commonly used to implement in vitro
GRNs (Figure 1.2). We start by briefly introducing DNA-only, enzyme-free circuits based on toe-
hold mediated strand displacement (TMSD) [50-52], then introduce in vitro transcription (IVT)
systems [49, 53], and finally focus on cell-free protein expression (CFPE) systems, that enable
transcription-translation networks. For CFPE there are mainly two complementary approaches,
crude cell extract (often abbreviated TXTL for transcription/ translation) [54] and Protein Synthesis
Using Recombinant Elements (PURE) [55, 56].

As shown in Table 1.1 the systems differ in terms of their complexity, e.g. measured by the number of
proteins in the reaction mixture, and the capability to synthesize molecules. The form of DNA from
which the nodes are constructed affects the time and cost to implement the GRN. While DNA oligos
up to 90 bp for TMSD and some genelet circuits can be ordered from DNA synthesis companies in
a few days, cloning techniques for the construction of plasmid gene templates for TXTL reactions
can require several weeks. PCR-based techniques to produce linear gene templates can reduce the
prototyping time down to a single day [57]. While commercial kits for IVT and CFPE reactions can
come at a rather prohibitive cost, the cost per reaction drops significantly when using homemade
solutions [54, 58].

TMSD is a reaction where one strand of DNA is displaced from a duplex by a third DNA strand
initiated by a single-stranded overhang called toehold [50, 52] (Figure 1.2a). DNA strands can
be computationally designed based on thermodynamic models [66] and the TMSD reaction rate
constants can be tuned over 5 orders of magnitude by changing the length of the toehold [51]. This
allows to implement arbitrary GRNs [48], such as logic circuits [67] or neural networks [68] that
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feature a large number of components [69]. The scaling of TMSD reaction circuits suffers from side
reactions such as leaky strand displacement (SD without a toehold) which are amplified at high
concentrations. As a consequence, reactions are typically performed at low concentrations which
compromises reaction speed. Fast reactions with many components at high concentrations can be
achieved using a leakless TMSD design [70].

Expanding on this reaction framework, IVT circuits utilize RNA polymerases, such as the single-
subunit ~ 90 kDa T7 RNA polymerase, that bind to the promoter sequence of a DNA template to
transcribe RNA. Wiring of an IVT circuit requires RNA regulated transcription of RNA, which can for
instance be achieved via switchable transcription templates termed ‘genelets’ [49, 71] (Figure 1.2b).
Genelets are based on an incomplete promoter that can be completed with an activator strand to
regulate the activity of the T7 RNA polymerase. Using TMSD, the output of one genelet can be
coupled to the input of another.

This system was used to realize a transcriptional batch oscillator [53] in which degradation of RNA
is realized by RNase H, and energy is supplied in the form of stock rNTPs. This oscillator was used to
control the actuation of molecular machines [72] and later even linked to the self-assembly of pm-
sized DNA nanotubes [73]. When the oscillator components were partitioned into emulsion droplets
it was observed that periods and amplitudes varied more than naively expected [74].

To broaden the scope of IVT networks, there are a variety of alternative single-subunit phage poly-
merases that are commercially available and orthogonal to the T7 RNA polymerase, such as T3 and
SP6 RNA polymerase, as well as orthogonal T7 variants found via directed evolution [75]. As an
alternative regulation mechanism it is possible to inhibit T7 and SP6 RNA polymerase with RNA
aptamers [76].

One drawback of IVT reactions is that T7 RNA polymerase is known to produce unspecific RNA
products, e.g. by transcribing from ssDNA [77] or self-coded 3’-extension [78, 79]. This limits the
scalability of IVT networks as the side reactions can occur on the single stranded 5’ overhang of the
genelet design as well as on the activator strand, causing inhibition of the genelet. By introducing a
hairpin clamp (HPC) genelet design, this undesired side reaction can be sufficiently mitigated, so that
residual inhibitory side products could be degraded by RNaseH [80]. Interestingly, Wu et al. [81]
recently discovered a T7 RNA polymerase mutant with strongly reduced unspecific activity, which
may be used to further improve the fidelity of future IVT circuits.

CFPE systems further expand on IVT networks by adding the capability to synthesize proteins which
allows to closely mimic natural GRNs. A simplified reaction scheme is shown in Figure 1.2c. First,
RNA polymerase generates mRNA by binding to a promoter and transcribing the gene template.

Table 1.1: Comparison of reaction environments. Costs per reaction were estimated as follows: # The cost
is limited by oligo synthesis. We conservatively assume the cost of a network with 50 components with about
500 €, a yield of > 5 nmol and a final concentration of 100 nM. ® Using homemade T7 RNA polymerase and
assuming rNTPs are cost limiting (Jena Bioscience, #NU-1024L). ¢ HiScribe T7 High Yield RNA Synthesis Kit
(NEB, #E2040S). 4 [58]. ¢ PURExpress (NEB, #E6800L). f [54]. 8 myTXTL Sigma 70 Master Mix Kit (BioCat,
#507096-ARB). Conversion rate 0.86 € /$. Last updated in September 2021.

system TMSD T PURE TXTL
no. of proteins 0 1-2 36 + ribosomes [56] a 800 [59]
synthesis capability none RNA RNA, proteins, DNA [60] RNA, proteins, DNA [61], ATP [62-64], metabolites [65], small
molecules [25]
reactions TMSD TMSD, genelets T7, toehold switches transcription factors, sigma factors
DNA construction oligo synthesis oligo synthesis, PCR PCR, plasmid plasmid, PCR

cost/10 pL <0.1€¢ 01€?23€° 0.8€ 1 (9.2€ 9 025€ f (8.8€ %)
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Then, ribosomes bind the mRNA and decode the sequence into a chain of amino acids which then
folds into the mature protein. To move from IVT to CFPE the reaction mix hence has to contain the
essential translation machinery.

The PURE system (Protein synthesis using recombinant elements) consists of ribosomes and 36 in-
dividually purified proteins including translation factors, tRNAs, tRNA synthetases, kinases and py-
rophosphatase for energy regeneration, and T7 RNA polymerase [55, 56]. The PURE system is well
defined and due to the absence of nucleases is compatible with systems involving linear or single
stranded DNA.

PURE has been used for DNA self replication [60], therapeutics [82], and diagnostics [83]. Although
PURE can be used to implement GRNs, it was found that it was difficult to engineer a strong promoter
with tight repression using phage polymerases, and supplementing E. coli RNA polymerase lead to
low transcription rates [23]. Due to its minimalistic nature, PURE is often considered as an ideal
starting point for the creation of self-regenerating artificial cells [21, 84]. For applications for which
the cost of commercial kits (Table 1.1) can be prohibitive, a simplified manufacturing process with
one-pot purification of the 36 PURE proteins allows the production of homemade PURE at a more
than 10-fold reduced cost [58].

In contrast to PURE, E. coli S30 cell extract is produced by taking crude E. coli cell lysate and progres-
sively removing cell wall material and genomic DNA. As all transcription and translation machinery
is extracted in a single step, production cost is relatively low [54]. The extract contains the core
E. coli RNA polymerase, a 5 subunit, 379 kDa enzyme complex [85], ribosomes and other machinery
for translation, but also several nucleases, proteases and transcription factors that can potentially in-
terfere with a designed GRN.t Energy regeneration can be achieved via different metabolic pathways
that are conserved from the host cells [63, 64, 86].

Cell extract was used to create artificial cells [20], and to construct GRNs [22, 24, 25, 28, 29, 87—
92] based on a rich repertoire of transcription factors that regulate the E. coli RNA polymerase [93-
95], and a thorough theoretical understanding [96, 97]. Remarkably, results from cell-free circuit
prototyping have been shown to be portable to live E. coli cells, paving the road to use cell extract
as a rapid prototyping platform [89, 98]. The drawback that the nucleases contained in the cell
extract digest linear DNA products rapidly generated by PCR can be avoided by adding inhibitory
proteins GamS [57], Ku [99], or short linear DNA containing X-sites [100] to target the RecBCD
complex [101], which is the main source of degradation.

1.1.2 Gene Regulation

Depending on the reaction environment, the nodes of a synthetic GRN are constructed of DNA, RNA,
or proteins, whereas the edges represent transcriptional or translational regulation. In this section
we first give an overview of common mechanisms and components for both types of regulation and
then motivate a generic modeling framework.

Transcription can, in general, be divided into three phases: initiation, elongation and termina-
tion [104, p.341]. During the initiation phase, the RNA polymerase first binds to the promoter.
The promoter sequence for phage RNA polymerases is typically 20 bp long [105], while binding
of E. coli RNA polymerase is mediated by the o-factor sub-unit, which recognizes two ~6 bp recog-
nition boxes located -10 and -35 bp upstream of the transcription start site. The promoter sequence
determines the affinity of the RNA polymerase for the promoter and therefore promoter strength.
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Figure 1.3: Gene Regulation. a) Cartoon illustration of gene activation. The affinity of the polymerase for
its promoter increases when activator (red) is bound to an operator sequence upstream of the -10/-35 boxes
(blue). b) Example for cooperative binding of a repressor in a 2-step reaction, where the repressor first forms
a dimer with K; and then binds the promoter with K;. The form of the regulatory function depends on which
reaction is limiting. ¢) Example for transcriptional regulation in a natural system. The repressor cI, which is
involved in the regulation of the lysogenic cycle of A-phage, regulates its own production. The mechanism
involves 3 pairs of operators that are bound in a hierarchical order with increasing repressor concentration.
The formation of tetramers and octamers causes DNA loop formation. Reproduced from reference [102] under
the PNAS license, © 2011 the authors. d) Sigma factors compete for core RNA polymerase. e) A toehold switch
is an example for synthetic translational regulation. In the inactive state RBS and start codon are repressed in
a stem loop. A trigger strand can bind the toehold and and activate translation via TMSD. Reproduced from
reference [103] with permission of Elsevier, © 2014.

After binding, the polymerase proceeds to unwind the DNA helix to form the open transcription com-
plex. During the elongation phase RNA is produced by incorporating rNTPs according to the DNA
template, until the reaction is terminated, typically by a hairpin stem that induces unbinding of the
RNA polymerase.

Transcriptional regulation by external inputs can occur during all of the three phases, for instance
via transcription factors (TFs) that interfere with the binding of RNA polymerase to the promoter.
To activate or repress transcription, TFs typically bind to an ~ 20 bp long operator sequence. Well
studied examples for activators or repressors that recrute or block RNA polymerase (Figure 1.3a,b) in
natural GRNs are LuxR [106, 107], AraC [108], TetR [109], LacI [110, 111], or cI [112]. Some TFs
like LuxR can function as both activator and repressor, depending on the location of the operator site
within the promoter [113]. Some TFs can serve as molecular sensors by specifically binding to small
molecules. Upon binding, TFs alter their conformation which changes the affinity to its operator to
induce gene expression. Note, that regulation of phage RNA polymerases by protein-based TFs is
possible [114, 115], but often less effective than regulation of E. coli RNA polymerase [23].
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To construct a synthetic GRN, an engineer can either resort to TFs found in natural systems, or design
customized synthetic TFs. Synthetic TFs can be designed de novo using programmable systems
such as zinc-finger arrays [116], transcription activator-like effectors (TALEs) [117, 118], or CRISPR
interference [119-121]. These systems can be targeted to custom defined operator sequences and
come with varying size, specificity, affinity, and design difficulty. Some of these properties can be
tuned by characterizing combinatorial libraries [92]. Alternatively, synthetic TFs can be derived by
modifying existing ones. For instance, continuous evolution was used to discover a 63-amino acid
small dual activator-repressor peptide [122]. By combining natural domains for ligand binding with
synthetic DNA recognition domains it was also possible to design inducible TFs with custom defined
recognition sites [123].

How a given TF regulates a gene depends on the design of the promoter. Natural promoters can
involve a sophisticated interplay of various mechanisms. For instance, regulation of the lysogenic
cycle of phage A by the repressor cI involves multimerization, loop formation, and multiple oper-
ators with different affinities [102] (Figure 1.3c). For synthetic promoters, simpler, smaller, and
more modular designs are often preferable. For instance, operator sites can be placed upstream (dis-
tal), downstream (proximal) or between (core) the -10 and -35 boxes to construct synthetic hybrid
promoters [124]. Rules for the design of synthetic promoters that respond to multiple inputs are
discussed in Section 1.1.3.

Another factor that influences promoter occupancy are the concentrations of RNA polymerase and
DNA template themselves. For instance, single-sub-unit phage polymerases can be used analogously
to transcriptional activators [125]. Because E. coli RNA polymerase is larger, the concentration of
core polymerase is usually not altered. However, the affinity of the RNA polymerase to specific
promoters can be regulated by expressing different o factors. Sigma factors are used to respond to
different stresses by regulating the expression of several stress-response genes. For example, o”° is
the housekeeping factor [126], 032 regulates the response to heat shock [127], 028 is used to express
flagellae, i.e. control mobility [128], and o°* triggers the response to nitrogen starvation [129]. The
corresponding promoters are characterized by -10 and -35 boxes that are specific to each sigma factor.
Because the different sigma factors compete for core RNA polymerase (Figure 1.3d), they tend to
not only up-regulate their target genes, but also down-regulate others [130].

Gene expression can also be regulated on a translational level. The basal translation rate depends
largely on the 5’ untranslated region (5’ UTR), particularly on the ribosome binding site (RBS), its
distance to the start codon (AUG), and secondary structure. The RBS strength for a given gene can
be predicted based on thermodynamic models [131]. Translational regulation can for instance be
engineered using toehold switches [103] (Figure 1.3e) that respond to short single stranded RNA
or DNA inputs, or synthetic riboswitches [132-134] that respond to small inducer molecules by
exposing/ repressing the RBS. Such riboregulators can be designed de novo, can feature multi-input
logic [135], and can be used on paper-based reactions [136] to detect RNA viruses [83] or single-
nucleotide-polymorphisms (SNPs) [137].

Although transcription and translation reactions are complicated multi-step reactions that involve
hundreds of molecules, the time scale for TF binding and RNA and protein production reactions
are typically much smaller (seconds to minutes) than typical system time scales, as set, e.g., by
degradation rates (hours) [2, pp.9]. Hence, transcription and translation rates are approximately
proportional to the fraction of promoter that is bound to polymerase or ribosomes bound to the RBS,
respectively. In the following, we outline a typical modeling approach for transcriptional regulation.
While under conditions where translation rates are not limiting or regulated, treating transcription-
translation reactions as a single-step reaction may be sufficient to accurately describe the system,
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extending the model to explicitly include translational regulation follows the same principles [96,
97, 138].

To model promoter binding, we consider the simple binding reaction

X+R=—=C, 1.2)

where X denotes the free promoter, R the free RNA polymerase and C is the polymerase-promoter
complex. At steady-state conditions

dx
It =—k,xr+k_c=0, (1.3)

with the association and dissociation rates k, and k_, respectively. Lower-case x, r, and ¢ denote
the concentration of X, R and C, respectively. After rearranging and including conservation of mass
we are left with the following system of equations

k_
Kj=-—=2, (1.4)
k., c
Xo=x+c, (1.5)
ro=r+c. (1.6)

Here, x, and r, denote the total promoter and polymerase concentration, respectively, which are
typically the system variables. K; is the equilibrium dissociation constant for the binding of RNA
polymerase to its promoter. Combining these equations gives

2
x ro X
0=—+x-(1+—°——0)—xo, (1.7)
Kq Kq Kq
which solved for x yields the exact solutions
K r X K r X0 )2 X
x12=——d(1+—0——0)i—d (1+—°——°) +4-2 (1.8)
’ 2 K, K;J) 2 K; K, K,

Because x > 0, we keep only the positive solution. Because exact solutions for most regulatory
binding reactions besides this simple case are impractical, we can often approximate by assuming
that xq < ry. Here, series expansion to first order, or realizing that x, < ry implies ry ~ r and
rearranging Equation (1.4) to (1.6) gives

—= . 1.9
X0 1+r_0 ( )
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Since we were interested in the fraction of bound promoter, the transcription rate as a function of
polymerase concentration ry is

aAXglo

B 1.10
Kd + ) ( )

éout = a(xo —X) =

where a - x is the maximum transcription rate, which depends on the promoter sequence and RNA
polymerase. Note, that here K; is defined in an isolated context, however, realistic systems may
exhibit unspecific binding sites due to the genomic background [139, 140]. In this case, K; can
be replaced by a phenomenological apparent binding constant K,,,. In Section 1.1.4 we discuss a
mechanism for which we can derive an approximate equation for K, that depends on experimental
variables.

To mathematically describe gene regulation by TFs, we can in principle apply the same equilibrium
analysis as performed above for the binding of RNA polymerase. The transcription rate will be
determined by the fraction of free operator concentration. However, we need to account for the
specific mechanism, as multiple TFs may bind the same operator cooperatively. For instance, we can
consider the binding of n monomers Ry, that form a repressor R to an operator X in a multi-step
reaction

K Ky
X+nR,;=—X+R+=—=C. (1.11D)

Instead of binding directly to the promoter, the TF first forms an n-mer with dissociation rate K,
which then binds the operator with dissociation rate K. Alternatively, the reaction could start with
the binding of one monomer which then facilitates the binding of additional monomers, which would
lead to a similar result.

Following Sneppen and Zocchi [141, pp.160], the first equilibrium gives K; = % and the second is
given by Equation (1.10). Inserting r gives

X KdK1 _ Kgpp

o= n n >’
xo KgKi+ry Kgpp+rM

(1.12)

where we defined the apparent binding constant K, = (K;4K1)/". The total monomer concentra-
tion then is

ro=ry+nr+nc=ry+nr+n(xy—x). (1.13)

Inserting Equation (1.12) and K; = @ into Equation (1.13) yields (2n)th order polynomials for
which exact solutions, if they exist, tend to be lengthy and hardly intuitive. We will therefore consider
the limit cases in which one of the two reactions K; and K; dominates.
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IfK; < K11 /™ we can approximate the binding reaction by

X+nR==XR_ . (1.14)

As before, steady-state, conservation of mass, and approximating r ~ r yields

= = . (1.15)

This is the Hill function with Hill coefficient n, which is here equivalent to the number of TF monomers
n. If K11 "« K4, most TF will be in the multimerized form and the reaction resembles a simple bind-
ing reaction with n = 1. In a reaction in which neither of the limit cases applies, we therefore expect
to measure some intermediate n.

For repressors the regulatory term is proportional to the fraction of free promoter f (c;,) o< xio, while
for activators it is proportional to the fraction of occupied promoter f(c;,) o< 1— xio So far, we have
omitted that even at very high repressor or zero activator concentrations, RNA polymerase may be
able to bind the promoter and transcribe a small amount of RNA, e.g. by pushing away TFs [142].
We can account for this so-called leaky expression with a constant a that offsets the Hill curves.
In summary, most transfer functions are phenomenologically well described by Hill functions of the
form

1
f(Cin)=al+—Kn+ao , (1.16)

ch

where n > 1 for activation and n < —1 for repression.

1.1.3 Nodes with Multiple Inputs and Outputs

GRNs commonly feature nodes with multiple inputs and outputs. Multiple outputs can be con-
structed relatively easily, e.g. by transcriptionally fusing output genes into one operon that is regu-
lated by a single promoter, or by placing multiple output genes under separate promoters that are
regulated by the same input (Figure 1.4a). The latter allows to fine-tune the transfer functions for
each gene individually, so that e.g. the gene expression responds to different input levels. There
is no strict limitation on the number of outputs other than the total number of genes that can be
expressed simultaneously.

Regulation of one gene by multiple inputs, however, can be more complicated, as the chosen archi-
tecture determines how the inputs are being processed. For instance, we can either put different
input promoters in front of copies of the same gene, or put multiple promoters in front of one copy
of the gene (Figure 1.4b), to form a tandem promoter [143] (Figure 1.4c). Alternatively, multiple
operator sites can be incorporated into a single promoter to construct combinatorial promoters [124,
144] (Figure 1.4d).

How inputs are being combined is often well described by boolean logic with respect to presence
or absence of the input transcription factors. For instance, for tandem promoters (Figure 1.4c), two
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Figure 1.4: Multi-input promoter logic. While a) multiple outputs can be simply achieved by placing mul-
tiple genes under the control of the same promoter, b) there are different architectures to control one gene
by multiple inputs that lead to distinct behaviors, depending on the interaction between the inputs. ¢) A
tandem promoter consists of two individual promoters with the same direction that respond to a single TF as
input. The transfer functions of two individual promoters combine with OR logic to yield the dual-input trans-
fer function of the tandem promoter. Reproduced from reference [143] with permission of Springer Nature,
© 2010. d) A combinatorial promoter is a single promoter that is regulated by multiple transcription factors.
The positioning of the operators at three potential sites around the -10/-35 boxes (distal, core, proximal) af-
fects the promoter logic. Closely placed operator sites tend to cause steric interference between TFs resulting
a competitive interaction and more NOR-like logic, while distant operators often cause more SLOPE-like be-
havior, as defined in (e). e) Extended promoter logic scheme (left) and the logic behaviors of experimentally
characterized combinatorial promoters (right) by Cox, Surette, and Elowitz [144]. AR=activator-repressor,
RR=repressor-repressor, SIG=single-input-gate. Combinatorial promoters behave as AND-gates (NOR-gates if
repressors are defined as inputs), with potential asymmetry if the operators are of different strength, but not as
OR-gates (NAND-gates). Reproduced from reference [144] with permission of John Wiley and Sons, © 2007.
f) Extended logic scheme as in (e), but defined with repressors as inputs. In (c,e) inputs are defined as the
inducer molecules instead of transcription factors, which inverts the logic scheme compared to (f).

repressors tend to bind such that the presence of both is necessary to repress the gene (NAND logic).
In contrast, for combinatorial promoters (Figure 1.4d,e), the presence of either repressor is often
sufficient to sufficiently repress the gene (NOR logic). Note that we here have defined promoter logic
with respect to the presence of active transcription factor (Figure 1.4f), whereas in the literature
promoter logic is sometimes defined with respect to the presence inducer molecules. Hence, if the
input is a repressor, the input state has to be negated to convert between the two conventions.
Accordingly, what we define as NOR corresponds to AND, and NAND corresponds to OR.
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However, real promoters will generally deviate from the idealized boolean logic. To account for this,
Cox, Surette, and Elowitz [144] introduced an extended logic scheme for dual-input combinatorial
promoters (Figure 1.4e). Besides the ideal NAND (OR) and NOR (AND) cases and the case in which
one TF is dysfunctional and the promoter reduces to a single input gate (SIG), they consider two
intermediate cases. If the two input TFs are of similar strength, but the presence of one alone does
lead to intermediate expression levels, the logic is called SLOPE-like and the output is roughly equal
to the suM of the inputs. If the two inputs are of dissimilar strength, i.e. the presence of one leads to
intermediate expression levels, whereas the presence of the other is sufficient to trigger full activation
or repression, the logic is called ‘asymmetric’. Interestingly, the authors found that combinatorial
promoters predominantly show NOR-, SLOPE-, or asymmetric-NOR-like behavior [144] (Figure 1.4e€).
Also, many of the promoter variants tested were dysfunctional in the sense that they behaved similar
to a SIG. The behavior of a combinatorial promoter is mainly determined by the relative position and
strength of operator sites and the activity of the unregulated promoter. Repression is most effective at
the ‘core’ position, followed by ‘proximal’ and ‘distal’, whereas activation is only effective at distal. If
operator sites are distant, so that TFs can bind independently, promoters tend to behave SLOPE-like,
whereas spatial proximity between operator sites produces more NOR-like (AND-like) logic [144].
The behavior can be fine tuned, by changing the promoter and operator strengths [145].

In some cases we are not interested in a digital response, but rather like to exploit the continuity
of regulatory functions, for instance to analogically compute sums and logarithms [146]. To give
a more detailed description of the input-output relation we can find a multi-dimensional version of
the Hill-function, as shown for the 2-dimensional case in (Figure 1.4c). If the gene i is regulated
by j =1,...,N individual promoters, the N-dimensional regulatory function is simply the sum of the
individual Hill-functions

N m;;
o @4 /K™
Files ) _z 1+ (cj/Ki)" (1.17)

Here, m;; = n;; > 0 for activators, m;; = 0, n;; > 0 for repressors. If the inputs act on the same
promoter non-competitively, the N-dimensional regulatory function is the product of the individual
Hill-functions [35]

N
(c;/Kij)™i
; 1.18
flen en) = U 1+ (6 /Ky (19
and if the inputs bind competitively we get [35]
) (ej/Ki)™
fi(clyn':cN):ai . N] - . (1'19)
1 +Z] (CJ/KU) iy

Note, that regulatory functions may not be completely independent or competitive, which can be
accounted for by using interaction parameters that are related to the logic parameter shown in Figure
1.4e [144] to generalize between the cases [ 140, 147]. Because the potential sites to place operators
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are limited, there is a practical limitation of ~ 3 inputs that can be combined on one promoter. In
the limit of large n;;, m;;, the N-dimensional Hill functions converge to the logic approximation
introduced before, although the interpretation may depend on downstream thresholds. For instance
Equation (1.17) with N = 2, n; =00, m;; =0 (repressors), Kij =1, and a;; =1 corresponds to
SLOPE-like behavior that will be interpreted as NAND, if the downstream threshold K > 1 and as NOR
ifK <1.

1.1.4 Parameter Tuning

We have now established how a GRN with a desired topology can be constructed. The interactions
between nodes can be described by Hill-type transfer functions that are characterized by a maximum
expression rate a, dynamic range a;a(’ , athreshold K, and cooperativity n. Additionally, degradation
of the output gene with a finite degradation rate ¢ is crucial for the function of most GRNs to avoid
accumulation of reaction products. Assuming first-order degradation, the production rate of gene

Cou 1S then given by

Cout = f(cin) - 5Cout > (1.20)

where f(c;,) is given by Equation (1.16). Solving this for f(c;,) = a gives

Cout(t) = %(1 —exp(—6t)) . (1.21)

Hence, the degradation rate does not only affect the steady-state expression levels ¢, = 5, but
1

importantly also defines the system time scale T o< 3.
To obtain the desired behavior, these parameters may need to be tuned, so that the output range of
one node matches the input range of the downstream node [30] (Figure 1.5a). To this end, Brophy
and Voigt [11] give an overview of common tuning mechanisms shown in Figure 1.5b. Typical
parameter ranges that can be reached are summarized in Table 1.2.

. . . a+ag .
The maximum expression rate a and dynamic range — —* can be changed by varying gene dosage,

promoter strength [145], or RBS strength [131]. Degradation of reaction products can occur via
different pathways, such as degradation by nucleases or proteases, consumption in a reaction, or
dilution either by cellular growth, or in a cell-free reaction with continuous exchange of reagents

Table 1.2: Parameter ranges for CFPE reactions. The ‘typical’ range represents parameter values that can
be expected for most commonly used genetic parts, whereas reaching the ‘limit’ range may require the use of
optimized custom parts and dedicated tuning mechanisms. 2 In vivo.

parameter typical limit ref.
K 1—100 nM 0.1 —10000 nM [89]
n 1-4 1-20 [28, 49, 89]
a 0.1—1uMh™! 0.01—10 uMh™! [63]
ao/(a+ayp) 0.01-0.2 0.0001-1 [111]°

5 1/10 min™' —1/100 min™! 1min~'—1d™' [28, 89, 96]
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Figure 1.5: Parameter tuning. a) To match the output of one gene with the input of another, transfer
functions have to match each others range. Reproduced from reference [30] with permission of the AAAS,
© 2016. b) Various strategies to tune the apparent Hill parameters. Promoter strength changes a and a,.
Target degradation changes steady-state expression levels c,,, ;; o< 5. Gene dosage has similar effects to
promoter strength. RBS strength changes the apparent K; by affecting protein levels. Translational regulation
by small RNA has a similar effect. Decoy operators increase the apparent K, by reducing the effective protein
concentration. Reproduced from reference [11] with permission of Springer Nature, © 2014. ¢) Example for
a 2-dimensional phase space of a cell-free oscillator, varying the gene dosage of activator and inhibitor species.
Reprinted from reference [90] under the license CC-BY-NC-ND 4.0.

(Section 1.2.5). An example of how gene dosage affects the amplitude of an oscillating GRN is
shown in Figure 1.5¢ [90].

Thresholds K will generally have to roughly match the concentrations of the input ¢;, ; = @;,/8;p
(Figure 1.5a). Hence, K6,;,/a;, will often be in the order of 1. Tuning can be achieved by mutating
operator sequences, adding operators, or changing operator positions [144]. To achieve a dynamic
behavior like oscillations it is often additionally required that the genes respond non-linearly and
switch like (ultrasensitively), i.e. have a sufficiently large n [33]. This can for instance be achieved
by choosing a promoter and TF with a high cooperativity or by buffering some amount of the circuit
component with a stroichiometric binding reaction [ 148]. Buffering can be achieved using sequester-
ing proteins [28, 149], decoy operators [45], or thresholds set by single stranded nucleic acids [49,
53].

When tuning parameters, we need to consider that generally parameters are interdependent, i.e.
changing one parameter will affect other parameters as well. As an example, consider the following
buffering mechanism, aimed to increase n, with buffer B

Ky Ky
BR+X+=—B+R+X=—B+RX. (1.22)

Here, the complex BR is inactive and the repressor R is hence not available for binding to the operator
X. As before, we consider the condition that xy < ry, which now yields ry ~ r + r;,, where r}, is the
concentration of BR. If the binding to the buffer is strong, i.e. the stoichiometric binding parameter
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Ilz.—?) > 1[148], R favors the binding to B. by, is the total concentration of the buffer, which here serves
as the tuning parameter that can be experimentally varied. For ry < by, free r = rbllf—s N T Ig—s, while
for rq > by, r & ry— by.

This means that the transfer function of the non-buffered system is effectively shifted by b,. We can
now try to find an apparent transfer function that approximates the shifted transfer function

0 lf o < bo
fenifted(ro) = K, > D (1.23)
Koo 1 702 bo
Mapp
_ app
o) = 02

The apparent Hill coefficient n,,,(b,) and threshold constant K,,,(b,) are now functions of the
tuning parameter b,. Of course, the apparent threshold K,,,(by) ~ K, + by is simply the original
threshold K, shifted by by.

One way to estimate ng,, is to simply fit the shifted with the apparent Hill function [149]. However,
to obtain a closed form approximation, we can use a local sensitivity measure of the transfer function,
as defined in [148]

_dinf(D) _dInf(Ddf() dI 1 df(I)

¢= dlnl ~ df(I) dI dlnl f(I) dI ’ (1.25)

with input I = r and output f(I). { is also called logarithmic gain and represents the slope of the
transfer function on a logarithmic scale. We can now for instance require that ¢ at threshold is equal

for the shifted and the apparent transfer function. Because by definition the factor ﬁ =
I

=K, +bg N
2(K, + bg) for both functions, we can simply equate the slopes at threshold
Mapp Mapp~1
Ky NappKapp T
Wt P Ly, = W 4+ ’ 1.26
x 107 =K, (Kapp 1o ) ro=Ky+by=Kgpp
1 n
=2 (1.27)
4K,  4Kgpp

In summary, we have found linear approximations for the apparent Hill parameters as a function of
the tuning parameter

Kapp(bo) ~ Kx + bO > (128)

b
Napp(bo) & 1+ K—O : (1.29)

X
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Critically, this means that K,,, and n,,, can not be tuned independently with a buffering mecha-
nism. Similar arguments can be made for other tuning mechanisms. For instance, if we increase
Xg to increase the maximum expression rate a,,,(x,), Equation (1.8) suggests that K,,,(x,) would
increase as well. Parametrization of apparent Hill parameters with tuning parameters is therefore a
useful tool to estimate the experimentally accessible parameter space. The appropriate relations can
be verified or determined experimentally. Sensitivity analysis and robust GRN design, as outlined in
Section 1.3.4, can simplify parameter tuning and broaden the ‘good’ parameter range.
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1.2 Communicating Artificial Cells

The contents of this section are based on the publication:

L. Aufinger and E C. Simmel. “Establishing communication between artificial cells”. Chemistry - A
European Journal 25.55 (2019), pp. 12659-12670. DOI: 10.1002/chem.201901726.

Broadly defined, artificial cells (ACs) are synthetic, cell-sized (1—100 um) compartments that mimic
some behavior of natural cells [16]. Here, we mainly consider ACs that are capable of gene expression
via CFPE or are otherwise programmed to communicate with each other, with a particular emphasis
on AC communities that are designed to exhibit reaction-diffusion phenomena. To this end, ACs have
to be engineered to send out signaling molecules into the environment. The signaling molecules then
spread by diffusion and can be sensed by receiver ACs, which then respond according to their genetic
program.

The nature of the reaction compartments determines how and which molecules can be exchanged be-
tween them. We can use this for a rough categorization. Closed compartments typically are enclosed
by a membrane which typically only permits exchange of small, non-polar molecules. Open compart-
ments are typically membrane-free and therefore take up and release even large bio-macromolecules,
keeping only reaction components that are specifically immobilized or attached to the AC through
physicochemical interactions. In natural systems open compartments often occur as sub-compart-
ments, e.g. in the form of droplets formed through liquid-liquid phase separation [163] or in the

Table 1.3: Examples for communicating ACs. The systems are roughly ordered from closed to open com-
partments. Active senders produce the signaling molecule in situ, whereas passive senders rely on a stock of
signaling molecule that is slowly released. The release can be induced by expression of aHL pores. C: Num-
ber of signaling molecules employed in the longest reaction cascade. R: Reciprocal communication, i.e. the
number of closed communication loops. RD: Reaction-diffusion phenomena. aHL: a-hemolysin dependent
transport. m.p.: membrane permeable. o.p.: oil permeable.

Compartment Reaction Environ- Signaling molecules Sender type C/R RD Ref.
ment
Bacteria Bacteria 30C6-HSL active 1/0  no [9]
Vesicles TXTL Doxycycline, IPTG (aHL) Ara- induced release 2/0 no [150]
binose, Theophylline (m.p.)
Vesicles/ Eukaryotes Eukaryotic TXTL/ Peptide (Cx43) passive 1/0 no [151]
Eukaryotic cell
Vesicles/ Bacteria PURE/ Bacteria Theophylline (m.p.), IPTG induced release 2/0 no [152]
(aHL)
Vesicles/ Bacteria Enzymatic/ Bacte- Carbohydrate-borate com- active 1/0 no [153]
ria plexes (m.p.)
Vesicles/ Bacteria TXTL/ Bacteria 30C6-HSL, C8 HSL, 30Cl12 active 2/1 no [26]
HSL, AI-2 (m.p.)
Vesicles/ Bacteria PURE/ Bacteria C4-HSL (m.p.) active 1/0 no [154]
Vesicles/ Bacteria TXTL/ Bacteria 30C6-HSL, Peptide (m.p.) active 2/0 no [155]
Vesicles/ Mouse TXTL/ Cancer Pseudomonas exotoxin (m.p.)  active 1/0 no [156]
cells
Vesicles/ Proteinosomes PURE/ Enzymatic  30C6-HSL (m.p.), Glucose induced release 2/0  no [157]
(aHL)
Droplet interface bilayer Genelets, TXTL, Arabinose, Guanine, Rham- induced release, passive 1/0 pulse, stochastic differentiation ~ [29]
Bacteria nose (aHL), 30C6-HSL,
DFHBI, IPTG, ATc (m.p.)
Droplet interface bilayer Enzymatic Glucose (aHL), Hydrogen per- active 2/0  no [158]
oxide (m.p.)
Droplets Bacteria 30C6-HSL (0.p.) active 2/0 cone [15]
Droplets TXTL/ Bacteria 30C6-HSL (0.p.) active 2/0  gradient [25]
Droplets inorganic Br,, BrO,, HBrO, (0.p.) active 1/0  stationary Turing patterns [159]
Clay hydrogel in polymer shell TXTL T3 RNA polymerase, tetR re- active 2/0  quorum sensing [125]
pressor
Hydrogel in droplet PURE mRNA active 1/0 no [37]
Hydrogel PEN toolbox [160] ssDNA active 3/1 quorum sensing, travelling wave [161]
Solid particles PEN toolbox ssDNA active 0/0  French flag pattern [46]
Proteinosomes DNA TMSD ssDNA active 4/1 no [162]
Chip TXTL o8 | anti-o2® active, sustained 1/0 travelling wave [24]

Chip TXTL 028 | A-repressor active, sustained 1/0  coupled oscillations [28]


https://doi.org/10.1002/chem.201901726

22 Communicating Artificial Cells

early stages of insect oogenesis in which morphogens can freely diffuse between nuclei [40]. Be-
cause the transition from closed to open compartments is gradual, we can use measures such as
molecular weight cut-off (MWCO) to roughly rank ACs. It should be noted, however, that this is no
strict classification, as there can be more specific transport mechanisms for large molecules.

Another crucial aspect about the ‘openness’ of compartments is related to energy supply and waste
management. In order to survive, all cells, natural or artificial, require energy produced by photo-
synthesis or sugar oxidation. In a broader sense we can also consider other nutrients and even high
level reaction components such as enzymes or ribosomes as a form of energy currency, as to this
date ACs lack the efficiency and metabolic pathways to regenerate these components from simpler
sources [21, 164]. Most closed ACs are typically stocked with a finite amount of energy that is sup-
plied with the reaction mix, resulting in a relatively short lifetime of ~ 5 h. The lifetime of such bulk
reactions has been prolonged to > 1 d in continuous microfluidic reactors [22, 23] and up to 11 d
in hydrogel-based ACs supplied through microfluidics [165]. While these are open systems that also
supply high grade reaction components, the reaction lifetime in vesicle-based ACs equipped with
pores for supply of amino acids and ribonucleotides was extended to ~ 4 d [20]. It is interesting
to note that natural systems in a developmental context can show characteristics of both bulk and
continuous reactions. While embryos in eggs use the energy stocked in the yolk, mammalian em-
bryos rely on continuous supply by the mother. This suggests that both strategies may be promising
approaches for the development of complex behavior in ACs.

In the following sections we first review the more closed compartments like vesicles, droplet inter-
face bilayers, and droplets. Then we consider hydrogels, microfluidic reactors and other types of
open compartments. In every section, we discuss molecular transport and diffusion properties spe-
cific to these compartments and highlight some examples for communication and reaction diffusion
phenomena that were implemented with the specific system. An overview of the different systems
is given in Table 1.3.

1.2.1 Vesicles

Vesicle-based artificial cells are aqueous compartments separated from an external aqueous solution
by a lipid bilayer membrane. This membrane creates a micro-environment that contains essential
bio-macromolecules like DNA, RNA, and transcription-translation machinery and thus can serve as
a simplified model of a natural cell. An artificial cell can interact with the environment via the
exchange of small membrane permeable molecules. The permeability P of a molecule through the
hydrophobic bilayer tends to decrease with increasing size and increasing polarity, as illustrated in
Figure 1.6a.

To enable the uptake and release of non-permeable molecules like sugars or ions, natural cells utilize
a plethora of specific membrane proteins and pores. In the synthetic context, mainly a-hemolysin
(aHL) pores from S. aureus have been used so far. With a minimum pore diameter of 1.4 nm [166]
aHL pores enable the permeation of many small molecules like sugars and ions. For example, aHL
pores were used to extend the lifetime of a TXTL reaction within artificial cells by supplying small
energy molecules from the surrounding solution [20] or to enable and trigger pore-specific exchange
of signaling molecules [150, 152] (Figure 1.6b,c).

The ability to integrate membrane proteins into the lipid bilayer membrane also allows for potential
alternative routes towards an energetically autonomous artificial cell, e.g. by enabling light-induced
ATP regeneration via H'-gradients [167, 168].
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Figure 1.6: Vesicle-based ACs. a) Illustration of the selective permeability of lipid bilayers. While small
hydrophobic molecules, such as homoserine lactone (HSL) molecules found in quorum sensing, are able
to permeate unspecifically, the permeation of more polar molecules, such as glucose or isopropyl 3-D-1-
thiogalactopyranoside (IPTG), or ions can be pore specific. Large bio-macromolecules (> 2 kDa) are typically
not permeable without the use of sophisticated import or export mechanisms found in natural membranes.
b) Selective permeability was used to mediate communication between ACs. After sensing the presence of
membrane permeable arabinose, a population of sender cells reacts by expressing aHL pores to trigger the
release of IPTG. IPTG in turn is recognized by aHL containing receiver cells, which respond by producing
firefly luciferase (fLuc), which is a reporter protein that generates a luminencent reporter signal. Reproduced
from reference [150] with permission of Springer Nature, © 2016. ¢) Vesicle-based ACs were used to estab-
lish bi-directional communication with natural E. coli cells. The communication is mediated via membrane
permeable HSL molecules. Reproduced from reference [26] with permission of the ACS, to whom requests
related to further permission should be directed, © 2017.

1.2.2 Droplet Interface Bilayer Networks

Instead of forming vesicles, lipids can also be used to create water-in-oil emulsion droplets. Under
appropriate conditions discussed below, the lipids between two droplets that are pushed close to-
gether form a lipid bilayer, commonly called a droplet interface bilayer (DIB) [171]. Many droplets
can be combined in this manner to form a DIB network, which is also referred to as a synthetic
tissue [172] (Figure 1.7a).

As DIBs also allow the integration of membrane proteins, it is possible to create pore-specific path-
ways for signaling molecules and ions [29, 169, 173] (Figure 1.7b,c) and to create artificial tissues
that differentiate based on diffusible inducer molecules [29, 38] (Figure 1.7d,e) and morph based
on osmosis [169] (Figure 1.7a). The DIB technique can be automated via a 3D printing process
[169] to form large (mm sized), close-packed droplet lattices with a resolution of a single droplet
(~ 100 pm) [170]. The combination of 3D printing technology with genetically encoded differenti-
ation and morphogenesis paves the road for novel synthetic hybrid materials that are manufactured
in a combined top-down/ bottom-up approach [38].

To this end it is important to understand the physics underlying the formation and geometry of DIB
networks, as well as molecular transport through them. A DIB between two droplets is characterized
by the equilibrium contact angle 6, (Figure 1.7f), given by
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Figure 1.7: DIBs for artificial tissues. a) 3D printed synthetic tissue that morphs from a flower into a ball
shape within 8 h using osmotic pressure. Scale bar, 200 um. Reproduced from reference [ 169] with permission
of the AAAS, © 2013. b) Conductive ion pathway through a DIB network using droplets containing aHL pores
that were 3D printed at single droplet resolution. Scale bar, 100 pm. Reproduced from reference [170] under
the license CC BY 4.0. ¢) Example of a diffusion pathway through an artificial tissue. Droplets labeled in
red contain aHL pores, which allow the diffusion of a pore specific signaling molecule from sender droplet
(S) into neighboring droplets. Arrows point at two droplets that are or are not connected to the diffusion
pathway. Scale bars, 200 um. d) Diffusive pulse in a linear arrangement of DIBs. The signaling molecule
(DFHBI) diffuses from the sender droplet (red) into receiver droplets where it triggers an IVT circuit, resulting
in a pulse wave. The total time scale is 3 h. Scale bars, 200 ym. (c,d) Reproduced from reference [29]
with permission of Springer Nature, © 2018. e) Linear arrangement of DIBs that differentiates according to
a cell-free genetic program that interprets a diffusive morphogen gradient induced from the left. Scale bar,
100 pm. f) Definition of parameters that describe the geometry of DIBs. In equilibrium, surface tensions v,
and y,, are balanced, so that 8, can be calculated from distance measures. g) A linear arrangement of DIBs
can be described as a series of compartments of length L, separated by a lipid bilayer with permeability P.

cos(0,) = ZY—b R (1.30)

m

which follows from an equilibrium of bilayer and monolayer surface tension y; and y,,. Following
Dixit et al. [171], the ratio of surface tensions > can be geometrically related to the droplet radii
R; and R, and their center-to-center distance L, which can be accurately measured from microscopy

images. 6, and the bilayer radius R; can then be calculated from

L?>—R? —R?
29b = COS_1 (ﬁ) , (131)
1R
and
R,R,sin(0
Ry = %(b) . (1.32)

In practice, the stability of the bilayer can be achieved by introducing a ‘bad solvent’ for lipids in the
continuous phase (e.g. silicone oil in hexadecane) so that bilayer formation becomes thermodynam-
ically favorable [174]. Careful tuning of the bad solvent fraction and lipid composition can be used
to tune y;, which is a key parameter to control the packing of DIB networks [170].
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To obtain uniform packing it is further relevant to consider the kinetics of bilayer formation, which
can be biphasic [170]. After a rapid phase of initial contact (~ 1 s), the contact angle reaches a
value 6 < 6,. In the consecutive slow phase (&~ 10 min) the organic phase drains between the
droplets [175, 176] and lipids arrange to form a stable bilayer approaching 6,. Long term (~ 1 h)
morphology of DIB networks can be further influenced by water permeation due to osmotic pressure
[169, 174], partitioning of water molecules into the organic phase [29], or adsorption of reagents
or reaction products from the aqueous phase on the surfactant [29].

Following Dupin and Simmel [29] to describe the diffusion of a permeable solute through a DIB
network, we first consider a quasi-1-dimensional array of identical droplets of length L, volume V
and diffusion coefficient D that are separated by membranes with permeability P, area A ~ nR% and

n

length [ < L (Figure 1.7g). Using Fick’s law, the diffusive flux of a solute with concentration ¢ = §;
across a droplet j; or bilayer j, is given by

g =D-—, 1.33
Jd 1 ( )

and j,=P-Ac, (1.34)

respectively. The total flux through the array j is then given by the series connection

1 _ .1, -1 _ [Ac ! -1 -1
U=l i =\ T (D +(P-L)7), (1.35)

where we expanded j;, with L. We can then define an apparent diffusion coefficient [177]

1 1 1
==+ — (1.36)

Dy, D PL°

For P K % the diffusion is bilayer limited and D
droplet is limiting and D,,, ~ D.

app ~ PL, while for P > % the diffusion through the

app

Finally, with j = %i—'g and approximating the cross section for diffusion with the bilayer area, the
exchange of molecules in arbitrary droplet networks with varying volumes V;, lengths L; and bilayer
areas A;; is given by [29]

dn; Aij  DP
t j€{neighbors of i} i it

1.2.3 Water-in-oil Emulsion Droplets

Water-in-oil emulsion droplets are aqueous compartments that are separated from a non-polar sol-
vent by a single surfactant layer. Monodisperse emulsions with a defined droplet size can be gener-
ated by droplet microfluidic techniques [183]. Among a large range of oil-surfactant systems [176],
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Figure 1.8: Emulsion droplets. a)-d) Examples of microfluidic droplet manipulation techniques that could
be used to simulate cell cycles. a) Simple flow focusing device for production of monodisperse emulsion
droplets. Scale bar, 100 um. Reproduced from reference [178] with permission of The Royal Society of
Chemistry, © 2008. b) Picoinjection allows addition of controlled volumes of liquid to existing droplets,
imitating growth. Reproduced from reference [179] under the PNAS license, © 2010 the authors. ¢) Droplet
splitting could mimic cell division. Scale bar, 200 pm. Reproduced from reference [180] with permission of
The Royal Society of Chemistry, © 2011. d) Droplet sorting can be used for unnatural selection of certain
phenotypes for directed evolution. Scale bar, 50 ym. Reproduced from reference [181] with permission of
The Royal Society of Chemistry, © 2015. e,f) Molecular transport between fluorocarbon emulsion droplets
is largely surfactant mediated. Exchange of molecules likely occurs through the aqueous phase of micelle-
like surfactant assemblies. (e,f) Reproduced from reference [182] under the license CC BY 4.0. g) Linear
arrangements of emulsion droplets were used to establish communication between artificial cells and E. coli
cells, and vice versa. Scale bar, 50 um. Reproduced from reference [25] with permission of the Oxford
University Press, © 2016. h) Droplets were used to study Turing’s thesis of morphogenesis using the inorganic
Belusov-Zhabotinsky reaction. Here, the reaction first establishes a pattern. Then, the assembly morphes due
to osmotic shrinking of the brighter droplet population. Scale bar, 60 um. Reproduced from reference [159]
under the PNAS license, © 2014 the authors.

fluoro-blockcopolymer surfactants in combination with fluorocarbon oil have emerged as the gold
standard in the droplet microfluidic field, due to their chemical inertness, biocompatibility, omni-
phobicity, and mechanical stability provided by the large size of the surfactant (15—30 nm) [178].
These features make droplets very stable, but also render them intrinsically more isolated, compli-
cating interaction with the environment and nutrient supply. However, droplets have been used as
templates for vesicle based AC generation [184-186], but also as an AC system themselves [25].

In this context, the rich set of available microfluidic droplet manipulation techniques (Figure 1.8a-
d) allows mimicking of cellular processes such as growth [179], division [180], or even unnatural
selection [181], bypassing some of the core challenges in the artificial cell field. While such artificial
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cells promise less autonomy than vesicle based ones, it is possible that similar external processes
played a key role in the evolution of early protocells [17].

Molecular transport in fluorocarbon emulsions is largely mediated by micelle-like surfactant assem-
blies, which contain an aqueous phase into which the solute molecules can partition [182, 187] (Fig-
ure 1.8e,f). Despite differences in mechanism, diffusion through closely packed droplet assemblies
can be mathematically described by the same equations as diffusion through DIB networks (Equation
(1.36) and (1.37)), with the membrane being replaced by an oil barrier with permeability P, which
depends on geometry [159]. Exchange of small hydrophobic molecules through the oil phase was
for example used to mediate communication between communities of natural cells [15], between
ACs and natural cells [25] (Figure 1.8g), or to study oscillatory coupling and pattern formation in
droplet lattices filled with inorganic Belusov-Zhabotinsky reagents [159, 188-191] (Figure 1.8h).

1.2.4 Hydrogels

Hydrogels are crosslinked polymer networks in an aqueous solvent. Because they exhibit elastic
properties, but also allow the diffusion of solutes, without a membrane that separates them from an
external aqueous solution, they are often described as solid-liquid hybrid materials. From a materi-
als perspective reviewed, e.g., by Thiele et al. [192], hydrogels mostly fall into two main categories:
hydrogels of natural origin often consist of polysaccharides, whereas synthetic ones are often based
on crosslinked vinyl-, acryl- or epoxide-networks. Polysaccharides are often stiffer as the distance
between flexible glycoside bonds is typically 4 carbon bonds, whereas the artificial polymers are flex-
ible around every carbon bond. Further gel material properties are charge, hydrophilicity, swelling
properties, polymer volume ratio, the crosslinking mechanism, and biocompatibility. Monodisperse
microgels can be synthesized using microfluidic techniques [193-195].

In the context of ACs, hydrogels have been utilized as open compartments harboring DNA resembling
artificial nuclei [37, 125, 196]. The absence of membranes allows for communication with bio-
macromolecules such as mRNA [37] (Figure 1.9a,b) or proteins [125] (Figure 1.9¢,d), which is a
promising approach to enable the design of interactions in a programmable manner.

How well a solute can enter a hydrogel is generally described by the equilibrium partitioning coeffi-
cient K defined as

[S]gel — ex (_AGgel - AGsol ) ) (1.38)
[S ]sol kB T

where [S]yer, [Slsor, AGger, and AGy,; are the solute’s equilibrium concentrations and Gibbs free
energies in the gel and free solution, respectively. AGg,; can be influenced by steric, electrostatic
or chemical interactions, and hence the total partitioning coefficient can be expressed as a product
of these contributions K = Keric * Ketectrostatic * Kehemicat [197]. For a description of electrostatic
contributions refer to [197].

The steric contribution is mainly entropic and can be described by the gels mesh size &, defined as
the size of the solute for which K, ,;. = 1/2. The gel grid reduces the number of states a solute can
obtain inside the gel compared to the free solution. The solutes entropy inside the gel will therefore
be lower and AG,,; higher. How strongly the mesh size will affect the partitioning of a given solute
in turn also depends on the stiffness of the gel fibers and the size, geometry, and stiffness of the solute
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Figure 1.9: Hydrogel microparticles. a) Example for selective partitioning by immobilizing ssDNA ligands
for a fluorescent RNA reporter transcribed from hydrogels. b) The method from (a) was used to spatially
separate a transcription from a translation reaction. c¢) Selective partitioning with a fluorescently tagged
repressor protein binding to immobilized operator sites. d) The method from (c) was used to generate quorum
sensing like behavior in a density gradient of ACs. (c,d) Reproduced from reference [125] under the license
CC BY 4.0. e) Partitioning of molecules in a hydrogel-solution two phase system is determined by hydrogel
properties such as mesh size and intermolecular forces between the solute and hydrogel matrix. At small
polymer volume fractions < 5% and in the absence of other interactions, molecules much smaller than the
mesh size do not ‘see’ the hydrogel, while molecules much larger than the mesh size can not enter the hydrogel.
Molecules with sizes in the order of the mesh size can enter the gel, but K < 1. K can be specifically increased
through the presence of ligands immobilized in the hydrogel matrix.

(Figure 1.9¢). Intuitively, a small globular solute with r, < & will not ‘see’ much of the gel and if
the polymer volume fraction ¢ of the gel is small (¢ < 1), K ~ 1. In contrast, large globular solutes
ry > & simply do not fit into the gel and K ~ 0. While flexible linear molecules like dextranes, which
are often used to estimate mesh sizes, or RNA can be well approximated by a globular solute, more
stiff linear polymers such as dsDNA may behave differently and ‘reptate’ [198].

Chemical interactions of the solute with the hydrogel matrix are usually simple association/ dis-
sociation reactions between the solute S and an immobilized ligand L with dissociation constant

s L . . . .
K; = % In absence of other interactions the concentration of unbound solute in the gel

[S]gel [SL] = [S]gel,free = [S]sol y1€1d11’1g [197]

[S]gel [L]
K ; =14+—. 1.3
chemical — [S]sol Kd ( 9)

If [L]> [S] we can approximate [L]=[L]y—[SL]~[L],.

Hence, a way to engineer specific partitioning of certain molecules is to introduce binding sites to
the gel network by chemically modifying the polymer with appropriate ligands. For instance, we
have shown that we can immobilize ssDNA oligomers to an agarose hydrogel to specifically local-
ize (m)RNA molecules [37]. In this context, it is advantageous to use a neutrally charged gel (at
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physiological pH) with a large mesh size, such as agarose, to minimize unspecific contributions to
AGg,.

Diffusion in gels can be complicated and depends on the same properties as the partitioning coeffi-
cient, so we usually have to measure the apparent diffusion coefficient Dg,; experimentally. In the
case of a globular solute and exclusively steric contributions to AGg,;, however, the ratio of Dy, to
the free diffusion coefficient D, approximately equals K [199]

Dy %Dy K . (1.40)

In a gel with immobile ligands with K;, only the unbound fraction of solute can diffuse which
gives [200, 201]

1

D, ~Dy——— .
gel =701 L [L1/K,

(1.41)

1.2.5 Microfluidic Reactors

Microfluidics can not only be used to generate and manipulate ACs, but microfluidic reactors them-
selves can be powerful engines to simulate cellular behaviors. The striking feature of microfluidic
reactors is their intrinsic capability to continuously supply reactions with nutrients, in analogy to
e.g. microfluidic blood capillaries in higher organisms. The ability to keep reactions within ACs out
of equilibrium for extended periods of time is a central requirement for the study of more complex
dynamic behaviors under steady-state conditions.

Advanced microfluidic devices come with a high degree of active control and automation [23], enable
the control of communication channels via diffusion [22], and enable screening of genetic compo-
nents such as promoter libraries at a throughput of up to 768 TXTL reactions on a single device [92].
While most microfluidic devices are manufactured from PDMS, the incorporation of hydrogels [203]
or even construction of gel-only chips [204, 205] may enable the supply of spatially extended and
differentiated synthetic tissues with nutrients. In the following, we first introduce diffusion-based
and automated, valve-based microfluidic reactors and then discuss the perspectives of microlfuidic
gel reactors in the context of pattern formation.

Diffusion-based continuous microfluidic reactors consist of reaction chambers containing patches of
genes immobilized to their surface. Such ‘DNA-brushes’ can be generated using lithographic pattern-
ing [206, 207] or DNA microarray spotting techniques [92], which allows to equip multiple reaction
chambers with different genes. The reactions are kept in a steady state by passive diffusive exchange
of fresh CFPE mix and reaction products through a narrow capillary that connects the reaction cham-
bers with a supply channel [22] (Figure 1.10a). In a similar manner, individual chambers can be
directly connected to allow for communication between neighboring cells [24].

This technique was used to implement oscillatory networks [22], a propagating wave [24] (Figure
1.10b), study the synchronization between coupled oscillators [28] (Figure 1.10c), and stochastic
switching of a bistable GRN [208]. In this context it is important that key parameters such as expres-
sion and dilution rates, or diffusive coupling between cells, can be tuned by varying the geometry of
the device.
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Figure 1.10: Microfluidic reactors as artificial cells. a) On-chip DNA compartments (circles) are contin-
uously fed with fresh TXTL reagents through a capillary (L;, W). The DNA is immobilized in the form of a
DNA brush (green square). Artificial cells communicate through capillaries L,, whereby the ratio L,/L; can
be varied to tune coupling strength. b) Propagating gene expression wave in an array of coupled on-chip ACs.
(a,b) Adapted from reference [24] with permission of Springer Nature, © 2015. ¢) The same type of ACs
was used to study synchronization and pattern formation in arrays of coupled ACs. Reproduced from refer-
ence [28] under the PNAS license, © 2017 the authors. d) Quake valve based ring reactor. The chip consists of
flow channels (blue) and control lines (red), which when pressurized close valves to block the flow. Reagents
are supplied through inlets (1) and selected by a multiplexer (2). At the heart of the chip are 8 rings (3) that
serve as the reaction compartments. The reactions within the rings are stirred and fed using peristaltic pumps
(4,5). To change between reagents, reagents are flushed through bypass channels (6). In a typical experi-
ment, the ring is periodically fed with a defined amount of fresh reagent, the reaction is mixed and images
are acquired, as defined by an automated program. Reproduced from reference [23] under the PNAS open
access option. e) The ‘cell-free processing unit’ allows screening of TXTL reactions at a high throughput of 280
parallel reactions. The 35-fold increase in capacity compared to the 8-ring reactor was achieved by switching
to passive dilution via diffusion through small capillaries (as in (a)), pulse-width modulated reagent mixing,
and a DNA microarray. Reproduced from reference [202] under the license CC BY 4.0.

If the diffusive dilution through the capillary is slow compared to the protein expression, the system
can be approximated as a constant source (the reaction chamber) and sink (the supply channel).
Then, a linear gradient will establish over the length L of the capillary in equilibrium (Figure 1.10a).
With a channel height h, a reaction chamber volume Vi = A pgmper * I, and capillary volume V. =
L -w-h, the protein lifetime in the chamber is given by [22]

Vg L2 A
_ 'RE chamberL ) (1.42)
Ve D Dw

Td
With a similar time scale 7, defined for diffusive coupling between neighboring chambers, commu-
nication can be described by [22]

dei _ G1—26i+¢i1 G (1.43)
dt T, Ty '
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which resembles a discrete diffusion equation with degradation. Note, that one geometrical con-
straint is that convective flow through the reaction chambers has to be limited. In practice this can
be achieved by choosing the height of capillaries and reaction chambers h, much smaller than the
height of the supply channel, as the flow resistance for rectangular channels scales as R o< h™. Since
h canceled in Equation (1.42) this does not affect the diffusive timescales.

Another powerful platform for prototyping and characterization of dynamic GRNs are valve-based
reactors, as developed by the Maerkl lab [23, 202] (Figure 1.10d,e). The PDMS devices consist
of two layers, a flow layer to flush reagents and a control layer used to direct the fluid flow on-
chip by actuating so-called ‘Quake valves’ and peristaltic pumps [209]. These devices can run fully
automated custom programs enabled by software controlled valve actuation and image acquisition.
For instance, the so-called 8-ring device, described in detail in [210, 211] (Figure 1.10d), consists of
8 individually addressable rings in which the reaction takes place. The rings can be periodically fed
with up to 9 different fluids and then mixed by pumping the solution in circles around the ring. The
fraction of the ring volume that is replaced in each cycle is called the refresh ratio 0 <R < 1. With
the time interval between dilution cycles t;,,, the decay constant is

Lint
= 1.44
T log(1—R) ( )

This dilution allows to keep reactions in a steady state for extended periods of time (> 24 h), which
enables implementation of dynamic systems such as cell-free oscillators [23, 89, 90]. Notably, the
periodic turnover by dilution simulates the dilution by cell growth, which allowed the transfer of
oscillators prototyped in an 8-ring reactor to living cells [89]. Instead of feeding all the reaction
components, some proteins of the transcription-translation machinery can also be regenerated by co-
expressing them in the reactors themselves, which can be a starting point towards self-regenerating
ACs [21]. Other valve-based devices such as the MITOMI platform [212] use gene libraries on a DNA
microarray to enable the characterization of cell-free gene GRNs at a high throughput of up to 768
batch reactions [92], or 280 continuous reactions when combined with diffusive feeding through a
capillary [202] (Figure 1.10e). These examples highlight the potential of microfluidic reactors for
the prototyping of ACs and cell-free GRNS.

Another type of continuous flow reactors with potential applications in pattern formation are (mi-
cro)fluidic gel reactors. As described in Section 1.2.4, hydrogels are an attractive material for the
study of pattern formation because it allows for the diffusion and supply of reagents, but prevents
convection that would interfere with reaction-diffusion phenomena. This fact was exploited in early
reaction-diffusion experiments to create spiral waves [213-215] and led to the first experimental
evidence of Turing patterns [216-218]. For the realization of Turing patterns, the gel played another
crucial role. To visualize the pattern, an immobile starch indicator or gel consisting of poly(vinyl
alcohol) was used. As the color change is a result of a complex formation between the indicator and
the activator in the reaction, the presence of indicator results in a decrease of the apparent diffusion
coefficient of the activator which is a necessary condition for Turing pattern formation.

The application of hydrogels in a microfluidics context has been reviewed by Goy, Chaile, and
Madrid [203]. The main application areas are cell culture [219-221], tissue engineering [222],
and biosensing. Even gel-only chips with potential interest in tissue engineering have been realized
[204, 205]. Also, hydrogels have been frequently used to generate gradients within a microfluidic
device [219, 223], for instance for cell mobility and differentiation studies [224], or DNA based
TMSD circuits [225].
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Figure 1.11: Other types of ACs. a) Porous polymersomes communicating via ssDNA signals. Reproduced
from reference [162] with permission of Springer Nature, © 2019. b) Coacervate based ACs react to two
opposing gradients of an additive by changing their morphology in a spatially differentiated manner. Scale
bar 500 pm. Reproduced from reference [226] under the license CC BY 4.0. ¢) DNA-coated colloidal particles
sending a DNA triggered wave through a chamber and back. Reproduced from reference [ 161] with permission
of Springer Nature, © 2017. d) DNA-coated colloidal particles form a French flag pattern with differentiated
levels of aggregation as programmed by a DNA circuit based on the PEN toolbox [160]. Reproduced from
reference [46] with permission of Springer Nature, © 2017.

1.2.6 Others

Additional systems used to form ACs are coacervates [226-229], polymersomes [162, 230, 231],
colloidosomes [232], proteinosomes [157, 233], or solid particles [46, 161].

Polymersomes, for instance, are shells surrounded by a porous polymer membrane. The MWCO
can be tuned such that communication via short ssDNA is possible whereas the functional identity is
maintained by DNA immobilized to larger, non-permeable streptavidin complexes [162, 231] (Figure
1.11a).

Coacervates are membrane-free droplets that are formed by liquid-liquid phase separation (LLPS)
and contain high concentrations of polymers. Coacervates not only play an important role as pro-
tocells in origin of life hypotheses [234], but LLPS generally is an important concept in modern
biology [163]. The morphology of some coacervate based ACs can change in response to additives,
which was used to mimic spatial differentiation and morphogenesis based on physicochemical inter-
actions [226] (Figure 1.11b).

ACs can also exist of solid colloidal particles that are coated with DNA. For instance, such parti-
cles were used to realize propagating waves [161] (Figure 1.11c) and to synthesize a French flag
pattern [46] (Figure 1.11d).
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1.3 Spatial Differentiation and Pattern Formation

To provide a framework to engineer synthetic patterns, we can look into patterning concepts in nat-
ural systems. Biological development is the process by which single stem cells evolve into complex
multicellular organisms. Development typically involves morphogenesis (the evolution of mechani-
cal force fields), spatial differentiation (chemical pattern formation), and molecular differentiation
(the generation of specialized cell types from pluripotent stem cells). While these three processes
are often interdependent [235], we here focus on the spatial differentiation by GRNs in the context
of noise.

Generally, we can describe a pattern-forming synthetic gene regulatory network with a partial dif-
ferential equation of the form

dci(x,t)
la—t :DiACi(xJ t)+fi({cj(x’ t)}: {kl)}) 5 (145)
where ¢;(x,t) (i =1,...,N) are the molecular species that form a GRN with N nodes. The regulatory
interactions are governed by the functions f;({c;(x, t)}, {k;;}), which are described by regulatory
parameters {k;;} = K;j, n;j, &;j, &g ;, as outlined in Section 1.1. The diffusion of the molecular species
through the system is described by the diffusion coefficients D;, as covered in Section 1.2.

We first present common mechanisms and concepts that are used to describe pattern formation in
biological systems (Section 1.3.1). We next present how the precision of a resulting pattern in the
presence of noise can be quantified using measures such as positional information (Section 1.3.2).
In Section 1.3.3 we present design approaches to determine the topology of a pattern forming GRN.
Finally, we propose a strategy to find parameter ranges that lead to robust pattern formation using
evolutionary algorithms (Section 1.3.4).

1.3.1 Patterning Mechanisms

Chemical patterning in biology typically involves pattern inducing molecules, called morphogens,
that are regulated and interpreted by a GRN through various mechanisms. The two major concepts
are positional information (PI) and reaction diffusion (RD) [238]. PI was first proposed in 1969 by
Lewis Wolpert as a universal concept for pattern formation [239]. The PI is provided by a morphogen
gradient and interpreted by the cells via a GRN that measures the local morphogen concentrations
using appropriate thresholds. The central argument propagated by Wolpert is the so-called ‘French
flag problem’ motivated by the scale invariance observed in patterning systems (Figure 1.12a). RD
mechanisms, as first proposed by Alan Turing in 1952 [237], allow the generation of a periodic
pattern from an initially homogeneous state (Figure 1.12b). RD ideas were later refined by Gierer
and Meinhardt, who studied a simple system consisting of a short range, autocatalytic activator and
a long range inhibitor [240].

While PI can explain the differentiation into regions with different and arbitrary phenotypes, it fails to
explain how the initial gradient or ‘prepattern’ is generated in the first place. In contrast, RD explains
the generation of a pattern from an initial uniform state, but it is not evident how the periodic pattern
generates regions with unique phenotypes. Hence, PI and RD are often described as opposing ideas,
or as Wolpert phrased it, “[RD] is the antithesis of the positional information approach” [236]. This,
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Figure 1.12: Historical sketches of positional information and reaction-diffusion mechanisms.
a) Wolpert’s positional information is illustrated by the French flag problem. Top: A long (left) and short
(right) line of cells differentiates into three distinct regions (B: blue, W: white, R: red). Crucially, the dif-
ferentiation is independent of the system size. Middle: This could be achieved by first establishing a linear
morphogen gradient between the poles a and a/ acting as source and sink, respectively. A GRN would then
decide into which phenotype to differentiate by measuring the morphogen concentration compared to thresh-
old values az and a;,. Bottom: Alternatively, PI could be provided by the ratio of two opposing gradients.
Reproduced from reference [236] with permission of Elsevier, © 1971. b) Turing’s RD mechanism using
an activator-inhibitor system. The x-axis denotes a ring of 20 discrete cells with periodic boundary condi-
tions, separated by a permeable membrane. The y-axis shows the evolution of the concentration profile of
a morphogen (dotted line: initial uniform state, hatched line: incipient pattern, solid line: final pattern).
Reproduced from reference [237] with permission of The Royal Society.

however, does not mean that both ideas are mutually exclusive, as there are various modes in which
RD and PI work together [238]. For example, RD plays a crucial role in improving the robustness of
dorso-ventral patterning in Drosophila [41], which is often regarded as a classical example of PI [40].
Alternatively, an RD mechanism could be used to generate the prepattern which is then interpreted
in terms of positional information. In fact, Turing wrote [237]:

“Most of an organism, most of the time, is developing from one pattern into another,
rather than from homogeneity into a pattern.”

Also Wolpert acknowledged this possiblity [241]:

“[...] A number of models, mainly based on Turing’s (1952) original ideas of a reaction-
diffusion mechanism, have shown how [...] prepatterns could be generated [...]. All
these mechanisms generate wave-like patterns that could generate repeated structures.
A crucial feature of all these is that the peaks and troughs are all the same. [...] But, by
combining them with positional information, which will make the waves non-equivalent,
a very large variety of patterns can be generated [...].”

Biological examples of RD mechanisms include repetitive patterns like hair follicles [242, 243],
feather buds [244, 245], and pigmentation patterns on flowers [246], but also the formation of
rugae [247] and digits [248, 249]. One of the archetypical examples of a PI mechanism is the well
studied gap gene network in Drosophila, as reviewed by Jaeger [40] (Figure 1.13).
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Figure 1.13: The gap gene network in Drosophila. a) The early phase of Drosophila development con-
sists of an initial cleavage stage, followed by the blastoderm stage and gastrulation. The cleavage stage is
characterized by nuclei divisions, as indicated by the number. Until the end of the blastoderm stage (gray),
nuclei reside in a common cytoplasm, without separation by an additional membrane. b) GRN hierarchy that
leads to the transformation of the maternal co-ordinate genes to segment-polarity genes. Arrows indicate
regulatory interactions between GRNs, whereas circular arrows indicate cross-regulatory interactions within
a GRN. The full length of the embryo is &~ 500 pm. c¢) Regulatory interactions in the gap gene network. The
early phase primarily features regulation by the maternal gradients, whereas the late phase is characterized
by cross-regulatory interactions. The cross-regulatory interactions feature autoactivation, strong mutual re-
pression between complementary gap genes and weak asymmetric repression between overlapping gap genes,
resulting in positive feedback and incoherent feed-forward loops. (a-c) Reproduced from reference [40] under
the license CC BY-NC 2.0. (a) Reproduced from reference [250] with permission of The Company of Biologists,
© 1983. (b) Contains images from the FlyEx database [251, 252], used with permission of the Oxford Uni-
versity Press. d) Normalized experimental gap gene profiles along the AP axis and their standard deviation
represented by the shaded area. Reproduced from reference [253] with permission of the Oxford University
Press, © 2014.

The early phase of Drosophila development preceding gastrulation and the differentiation into dif-
ferent cell types can be divided into two phases, illustrated in Figure 1.13a. Starting from a single
nucleus, nuclei divide until, after approximately 10 divisions, some form a single cell layer enve-
lope, the blastoderm. Until gastrulation, nuclei inside the blastoderm reside in a shared cytoplasm
without separation by additional membranes. It is in this phase that the essential body plan is es-
tablished by a sequence of pattern forming GRNs (Figure 1.13b). The pre-pattern is formed by the
maternal co-ordinate genes like bicoid (Bcd), which form morphogen gradients along the anterior-
posterior (AP) axis of the embryo as a result of the localized distribution of maternal mRNA. These
morphogen gradients then regulate the expression of the gap genes, which in turn regulate the pair-
rule genes. These finally regulate the expression of the segment-polarity genes, which determine the
differentiation into distinct body segments during gastrulation.

The gap gene network (Figure 1.13c) is not only regulated by the maternal morphogen gradients, but
also features cross-regulation between the gap genes themselves. The GRN mainly consists of repres-
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sive interactions, featuring strong mutual repression between complementary gap genes and weak
repression between overlapping gap genes. We can identify several network motifs, e.g. autoregula-
tion, positive feedback loops and incoherent feed forward loops, that are common in developmental
GRNs [2, p.99]. Positive feedback sharpens the boundaries between complementary genes and leads
to bi-stability, hence differentiation will be permanent [43]. The weak repression results in several
incoherent feed-forward loops, which have been found to be essential components of stripe forming
mechanisms [44].

As shown in Figure 1.13d, the gap gene expression profiles are remarkably reproducible across mul-
tiple embryos. The high precision and robustness was one of the major critiques against a purely
PI-based mechanism, as this would require very precise maternal gradients as well as very precise
measurements by the GRN [254]. It was therefore argued that cross-regulation by diffusible mor-
phogens may be a crucial component to achieve a high positional precision [255].

While RD and PI are very powerful ideas, there are also other mechanisms and theoretical concepts.
For instance, genetic oscillators are used to clock a propagating morphogen wave front that directs
the generation of somites in vertebrates [256] or to form circular stripe patterns with genetically en-
gineered bacteria [45]. Some patterning mechanisms, such as the one underlying the pigmentation
of lizard skin scales, which is primarily based on interactions between neighboring cells, can even be
described by computational concepts like cellular automata (CA) [257]. Such a mechanism is an at-
tractive option for the generation of synthetic patterns, as CA allow for universal computation [258]
and therefore enable programmable pattern formation.

1.3.2 Patterning Precision in the Presence of Noise

The positional precision that can be achieved by a patterning mechanism in the presence of noise
can be quantified with statistical measures such as positional error (PE) and positional information
(PD) [253], as described in detail in Section 4.2.1 to Section 4.2.3). Briefly, the PE o, (x) at position
x (Figure 1.14a) can be calculated from the Fisher Information Z(x), which in combination with the
Cramér-Rao bound sets a lower bound for the PE

5 SI(X)=fdg p(glx) (x Inp(glx))* . (1.46)
o2(x)

The conditional probability distribution function (pdf) p(g|x) can be estimated from experimental
data such as shown in Figure 1.13d. For Gaussian pdfs with mean u,(x) and variance ag(x), the
Fisher Information is [253]

(O, iy (x))? +2(8x0g(x))2

6= 72(x) 72(x)

(1.47)

which means that information is stored in the slope of the gene expression gradient relative to the
variation in gene expression levels, but also in the gradient of the variations. PE measures the local
uncertainty of a position estimate based on a measurement of the gene expression levels and has
been found to be as low as 1% across the AP axis of Drosophila, corresponding to a distance of about
one nucleus [259].



Background and Theory 37

a g X before measuring g" b g
{_ P(alx) P Sl Og
‘— A2
> after measuring g
p 99 1
H P(xig) o) S[P(xig"]

‘_AA ) —
: Pxig| X | T
g [} """""""""" (s

: 0,(X7)

> . X 0 0.5 1 x 0 05 1 X 0 0.5 1 X

1
P(x) I(g;x) = 1 bit 1 <I(g;x) < logy(1/0g) I(g;x) = log,(1/ag)

Figure 1.14: Positional error and positional information. a) The positional error in a gene expression
gradient at position x reflects the accuracy of a position estimate based on a measurement of the gene ex-
pression gradient and its noise gradient. b) The positional information quantifies the number of regions that
can be distinguished based on a noisy gene expression gradient. (a,b) Reproduced from reference [253] with
permission of the Oxford University Press, © 2014.

PI can be formally defined as the Shannon mutual information that the gene expression levels g
contain about position x [253]

p(glx)
pe(8)

I(x;8)= f dx px(x)f dg p(glx)log, : (1.48)

As illustrated in Figure 1.14b, PI is measured in bits and quantifies the global capability to generate
distinct regions based on a gene expression profile. While single gap genes in Drosophila provide a PI
of about 2 bit, a joint measurement of the four gap genes can provide more than 4 bit of information,
allowing to in principle distinguish more than 2* = 16 regions [253]. Regarding the debate of PI
versus RD (Section 1.3.1) it is interesting to note that Alan Turing had independently developed a
concept similar to Shannon’s mutual information to measure correlations between two variables, but
used base-10-logarithm and hence called the unit of measurement ‘(deci)ban’ [260].

1.3.3 GRN Complexity and Robustness

Developmental GRNs can be characterized by various metrics including network complexity and ro-
bustness. Network complexity can be simply defined by the number of genes (nodes) and regulatory
interactions (edges) [44], but may involve other structural measures such as network modularity
compared to random networks, hierarchy levels, or network motifs. Robustness typically refers to a
GRNs ability to generate a target pattern in the presence of fluctuations in parameters or network
structure [35]. Note that network properties are often interdependent. For example it has been sug-
gested that the modularity and robustness observed in many natural developmental GRNs emerge as
a consequence of their evolution [261]. For the design of synthetic patterns, it is typically desirable
to find network topologies with low complexity to simplify construction, characterization, and trou-
bleshooting. Simultaneously, the GRN should generate the target pattern robustly in the presence
of uncertainties in experimental parameters. As increasing complexity with additional regulatory
interactions can improve robustness, this often results in a trade-off.

One approach to find a pattern forming GRN is to screen all possible networks with a given number
of nodes for the target behavior. The network topologies can then be classified with a network atlas



38 Spatial Differentiation and Pattern Formation

a -@" 9 b Global parametric robustness Topological robustness
4
[ @——
__E '\\\f//' 2 2 . B o R Parameter space w
2 5‘) Less robust —
g | N/ qepdsens donsnnan 99 o o e 0 8 e Hopbo.o ) :
8 'é' 8 B 600000000 0000DOO G080 00 000PEAOY gEdobopo ' ‘o ° °
= < "
}7‘ 0 06 90"00 6 0°d 008 66 G6godp o qgge o
N
\ v v y (@) B
I1i IZi Iai I4i
w v Local parametric robustness
Y V2 VA VA T L L R e
Morphogen Morphogen Morphogen Morphogen 1 r=0.02 7
concentration concentration concentration concentration . 0.15
] =] | | r=0.
r=0.01 «—p
—>gt— P .

% % % 007 02 03 04 05 06 07 08 09 1

Figure 1.15: GRN complexity and robustness. a) Network atlas classifying all stripe forming 3-node net-
works according to their simplest topology, which are the four incoherent feed-forward loops. Reproduced
from reference [44] under the license CC BY-NC-SA 4.0. b) Robustness measures. left: Global parametric
robustness measured in terms of the viable fraction of parameter space. right: Topological robustness defined
as the fraction of neighboring networks that show the target behavior. Reproduced from reference [35] with
permission of Elsevier, © 2019. ¢) Local parametric robustness r, defined as the minimum distance in param-
eter space that leads to an undesired change in behavior (here measured by a fitness score). Here, k = 0.28
is the globally optimal solution, but k = 0.65 is the most robust. Although k = 0.51 is on the same plateau as
the most robust solution, it is not robust.
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(Figure 1.15a), by first connecting neighboring networks, i.e. networks that differ in only one edge,
and then rank them by complexity. The networks then cluster around the most simple archetypical
network that generates the target behavior. Using this approach [44] revealed that all stripe forming
3-node networks are based on the four basic incoherent feed-forward loops.

We can now ask which of the identified topologies are the most robust. In this context Scholes et al.
[35] analyzed all possible 2-node and 3-node networks (with 2 diffusing nodes) for their capability to
form Turing patterns. The authors concluded that while > 61% of all topologies exhibited formation
of Turing patterns, there were only few topologies that showed a relatively high robustness. How to
define robustness is highly dependent on the problem statement. Abstractly, robustness is a system’s
capability to maintain qualitative and quantitative features when parameters change, or components
are added or removed. To obtain quantitative measures of robustness, Scholes et al. [35] distinguish
‘global parametric robustness’, defined as the fraction of the sampled phase space that generates the
target pattern, and ‘topological robustness’, defined as the fraction of neighboring networks that can
generate the target pattern (Figure 1.15b).

While global robustness allows quantitative comparison of different network topologies to gauge
which topologies would appear more likely in natural systems, it is for instance not clear how the
global robustness of an N-dimensional system compares to an M-dimensional one. Another issue is
that parameters have different units and that the system may be more sensitive to changes in one pa-
rameter, but more robust to changes in another parameter. From an engineering perspective, we are
therefore interested in the ‘local parametric robustness’ against expected changes and uncertainties
in parameters 0y, that are known from characterization experiments. For a given network structure
and parameter set, the local robustness can be determined with a one-at-a-time (OAT) sensitivity
analysis, which additionally provides information about the shape of the parameter space. As shown
in Figure 1.15c, the local robustness of a parameter k; can be defined as the distance Ak; to the near-
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Figure 1.16: Evolving pattern forming GRNs. a) Evolution of a GRN that generates a temporal square wave
function. The fitness is defined as a measure of the difference of the GRN output (red) to the target behavior
(blue). Over 10 generations, the GRN grows in complexity and approaches the target behavior. Adapted from
reference [263] with permission of the IEEE, © 2015. b) Evolution of a population of parameters in the simple
fitness landscape shown in (c), over 20 generations and with varying mutation rates. The mutation noise was
drawn from normal distributions with standard deviations of 0.01, 0.03, and 0.05 from top to bottom. ¢) Final
parameter populations (jittered) after 20 generations for varying mutation rates. This example illustrates how
the less fit, but more robust solution is preferred at higher mutation rates. Distributions on the right illustrate
the width of the mutation noise compared to the fitness landscape.

est phase boundary in parameter space [262]. Similarly, we can define the relative local robustness
as Ak;/k;. To maximize the probability to obtain the target pattern when designing a GRN, we may
therefore require oy, < a- Ak; Vi, where a > 0 is a stringency parameter.

1.3.4 Parameter Optimization using Evolutionary Algorithms

To design GRNs with robust behavior, we would like to optimize the local robustness for multiple
parameters simultaneously, and potentially extend the GRN search to networks with > 4 nodes. As a
comprehensive analysis of such large networks is typically prohibited due to computational cost, an
interesting approach is to optimize GRNs using evolutionary algorithms (EAs). EAs are metaheuris-
tics, i.e. optimization algorithms that are useful when the objective function is unknown, or not
available, so gradient-based methods are not applicable. EAs follow the principle of natural evolu-
tion by maintaining a population of ‘genes’, which can be represented by topological features as well
as systems parameters. The initial population then undergoes repeated rounds (generations) of mu-
tation, selection (based on a computed fitness score) and reproduction. The two features that make
EAs an attractive option for GRN design are the possibility to integrate topological and parametric
evolution and the tendency to intrinsically yield robust solutions [262, 264]. For instance, Dinh et
al. [263] evolved GRN topologies that produce rectangular oscillations using the PEN toolbox [160]
(Figure 1.16a).
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The potential of EAs to yield robust solutions is illustrated in Figure 1.16b,c. Consider the simple
1-dimensional fitness landscape as before, with a global optimum, and a less optimal, but more
robust local optimum. We can now use a tournament selection (TS) algorithm. First, the fitness of
a pair of parameters k;, k; is compared and the one with higher fitness is carried over to the next
generation. Every survivor is copied and then all parameters are mutated by a quantity drawn from
a normal distribution with standard deviation Ak, the mutation noise. Repeating the evolution over
20 generations for varying mutation noise, we can observe that the algorithm yields the narrow
global optimum for low mutation noise, but as Ak increases, solutions settle in the less optimal,
more robust optimum. Intuitively, at high mutation noise solutions in the narrow optimum tend
to produce less fit offspring than in the broad optimum. Hence, the probability to propagate their
genes to future generations is higher in the broad optimum then in the narrow one with higher
fitness score. The fitness of the progeny is therefore an intrinsic contribution to the apparent fitness
function in addition to the raw fitness score. We can now measure robustness as the resilience of a
parameter set to mutations according to a given distribution, e.g. the number of healthy progeny.
When experimental parameter tolerances and constraints are known (Section 1.1.4), the mutation
noise can be chosen such that the EA yields experimentally viable solutions.



2 Material and Methods

We here describe key instruments (Section 2.1), microfluidic protocols (Section 2.2), and molecular
biology techniques (Section 2.3).

2.1 Instruments

The instruments that were mainly used to generate the data presented in Section 3 to Section 5
are a fluorescence plate reader for bulk characterization and screening of GRN components (Section
2.1.1), and two epifluorescence microscope setups (Section 2.1.2, Section 2.1.3). The latter setup
was equipped with custom built devices (Section 2.1.4, Section 2.1.5) for microfluidic experiments.

2.1.1 Plate Reader (BMG Labtech, Clariostar)

Bulk fluorescence experiments were performed using a fluorescence plate reader (Clariostar, BMG
Labtech) set to appropriate wavelengths, measured through bottom optics with averaging over 20
flashes. Cell extract and in vitro transcription reactions were carried out in 384-well plates (Brand,
#781687) using 15 pL reaction volumes, prepared either manually or using a droplet dispenser
(Dispendix, I.DOT) with I.DOT pure plate90.

2.1.2 Inverted Epifluorescence Microscope (Nikon, Ti2-E)

The inverted epifluorescence microscope Nikon Ti2-E was equipped with an Andor Neo5.5 camera
(pixel size 6.5 pm), a temperature controlled incubator (Okolab, #0KO-H201), motorized stage,
and z-drive with perfect focus system (Nikon). A SOLA light engine SE II (Lumencor) was used for
fluorescence excitation. The available objectives were a 4x (CFI P-Apo, NA 0.20, Nikon), 10x (CFI
P-Apo, NA 0.45, Nikon), 40x (phase contrast, air, CFI P-Apo DM, NA 0.95, Nikon), and 60x (phase
contrast, oil immersion, CFI P-Apo DM, NA 1.40, Nikon). We optimized the filter sets for parallel
acquisition of up to 4 fluorescence channels with < 1% nominal bleed through [265], as listed in
Table 2.1.

2.1.3 Inverted Epifluorescence Microscope (Olympus, IX81) and Microfluidics Setup

Microfluidic experiments were performed on a custom setup built around an Olympus IX81 epiflu-
orescence microscope equipped with a motorized stage (Maerzhauser) and z-drive, camera Andor
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Figure 2.1: Overview of the microfluidics setup. a) Photograph and b) flow chart of the setup. The
i) custom LabVIEW software controls the ii) xy-stage controller, iii) fluorescence illumination, iv) Olympus
[X81 main unit including filter turret, brightfield shutter and z-drive, v) camera, and the vi) microfluidic valve
controller. The vii) cooling unit, viii) Elveflow OB1 pressure controller, and ix) Okolab temperature incubator
are independently controlled as these units do not need to be actuated during experiments. x) Atmospheric
lighting ensures good visibility for the experimenter when connecting new microfluidic chips.

iXon3 DU888 (pixel size 13 pm), temperature controlled incubator (Okolab), a SOLA light engine
SE II 365 (Lumencor) for fluorescence excitation, and 4x (UPlanFL N, NA 0.13, Olympus), 10x (UP-
lanFI, NA0.30, Olympus), 20x (UPlanFI, NA 0.50, Olympus), 40x (UPlanFI, NA 0.76, Olympus), and
100x (UPlanSApo, NA 1.40, Olympus) objectives. The motorized filter turret was equipped with the
filter sets listed in Table 2.1, optimized for parallel acquisition of up to 5 fluorescence channels with
< 1% nominal bleed through [265]. Brightfield images were acquired through the GFP emission
filter.

For microfluidic experiments the setup, shown in Figure 2.1, was additionally equipped with a mi-
crofluidic pressure regulator (Elveflow, OB1), a custom built Quake valve controller (Section 2.1.4),
and a custom built microfluidic reservoir cooling unit (Section 2.1.5). All acquisition and fluid hand-
ling components were controlled with a custom LabVIEW software that was conceived and imple-
mented by Johann Brenner. Experiments can be performed by defining custom automated routines
with integrated microscope actuation and image acquisition.

Table 2.1: Filter sets for Nikon Ti2-E (left) and Olympus IX81 (right). Ex.: excitation, DM: dichroic mirror,
Em.: emission. Notation: central wavelength/ bandwidth.

Fluorophore Ex. DM Em. Fluorophore Ex. DM Em.
BF DAPI 366/10 405 442/42
CFP 438/24 458 483/32 CFP 438/25 458 483/32
YFP 497/16 515 525/30 YFP 500/20 515 535/30
RFP 559/34 585 625/15 RFP 559/34 588 609/34
Cy5 628/40 660 692/40 Cy5 628/40 660 692/40
GFP 472/30 495 520/35 GFP 472/30 495 520/34
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Figure 2.2: Quake valve controller. a) Outside view of the controller box. Valve manifolds are supplied by
pressure input lines (black tubing) and connect to the microfluidic chip via transparent tubing. The orange
status light indicates that the device is switched on and ready to rule all ring reactors. b) Overview of the main
control circuit board. The Arduino Mega (top right) controls 24 transistor circuits that switch the solenoid
valves. One unit circuit is highlighted with a red box. Ribbon cables connect between the Arduino, the
transistor circuits and the solenoids. ¢) Circuit diagram of one circuit unit. The transistor is gated by the
Arduino via a voltage divider stabilized with a Z-diode. A flyback diode across the inductive load avoids
voltage spikes when switching. d) Schematic illustrating the operation of a Quake valve. When no pressure
is applied to the control line (red), the valve is open and allows flow (blue). When pressurized, the PDMS
membrane separating the control from the flow line is pushed into the flow channel and obstructs the flow.

2.1.4 Quake Valve Controller (DIY build)

The microfluidic Quake valve controller (Figure 2.2a) was custom built based on a total of 24 minia-
ture solenoid valves (3/2-way, normally open), grouped in two 8x, one 5x and one 3x manifolds
(Festo, #MH1-A-12VDC-N-TC-8V-PR-K05-QB-AD-BD-CX-DX, #MH1-A-12VDC-N-TC-5V-PR-K05-QB-
AD-BD-CX-DX, #MH1-A-12VDC-N-TC-3V-PR-K05-QB-AD-BD-CX-DX, with cables, #NEBV-H1G2-KN-
0.5-N-LE2). Input pressures were regulated between 1 and 3 bar using two pressure regulators
(Festo, #MS4-LR-1/4-D5-AS). The input pressure of the 3x manifold was set with an independent
pressure regulator so that the actuation frequency of a 3-valve peristaltic pump could be maximized.

The outputs of the solenoid valves were connected to the microfluidic chip using a series of adapters
starting with 5 cm of 3 mm PUN tubing (Festo, #PUN-H-3X0,5-BL), connected to a 3/32-inch barb
to male luer lock adapter (Masterflex, #45505-32, purchased from Fisher Scientific), followed by
0.6 mm x 80 mm (23 G) syringe needles (Sterican, #4291431) cut to a length of ~ 10 mm. These
were then connected to 1 m of Tygon ND 100-80 tubing (Saint-Gobain, #AAD04103, 0.5 mm ID,
1.52 mm OD, purchased from Fisher Scientific) and 0.7 mm (22 G) metal connectors cut to &~ 25 mm
from syringe needles (Sterican, #2050812). The metal connectors were bent into an L-shape aided
by an M6 screw and inserted directly into the holes punched into the PDMS chip. The long and short
side of the connectors were alternated between neighboring ports to optimize space usage.

The 24 solenoid valves were controlled by an Arduino Mega2560 Rev3 (#A000067) using the 5V
digital output pins to actuate the 12 V solenoid valves via a control circuit (Figure 2.2b,c), soldered
onto a matrix board in 24 replicates. The circuit consists of an N-channel MOSFET (#IRLD110PBF)
gated by the Arduino via a voltage divider (1.1 k2, 10 kQ2) and stabilized by a Z-diode 3.9 V (#BZX79-
C3V9,113). The load circuit was powered with a 12 V, 10 A power supply and a 1 A flyback diode
(#SB1100) was used to eliminate voltage spikes across the inductive load. Additionally, we used a
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Figure 2.3: Reagent cooling unit. The cooling unit was used to cool temperature sensitive reagents in close
proximity to the chip to minimize uncooled dead volume. a) CPU water cooler and b) temperature regulator
are connected to ¢) the cooling unit, which consists of a peltier element that cools an aluminum block with
two ports to hold 1.5 mL or 2 mL Eppendorf tubes. d) Schematic of the cooling unit consisting of a peltier
element that is 2-point regulated by the temperature regulator using a pt100 temperature sensor. The heat
generated at the hot side of the peltier is dissipated through an aluminum block that is maintained at room
temperature by a CPU water cooler. To ensure a constant temperature at the sample reservoirs the block is
insulated with styrofoam. The ideal temperature profile is sketched on the left. e) An alternative version of
the cooling unit allows cooling of up to 4 times 50 uL or 8 times 25 L of reagents stored in tubing.

decoupling capacitor 1000 uF, 16 V (#EEUFR1C102L) across the 12 V power supply and ribbon ca-
bles with appropriate connectors. All electronic components were purchased from Farnell, Reichelt,
or Conrad.

The valves (Figure 2.2d) were actuated by controlling the Arduino with the custom LabVIEW soft-
ware implemented by Johann Brenner. The software allows for manual switching of individual valves
and simultaneous switching of multiple valves according to user-defined functions, including periodic
actuation of peristaltic pumps. Valve functions were either used in manual mode or in automation
routines.

2.1.5 Microfluidic Reservoir Cooling Unit (DIY build)

To allow cooling of sensitive reagents in close proximity to the chip with minimized uncooled dead
volume, we built a custom designed cooling unit (Figure 2.3). The unit is built around an aluminum
block, with two drilled ports that hold 1.5 mL or 2 mL Eppendorf tubes. Modeling clay was inserted
into the holes to increase the contact area between the tubes and the block. An alternative, CNC-
machined version of the cooling block allows cooling of up to 4 times 50 pL or 8 times 25 pL of
reagents.

The cooling block is cooled to ~ 4 °C using a peltier element (TRU COMPONENTS, #TES1-127025)
that is operated at 12 V by a 2-point regulator (Jumo di eco, #701540/-821-02-061), switching at
0.1 °C deviation from the target temperature as measured by a pt100 temperature sensor (Conrad,
#181315-1/3-DIN-M-222) inserted into the center of the cooling block. The heat generated at the
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hot side of the peltier element was dissipated through an aluminum block with drilled channels that
allowed perfusion with water that was kept at room temperature using a CPU cooler (Koolance,
Exos-2 V2).

The cooling block was insulated thoroughly with styrofoam from all sides for three reasons. First,
this minimizes the hysteresis caused by the 2-point regulator because the slower heating allows for
a relatively faster response. Second, the temperature difference between the room temperature and
the target temperature drops across the insulation, rather than across the block itself, so that the
temperature within the block is more homogeneous. Third, the insulation covers any potentially
cool surfaces from the surrounding air, which avoids excessive condensation of air humidity on the
cooling block.
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2.2 Microfluidics

In this section we describe the design, manufacturing and operation of microfluidic devices. The
fabrication of master molds using photolithography is outlined in Section 2.2.1, Section 2.2.2, and
Section 2.2.3. Fabrication of PDMS microfluidic chips by soft-lithography is described in Section 2.2.4
and Section 2.2.5. The operation of chips for droplet generation and the ring reactor are presented
in Section 2.2.6 and Section 2.2.7, respectively.

2.2.1 SU-8 Photolithography

Chips were designed in AutoCAD. All photolithography steps were performed in a cleanroom using
2-inch or 3-inch silicon wafers (Siegert Wafer, #2P0/1-10/500+25/SSP/TTV<10) and SU-8 2050,
or SU-8 3050 negative thick-film photoresist (micro resist technology), which were appropriately
diluted according to manufacturer specifications to achieve resist thicknesses of < 50 p.m.

Wafers were first rinsed with isopropanol and acetone, dried with nitrogen and heated at 120 °C for
5 min, optionally followed by priming with Ti Prime (MicroChemicals), applied by spin-coating for
60 s at 300 rpms ™! to 6000 rpm and baking for 2 min at 120 °C. Then, ~ 2 mL of the resist were
spin-coated for 15 s at 100 rpms ™" to 500 rpm, 45 s at 300 rpms™~* to 1500 — 6000 rpm. The speed
for the initial spread was increased to 1000 rpm for the thicker, more viscous resist formulations
(SU-8 X025 and higher) to obtain a more homogeneous spread and the final spin speed was chosen
as suggested by the manufacturer for the desired resist thickness or based on spin curves Figure
2.4a,b.

After optional relaxation overnight at room temperature to improve the homogeneity of the resist
thickness, the wafers were then soft-baked (SB) by ramping from 65 °C to 95 °C following the manu-
facturer’s instructions. The resist was exposed with 200—300 mJ/cm? either on a maskaligner using
Photomasks (Zitzmann GmbH, 64.000 dpi) or using a maskless aligner (MLA, Heidelberg Instru-
ments), followed by a post exposure bake (PEB) from 65 °C to 95 °C and development with PGMEA
(Merck, #484431-1L), according to the manufacturer’s instructions. The wafer was cleaned by rins-
ing with isopropanol and dried with a gentle nitrogen blow. Leftover white residue was removed by
rinsing the structures with fresh PGMEA, followed by isopropanol and a nitrogen blow.

The masters were finalized with a hardbake for 1 h at 120 — 150 °C, and optionally silanized to
minimize adhesion of PDMS to the master by incubation with ~ 5 pL of trichloro(1H,1H,2H,2H-
perfluorooctyl)silane (Merck, #448931-10G) in a weak vacuum for 2 h to overnight, followed by
rinsing with ddH, 0. The resist thickness was measured with a Dektak 150 surface profiler (Veeco
instruments). Discarded wafers were recycled using hot piranha (5-7:1 H,S0,:H,0,, 80 °C) for
~ 30 min with gentle agitation.

2.2.2 AZ 40XT Photolithography

Microfluidic designs and wafers were prepared identically to SU-8. As AZ 40XT (MicroChemicals) is
a positive photoresist, the designs were inverted by surrounding the structures with an appropriate
box and using XOR logic.

First, ~ 2 mL of the resist were spin-coated for 15 s at 100 rpms~! to 500 rpm, followed by 45 s
at 300 rpms~! to 4000 rpm. After SB ramping from 70 °C for 20 s to 120 °C for 3.5 min and
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Figure 2.4: Spin curves and homogeneity of resist thickness. a) The spin curve for SU-8 2050 follows a
power law. b) The spin curve for PDMS can be used to estimate the thickness of the membrane constituting
Quake valves. ¢) Comparison of two chip orientations (left and right panel) on wafer layouts for the 8-ring
flow layer that use a hybrid SU-8/ AZ 40XT design. The middle panel shows a zoom in on the structures where
numbers indicate the location of height measurements in (d,e). Dark structures (SU-8) represent obstacles for
the second spin with AZ 40XT. Arrows indicate the radial direction along which the resist is spun off. d) Height
measurements for SU-8 3050 at the locations and for orientations as indicated in (c). CVs are about 5% across
all locations for both chips. e) Height measurements for AZ 40XT for orientations and locations indicated in
(c). It can be observed that the AZ 40XT structures are higher in front of the SU-8 obstacles, while being lower
behind them. The inhomogeneity is less pronounced when relaxing the resist for 1 h prior to SB and switching
the orientation (red). Arrows indicate the direction of spin induced resist flow.

back to 70 °C for 20 s, the resist was exposed with 200 — 300 mJ/cm? using the MLA. After PEB
at 70 °C for 20 s to 105 °C for 40 s and 70 °C for 20 s, the resist was developed in 2.38% aqueous
tetramethylammonium hydroxide (TMAH, Merck, #331635-250ML) for ~ 2 min and rinsed with
dH, 0. Note that AZ 40XT is sensitive to isopropanol rinsing.

The masters were finished with a hardbake at 120 °C for 30 min, which allows the resist structures
to reflow and adapt a round cross-section, which is necessary for proper closing of Quake valves, and
silanization as for SU-8 structures.

2.2.3 Multi-Layer Photolithography

Chip designs with multiple channel heights or mixed round and rectangular channel cross-sections
were manufactured in a multi-step process using alignment markers. Multiple SU-8 layers were
formed without intermediate development and optional local development of the alignment markers.
In contrast, hybrid SU-8 and AZ 40XT devices were manufactured with development after the SU-8
layer, as AZ 40XT is removed by the SU-8 developer PGMEA. If the SU-8 structures are of similar
or larger height than the AZ 40XT structures, this can lead to buildup of AZ 40XT in front of and
corresponding deficiency behind SU-8 structures when spin-coating (Figure 2.4c-e). To minimize
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adverse effects of uneven channel heights, like uneven closing of Quake valves, the radial orientations
of the designs were optimized and the resist relaxed at RT for up to 1 hour prior to the soft bake.

2.2.4 PDMS Soft-Lithography

Generally, 12 g (25 g) PDMS and curing agent (Sylgard 184, Dow Corning) were mixed thoroughly in
a ratio of 10:1, poured on a clean 2-inch (3-inch) silicon-master wrapped in aluminum foil, degassed
for 15 min and baked for 60 min at 80 °C. The cured PDMS devices were carefully disassembled from
the master and trimmed with a scalpel. Inlet holes were punched with either a 0.5 mm biopsy punch
(WPI, #504528) when using Tygon ND 100-80 tubing (Saint-Gobain, #AAD04103, 0.5 mm ID,
1.52 mm OD, purchased from Fisher Scientific) with 0.6 mm OD metal connectors, or 1.25 mm
biopsy punch (WPI, #504530) when using PTFE tubing (BOLA, #S1810-10, OD 1.6 mm, ID 0.8 mm).
Instead of 0.5 mm biopsy punches, which are often of insufficient manufacturing quality for our
purpose, catheter punches with a cutting edge of 0.74 mm (Syneo #CR0320245N21R4) can be used
in combination with Tygon tubing and 0.7 mm OD metal connectors.

Devices were cleaned with Scotch Magic Tape and kept covered until bonding. As substrate 1” x 3",
or 2”7 x 3” object slides were either coated with ~ 5 g of PDMS to render the surface hydrophobic
and minimize sticking of aqueous solutions, or cleaned with a kitchen sponge and soap, followed
by rinsing with dH, O, sonication in 2% Hellmanex III (Hellma, #9-307-011-4-507), sonication in
ddH, 0O and blow-drying with nitrogen. Finally, substrate and device were bonded by exposure to
O, plasma (Diener Femto, 40 s, 20 sccm, 100 W), finished by baking at 80 °C for 1 h. To obtain all-
hydrophobic channel walls, either all PDMS chips were recovered by baking at 200 °C for 3 h [266]
or chips were flushed with 1% trichloro(1H,1H,2H,2H-perfluorooctyl)silane (Merck, #448931-10G)
in FC-40 oil (Merck, #F9755-100ML) immediately prior to the experiment.

2.2.5 Quake Valve Soft-Lithography

Ring reactors and other chips that feature on-chip fluid control using Quake valves and peristaltic
pumps were manufactured from two layers of PDMS as follows. For 3-inch masters (3 chips), 30 g
of 5:1 PDMS (25 g PDMS + 5 g crosslinker) and 10.5 g of 20:1 PDMS (10 g + 0.5 g) were weighed
and mixed thoroughly using a spatula. For 2-inch masters (1 chip), the amounts were 12 g of 5:1
and 10.5 g of 20:1 PDMS. Next, the 5:1 PDMS was completely poured over the flow-layer master
wrapped in aluminum foil to form a mold, resulting in a thickness of ~ 4 mm. The control-layer
master was covered with ~ 2 g of 20:1 PDMS, spread over the SU-8 structure by tilting the wafer,
and kept in a closed petri dish at all times when outside a cleanroom.

After degassing both layers for 20 min in a dessicator, the control layer was spun off using a spin
coater for 45 s at 1500 — 1800 rpm, to reach a thickness of ~ 50 um (Figure 2.4b). The spin speed
was optimized for each SU-8 master individually using the linear approximation that the thickness
decreases by ~ 4/100 umrpm™" in the relevant range. Because the presence of the SU-8 structures
that form the control channels leads to a buildup of PDMS during spin coating, the PDMS was allowed
to reflow for 45— 60 min to ensure an even surface and uniform thickness of the PDMS membrane.

Next, the PDMS was partially cured by baking for precisely 19 — 20 min for the flow layer and
24—26 min for the control layer in a pre-heated oven at 80 °C. To ensure reproducible bake times, it
is crucial to place the wafers in a plastic petri dish to avoid direct heat transfer with the oven walls.



Material and Methods 49

After appropriate curing the PDMS is not sticky when touched. Then, the flow layer was peeled off
the master and immediately covered with Scotch Magic Tape.

After cutting out the chips with a scalpel and cleaning the structure with more Scotch Magic Tape,
the flow layers were rapidly aligned on the control layer by eye. Note, that punching one of the inlet
holes before the alignment can aid removal of air bubbles. Fine alignment was then performed using
a stereo-microscope (Olympus, SZ61) by repeated lifting and realigning of the flow layer according
to alignment markers and valve positions. Note, that the structures in the 5:1 PDMS shrink slightly
compared to the original SU-8 structures on the master mold. To fit the size of the control layer
structures, flow layer structures were enlarged in the original CAD drawing by ~ 1.8%.

Remaining air bubbles between the two layers were removed by gentle pushing on the PDMS slab.
Next, the wafer was again wrapped in aluminum foil and the remaining 20:1 PDMS was poured
around the chips to facilitate later removal of the PDMS membrane from the wafer. After adding
A 10 g weights on top of the chips to avoid delamination from the wafer during bonding, chips were
thermally bonded at 80 °C for 1 h.

Then, chips were again removed from the master, separated, trimmed and covered with Scotch
Magic Tape. Holes for inlet, outlet and control line ports were then punched using catheter punches
with a cutting edge of 0.74 mm (Syneo, #CR0320245N21R4) mounted on a drill re-purposed as
a manual press. Punching precision was ensured using a budget digital WiFi microscope (Cainda,
Amazon, #B081L4Y98G) coupled to a mobile phone or tablet and appropriate lighting. PDMS plugs
were removed from the holes using tweezers. The resulting holes can be used with 0.6 — 0.8 mm
connectors.

Next, a 75 x 50 x 1 mm? glass slide was first cleaned with a kitchen sponge soaked in Hellmanex III
(Hellma, #9-307-011-4-507), rinsed with dH,O, sonicated for 2 min in Hellmanex III, rinsed with
ddH, 0, sonicated for 2 min in ddH, O, and blow-dried with pressurized N,. Both sides of the PDMS
chips were thoroughly cleaned and covered with Scotch Magic Tape until they were bonded to the
glass slides using O, plasma (Diener Femto, 40 s, 20 sccm, 100 W). Finally, bonding was finished by
curing the chips at 80 °C for 1 h.

2.2.6 Droplet Generation

For simple droplet generation and encapsulation of gel beads, we used flow-focusing devices [268]
with 25 x 40 um? (width x height) and 40 x 60 u.m? cross-section at the junction, respectively (Figure
2.5).

The sample reservoirs were connected to the chip with & 20 cm of stiff and inert PTFE tubing (BOLA,
#S1810-10, OD 1.6 mm, ID 0.8 mm), directly plugged into the PDMS. Prior to the experiment the
chips were primed with 1% trichloro(1H,1H,2H,2H-perfluorooctyl)silane (Merck, #448931-10G) in
FC-40 oil (Merck, #F9755-100ML) through the outlet, then flushed with the continuous phase and
finally with the aqueous phase by slowly increasing the pressures until a stable droplet production
was achieved. Droplet devices were operated with an Elveflow OB1 pressure controller with typical
pressures of 100 —300 mbar. The continuous phase consisted of FC-40 oil (Merck, #F9755-100ML)
with 2% (w/w) PFPE/PEG-surfactant [178] (Emulseo, #1903-09). The aqueous phase typically
contained 30 — 100 pL of transcription or transcription/translation mixture or 180 pL of modified
PITC-agarose (Section 2.3.8). The droplet generation was monitored with one of the microscopes
described in Section 2.1.2 and Section 2.1.3. The droplet generation frequency typically was in the
order of 1 —2 kHz.



50 Microfluidics

: 4
=d X X X&d

water ? emulsion
oil
R
e X XXE2

gel bead
suspension ?

200 ym

Figure 2.5: Droplet generation with microfluidic flow-focusing devices. a) At the flow-focusing junc-
tion (FFJ), the aqueous phase meets with the oil phase. The orifice in the downstream channel leads to
droplet breakup via ‘dripping’ or ‘jetting’ (e) [267]. b) Microscopy image of a FFJ during operation at ~ 1000
droplets/s. c¢) Hexagonal lattice of monodisperse droplets. d) Microgel spheres were encapsulated into
droplets with a FFJ. e) Microscopy image of microgel encapsulation in the jetting regime. Hydrogel particles
produce low contrast due to the similar refractive index as the surrounding water. f) Fluorescence false-color
image of a mixture of fluorescently labeled microgel spheres encapsulated in droplets (white).

Droplets were collected in an Eppendorf tube connected to the outlet via ~ 5 cm of PTFE tubing
and imaged in custom glass chambers as described in reference [37]. Briefly, a microscopy slide
and a cover slide were hydrophobically treated with water repellent (Rain-X, #5026349019096), or
vapor deposition of trichloro(1H,1H,2H,2H-perfluorooctyl)silane (Merck, #448931-10G) and glued
together with dental cement (picodent twinsil 22, #1300-1000) that was mixed with 75 pm glass
beads (Merck, #59200-U), or 32 um bond line spacer beads (Cospheric, #S-SLGMS-2.5 29-32um -
1g) to yield a defined height. Droplet videos were generally analyzed by segmenting the BF images
in F1J1 and then tracking the fluorescence intensity with a custom MATLAB plugin!, developed by Dr.
Korbinian Kapsner [269].

2.2.7 Ring reactor

Ring reactors (Figure 2.6a) were operated as described in references [23, 210]. First, control lines
were connected to the corresponding ports (Figure 2.6b), ensuring that every line is filled with ~
10 cm of ddH, O to avoid pushing air into the flow channels. The control lines were then pressurized
with 1 bar until the air has been pushed out of every control channel. Then, the pressure was
increased to 1 — 3 bar until all valves were visually closed.

Next, the chip was calibrated to determine the fraction of the reactor volume R, that is replaced
with each feed step, to account for variations in the dimensions of rings and feed pump (Figure
2.6¢). First, solutions of 25 uM fluorescein in PBS and pure PBS were connected to two of the flow
lines and pressurized to 200—300 mbar. The reagents were flushed into the chip and any air that was
trapped in the flow layer was removed by closing the outlet valve (B5) so that the air was pushed out
through the PDMS. The calibration routine starts with loading the reactors with PBS and acquiring a
blank image for each reactor. Then, the reactors are loaded with fluorescein, the bypass channels are

Thttps://github.com/kkapsner/Matlab.git
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Figure 2.6: 8-ring reactor. a) Chip layout with control lines (red) and flow lines (blue). Labels indicate
inlets (I), outlet (O), rings (R) and control line ports (A,B,C). The inlet is selected via a multiplexer (C3-8)
and the flow is directed by appropriately switching the valves. A feed pump (B2-4) allows to replace defined
fractions of the reactor volume with fresh reagents, followed by mixing the reactor content with a mixing
pump (A1-3). b) Photograph of a chip connected to control lines. ¢) Example calibrations for a chip with
heterogeneous (left) and more homogeneous (right) channel dimensions. The reactors are initially filled with
fluorescein in PBS, which was then serially diluted with pure PBS with a fixed number of feed steps, followed
by thorough mixing. As the fraction of reactor volume that is replaced with each feed cycle R, depends on
the reactor volume, as well as on the feed pump volume, the calibration corrects for chip-to-chip as well as
reactor-to-reactor variations. d) Photograph of a chip loaded with red (rings) and flushed with blue (bypass
channels) food color. Control lines are transparent. e) Time series of a typical dilution and mixing cycle.

flushed with PBS (Figure 2.6d) and an image is acquired for each reactor, followed by feeding the
reactors with a fixed amount of feed steps F = 45 and thorough mixing (500 cycles at 3 Hz). This
process (Figure 2.6e) is iterated 11 times so that a dilution series is obtained. The fraction of the
reactor volume R that is replaced after each dilution step n can then be determined for each reactor
by measuring the fluorescence intensity I within an appropriate region of interest for each reactor.
As I, = c- (1 —R)", R can for instance be determined from the slope of a linear fit to log(I,) and
Ry =R/F, as shown in Figure 2.6c.

Finally, the reagents for the experiments were connected to the inlets. Typically, reagents were
stored in 1.5 mL Safe-Lock Tubes (Eppendorf, #0030123301) connected to the flow pressure lines
controlled by the pressure controller. Uncooled reagents were connected to the chip via ~ 20 cm
of Tygon ND 100-80 tubing (Saint-Gobain, #AAD04103, 0.5 mm ID, 1.52 mm OD, purchased from
Fisher Scientific) and a 1 cm long PEEK capillary (Trajan Scientific, #1301005001-10E OD 0.8 mm,
ID 0.125 mm, purchased from Fisher Scientific). Reagents that were cooled with the 2-port Eppen-
dorf tube cooler were connected via 12.5 cm of PEEK capillary to minimize uncooled volume.

For CFPE the reservoirs typically contained 45 L of extract with additional proteins and 45 pL
of buffer with DNA templates and other additives. As extract and buffer were mixed on-chip in a
50:50 ratio, the concentrations of additives were adjusted accordingly. The extract reservoirs were
typically cooled, whereas the buffer was supplemented with 2 mM TCEP (Roth, #HN95.1) to allow
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for storage without cooling [21, 202]. An additional flow line contained nfH,O to flush the bypass
channels between cycles to minimize accumulation of aggregates during the experiment. A typical
experiment consisted of periodic feeding, mixing, and acquisition every 15 min over 24 h.

Microscope images were analyzed with custom MATLAB scripts. First, an ROI and background ROI
were manually selected for each ring and the background subtracted average intensity I — B was
normalized against the corresponding measurement from the R, calibration I — B,. Using similarly
generated 1-point reference measurements I,.; —B,..; (1 uM of reporter protein in cell extract) and
Iy ref —Bo,res (25 WM fluorescein in PBS), we obtain a reporter concentration ¢, which is comparable
across experiments

I—B . IO,ref _BO,ref .

c= 1uM. (2.1)

IO_BO Iref_Bref

Maxima of oscillatory trajectories were detected using findpeaks and auto-correlation was computed
using xcorr. The rotation number m was determined by computing the auto-correlation of the max-
ima.

Simulations were performed in MATLAB using ode23s to solve the ODE model during the interval of
one dilution cycle t;,, = 15 min. After each cycle, the initial conditions of the consecutive cycle c¢;,
were set with the final concentrations of the previous cycle ¢; as ¢;;; = ¢; - (1 —R) + ¢;,, where R
is the refresh ratio and the input amplitude c;, = A;,, if i mod k = 0, and c;, = 0, otherwise. To
approximate the experimental procedure, we sample the solutions at the final time point of each
interval.
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2.3 Molecular Biology

In this section we present the molecular biology techniques that were used to implement GRNs. Gene
template assembly is described in Section 2.3.1, followed by in vitro transcription (Section 2.3.2) and
cell-free gene expression (Section 2.3.3) reactions. We next present the protocols for DNA (Section
2.3.4), RNA (Section 2.3.5), and protein (Section 2.3.6) purification. In Section 2.3.7 we outline
the procedure for cell extract preparation, followed by the protocol for PITC-agarose preparation in
Section 2.3.8.

2.3.1 Gene Template Assembly

Genetic constructs were assembled using a standardized Golden Gate Assembly (GGA) scheme adapted
from [57]. Each construct is divided into 4 functional parts: the promoter, the 5’UTR, the gene
of interest, and the terminator. The parts were either pre-cloned into pSB1C3 using Esp3I (NEB,
#R0734S) or PCR amplified using Phusion 2x Mastermix (NEB, #M0531S) and then assembled into
PSB1A3 using Bsal-HF-v2 (NEB, #R3733S). Note, Esp3I is an isoschizomer of BsmBI with a superior
activity in T4 ligase buffer and is therefore preferred in GGA reactions.

Overhang PCRs to introduce the cut sites required to assemble the initial parts were performed with
primers purchased from IDT using a touch-up protocol starting at the annealing temperature 2 and
ramping up to the elongation temperature of 72 °C in 1 °C increments. Other parameters were
chosen according to the manufacturer’s instructions.

The GGAs were performed in 10 pL reactions containing 0.5 wL of the restriction enzyme, 0.5 uL
T4 DNA ligase (NEB, #M0202S), 10 fmol of the backbone and 20 fmol of each insert in 1x T4 DNA
ligase reaction buffer (NEB, #B0202S). Using a thermocycler, the reactions were first heated to 37 °C
for 15 min (initial cutting), then cycled 30 times between 37 °C for 1.5 min (cutting) and 16 °C for
3 min (ligation), followed by a final cutting step at 37 °C for 5 min and heat inactivation of the
enzymes at 80 °C for 20 min.

Assemblies were then transformed into chemically competent DH5a, DH5aZi (when using Lacl
repressible promoters), DH5aZ1 (when using TetR repressible promoters), or NEB stable (NEB,
#C3040H, when everything else had failed). 5 pL of the assembly mix were added to 50 pL of
cell suspension and chilled on ice for 15 min. After heat shock at 42 °C for 45 s, cells were chilled on
ice for 2 min and then recovered in 1 mL SOC-medium for 1 h. Next, the cultures were concentrated
by centrifugation at 2,000 g for 3 min and removing 900 uL of the supernatant. The bacteria were
resuspended in the remaining medium and plated using sterilized glass beads.

On the following day, 2-6 colonies were screened for correct assemblies via colony PCR with 2x
OneTaq Mastermix (NEB, #M0482S) and appropriate primers in reaction volumes of 10 pL. Af-
ter addition of 2 pL 6x purple loading dye (NEB, #B7024S) supplemented with 10x GelRed (Bi-
otium, #41003), the lengths of the amplicons were verified by 1 —2% agarose gel electrophoresis at
150/8 Vem™! for a~ 20 min. Selected colonies were cultured overnight in 5 mL LB-medium and the
plasmids were extracted using a Miniprep Kit (Qiagen, #27104) and veryfied by sequencing (Mi-
crosynth Seglab, Economy Run). Concentrations were estimated using a UV/vis Nanophotometer
(Implen).

2tmcalculator.neb.com
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2.3.2 In Vitro Transcription

In vitro transcription reactions contained 1x transcription buffer (NEB, #B9012S, 40 mM Tris—HCI,
6 mM MgCl,, 1 mM DTT, 2 mM spermidine, pH 7.9), supplemented with 4 mM of each rNTB
counterbalanced with additional 12 mM MgCl,, typically 10 — 200 nM of transcription template,
1 unituL~! RNase inhibitor (NEB, #M0314S), 50—200 nM T7 RNA polymerase that was purified by
Dr. Sandra Sagredo, and assay-specific optional additives. The reactions were filled to final reaction
volumes of 15 pL (for 384-well plate), 50 — 200 p.L (for encapsulation in microfluidic droplets), or
100 pL (for RNA purification) with nuclease-free H,O (Roth, #T143.2). Unless otherwise noted,
reactions were performed at 37 °C for 6 —20 h.

2.3.3 Cell-free Gene Expression

Bulk CFPE reactions were either carried out in homemade E. coli cell extract (Section 2.3.7) or
PURExpress (NEB, #E6800) in reaction volumes of 15 pL. First, the extract (E) and buffer (B) (PURE
solutions A and B) that were stored at —80 °C were thawed on ice. Meanwhile, appropriate amounts
of DNA templates and small molecule additives were mixed in nfH,0. Then, B was mixed with E
and the mixture was added to the DNA mixtures. Protein and RNA additives were optionally diluted
in PBS and added to the final reaction mix. The final composition of a cell extract reaction was:
33% (v/v) cell extract, 42% (v/v) buffer and 25% (v/v) DNA plus additives. The final composition
of a PURE reaction was: 40% (v/v) solution A, 30% (v/v) solution B, and 30% (v/v) DNA plus
additives. Expression was carried out at 30 °C for 4—10 h.

2.3.4 DNA Purification

Linear templates for IVT reactions (genelets) and CFPE reactions were synthesized by different meth-
ods, depending on length, required amount and whether multiple variants were screened for func-
tion. Templates below 90 bp were usually annealed in 1x transciption buffer from two full-length
complementary oligos synthesized by IDT by ramping from 95 °C to 4 °C with 2 °Cmin~!. Longer
linear templates were PCR amplified from either IDT Ultramers (up to ~ 170 bp), IDT g-Blocks, GGA
reactions, purified plasmids, or colonies using appropriate primers and Phusion 2x Mastermix (NEB,
#MO0531S). Optionally, plasmids were digested with Dpnl (NEB, #R0176S) for 1 h at 37 °C after
the PCR. To screen multiple variants of genelets up to ~ 150 bp, it can be efficient to use two IDT
oligos with complementary 3’ends and fill in remaining bases with a PCR reaction. The first oligo
here typically contains the T7 promoter and serves as the master strand, whereas the second oligo is
variable and contains the sequence of the transcript. PCR reactions were purified using a Monarch
PCR & DNA Cleanup Kit (NEB, #T1030L) or Monarch DNA Gel Extraction Kit (NEB, #T1020S) fol-
lowing 1-2% agarose gel electrophoresis, eluted with 30 uL of nfH,O and quantified using a UV/vis
Nanophotometer (Implen).

Plasmids were prepared by first streaking the corresponding bacteria from a glycerol stock overnight.
Then, one colony was cultured overnight in 5 mL LB-medium and the plasmids were extracted using a
Miniprep Kit (Qiagen, #27104) or the overnight culture was used to inoculate a 150 mL culture for a
Midiprep (Qiagen, #12243). Optionally, the plasmids were further purified with phenol-chloroform
extraction (PCE) using Phase Lock Gel (Quantabio, #2302820), phenol/chloroform/isoamyl-alcohol
(P/C/1, Roth, #A156.1) and chloroform (Roth, #7554.1), followed by ethanol precipitation with 0.1
volume of 3 M sodium acetate pH 5.2, and 3 volumes of ice cold (—20 °C) 100% ethanol. After 1 h at
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—80 °C the pellet was washed with 1 mL of cold 70% ethanol, dried briefly in a vacuum centrifuge and
resuspended in nfH,0. Concentrations were estimated using a UV/vis Nanophotometer (Implen)
and the samples were stored at —20 °C.

2.3.5 RNA Purification

RNA was prepared with an IVT reaction from appropriate DNA templates, followed by DNA digestion
with DNase I (NEB, #M0303S) at 37 °C for 30 min. The product was purified by PCE as for DNA,
except using P/C/I for RNA extraction (Roth, #X985.1), or gel purification with a small-RNA PAGE
Recovery Kit (Zymo Research, #R1070) following an 8 M Urea denaturing-PAGE for typically 90 min
at 100/8 Vem™!. RNA was quantified with denaturing-PAGE stained with SYBR Green II (Thermo
Fisher, #S7564) and RiboRuler Low Range RNA Ladder (Therom Fisher, #SM1831) for reference.
Purified RNA was stored at —80 °C.

2.3.6 Protein Purification

For protein purification we used standard Ni-NTA His-tag affinity chromatography. First, the gene
of interest was cloned into a linearized expression vector with a T7 promoter and a C-terminal His-
tag (6xHis-pSB1A3-pT7) using GGA and transformed into BL21star(DE3). For expression, a 5 mL
overnight culture was used to inoculate a 500 mL culture that was grown at 37 °C to OD 0.4-0.6,
before inducing the expression by addition of IPTG to a concentration of 1 mM. The expression
was conducted at 16 °C overnight. Cells or proteins were kept on ice or 4 °C during all subsequent
steps. First, cells were harvested by washing once with 50 mL buffer A (50 mM Tris—HCI, 500 mM
NaCl, pH 8.0, 25 mM imidazole), pelleted in a 50 mL Falcon tube, weighed, and optionally stored
at —80 °C.

Next, the pellet was resuspended in 20 mL buffer A, supplemented with 1 mgmL™! lysozyme (Roth,
#8259.1), 1 mM PMSF (Roth, #6367.1), 1 mM benzamidine (Roth, #CN38.1), and 1 uL Turbo
DNase (Thermo Fisher, #AM2238) and incubated for 1 h on ice. The cells were then lysed by soni-
cation (Bandelin, Sonoplus) 50% Amplitude, 9 cycles, 30 s/15 s pulse. The cell debris was removed
by centrifugation for 15 min at 7,000 g in the 50 mL Falcon tube and then 10 min at 20,000 g in
2 mL Eppendorf tubes.

The supernatant was loaded into HisTrap HP columns (GE, #17-5247-01 ) primed with buffer A using
a syringe pump at 1 mLmin~!. The protein was eluted starting with 1 column volume (CV) of buffer
A containing 25 mM imidazole, then linearly increasing the imidazole concentration to 250 mM
over 10 CVs, and 1 CV at 250 mM imidazole using an Akta pure (GE). 5 uL of the collected fractions
were added to an equivalent amount of 2x Lammli buffer (Merck, #S3401) and analysed via SDS-
PAGE (12% separation gel, 4% collection gel, 37.5:1 acrylamide:bis-acrylamide (Roth, #T802.1),
30 —45 min, 120 V, stained with Coomassie-stain (Roth, #4829.2), and pre-stained protein ladder
(Roth, #8271.2)).

Sufficiently pure fractions were pooled and the buffer was exchanged with 15 mL, 10 kDa Amicon
filter columns (Merck, #UFC901024), by washing 3x with 10 mL of storage buffer (20 mM Tris—HClI,
pH 7.9, 150 mM NaCl, 1 mM DTT). Concentrations were measured by UV/Vis spectroscopy (Implen)
using extinction coefficients from the literature. After addition of 15% Glycerol, aliquots of 5—20 pL
were flash frozen in liquid nitrogen and stored at —80 °C.
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2.3.7 Cell Extract Preparation

E. coli cell extract was prepared according to the protocol by Falgenhauer et al. [270] based on
reference [54]. 1—6 x 0.5 L cultures of BL21(DE3)-Rosetta2 in 2xYTP medium were inoculted with
5 mL overnight cultures and grown to OD 1.8-2 at 37 °C, 250 rpm. The cells were harvested by
centrifugation for 15 min at 4778 g and washed 2 times with 200 mL of buffer S30A (14 mM Mg-
Glutamate, 60 mM K-Glutamate, 50 mM Tris, titrated to pH 7.7 with acetic acid, 2 mM DTT added
immediately before use) per 0.5 L of culture. Cells were resuspended in 40 mL S30A per centrifuge
bottle, then pelleted in Falcon tubes for 10 min at 2,000 g, weighed and optionally stored overnight
at —80 °C.

If stored at —80 °C, pellets were thawed on ice and resuspended with 0.8x the pellet mass of S30A
by vortexing. 8 mgmL ™! of lysozyme (Roth, #8259.1) were dissolved in S30A, 0.2x the pellet mass
was added to the cell suspension and the mixture was incubated for 15 min on ice. Next, the slurry
was divided into 1.5 mL samples in 2 mL Eppendorf tubes and sonicated with 12 cycles of 10 s at
10% amplitude (Bandelin, Sonoplus), alternating between samples and stirring with the sonotrode
between pulses. Cell debris was removed by centrifugation at 20,000 g for 40 min, after which the
supernatant was carefully transferred to fresh 1.5 mL Eppendorf tubes and incubated at 37 °C for
80 min to digest genomic DNA (run-off reaction).

Next, samples were again centrifuged at 12,000 g for 10 min and the supernatant was carefully
transferred into 10 kDa dialysis tubing (Thermo Fisher,#88243) soaked in buffer S30B (14 mM Mg-
Glutamate, 60 mM K-Glutamate, titrated with 2 M Tris to pH 8.2, 1 mM DTT added immediately
before use). After dialysis against 2 L of S30B for 3 h at 4 °C, the extract was recovered with a syringe
and transferred to 1.5 mL Eppendorf tubes, followed by centrifugation at 12,000 g for 10 min.
Finally, the extract was distributed into 30 mL aliquots, flash frozen in liquid nitrogen and stored at
—80 °C.

The accompanying buffer solution constitutes 42% of the final reaction volume. After addition of
extract, DNA, and additives, the final reaction contained 50 mM Hepes pH 8, 1.5 mM ATP (Roth,
#HN35.3) and GTP (Roth, #K056.4), 0.9 mM CTP (Roth, #K057.4) and UTP (Roth, #K055.3),
0.2mg mL™ tRNA (Merck, #10109541001), 26 mM coenzyme A (Merck, #C3144-10MG), 0.33 mM
NAD* (Merck, #481911), 0.75 mM cAMP (Merck, #A9501-1G), 68 uM folinic acid (Merck, #47612-
250MG), 1 mM spermidine (Merck, #S2626-1G), and 30 mM 3-PGA (Merck, #P8877-1G) as an
energy source. The final concentrations of screened components were [270]: 4 mM Mg-glutamate
(Merck, #49605-250G), 60 mM K-glutamate (Merck, #49601-100G), 1.5 mM of each amino acid
except leucine (Biozym, #BR1401801 ), 1.25 mM leucine, 2.5% (w/v) PEG-8000 (Merck, #89510-
250G-F), and 0 — 1 mM DTT (Merck, #10197777001). The buffer was also flash frozen in liquid
nitrogen and stored at —80 °C.

2.3.8 Preparation of PITC-Agarose Microgel Spheres

PITC-agarose was prepared as described in reference [37]. The reaction conditions were adapted
from FITC protein labelling protocols, while the workup was inspired from the preparation of FITC
labelled dextrans [271]. Typically, 1 mmol (306 mg) of super low melting (SLM) agarose (Carl Roth,
#HP45.1) was dissolved in 10 mL of carbonate buffer at pH 10 by heating to 90 °C in a Falcon tube.
The solution was cooled to room temperature and 0.25 mmol (22.9 uL) of propargyl-isothiocyanate
(PITC, ChemPur Feinchemikalien und Forschungsbedarf GmbH, #FL-9569-1) dissolved in 5 mL of
DMSO were added. After vortexing, the reaction was carried out for 12 hours at RT on a rotator.
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The product was precipitated 4 times with 2 volumes (20 mL) of cold (—20 °C) iso-propanol, washed
with 1 volume of methanol, dried for 2 h in a desiccator and re-dissolved in 1 volume of ddH,O.
The first precipitation was carried out with 30 mL iso-propanol and the final precipitate was dried
overnight. The light brown flakes were stable for storage at 4 °C for at least 9 months. Typical
recovery was ~ 70 —90%. The degree of substitution was assessed by reacting 50 uM of the flu-
orogenic dye 3-azido-7-hydroxycoumarine (Carl Roth, #7811.1) with 5x dilutions of PITC-agarose
in unmodified SLM agarose, in 1x PBS containing 1 mM TCEP (Roth, #HN95.1), 0.1 mM THPTA
(Roth, #7822.2), 1 mM CuSO 4 (Roth, #P024.1). For quantification a reference curve was obtained
using propargyl-NHS (Merck, #764221) as an alkyne standard, because of its higher solubility in
water compared to PITC.

Copper-catalyzed click reactions were performed in aqueous solutions under standard conditions
[272]. Typically, ~ 10 mg of PITC-agarose were dissolved in ddH, O to a concentration of 2% (w/v),
assisted by heating at 80 °C for 15 min and repeated vortexing and stirring, using round-bottom
shaped 2 mL tubes. 100 mg (100 uL) of the viscous solution were pipetted to a fresh tube using a
scale to improve precision. The final coupling reaction contained 1% PITC-agarose, 0.05 — 10 uM
azide-modified DNA, 1 mM TCEP, 0.1 mM THPTA, and 1 mM CuSO, in a total volume of 200 uL
of 1x PBS. The solution was mixed thoroughly and the reaction was allowed to proceed for at least
2 h at 45 °C on a shaker at 350 rpm. Optionally, a small amount of pre-labeled PITC-agarose (pre-
pared in the same way as DNA-modified PITC-agarose) was added after DNA coupling, for barcoding.
Depending on the reporter molecule, we used 3-azido-7-hydroxycoumarine (Carl Roth, #7811.1),
5-TAMRA-PEG3-azide (baseclick GmbH, #BCFA-037), or Cyanine-5-azide (baceclick GmbH, #BCFA-
082). Uncoupled DNA and the reaction buffer were removed through excessive washing after emul-
sion polymerization. We note that for comparison of transcription rates at different gel concentra-
tions, the click reaction was performed in a master mix containing 1% PITC-agarose, which was then
mixed with 4% PITC-agarose and 1x PBS to ensure an equal DNA concentration for all samples.

After the click reaction the agarose solution was briefly heated at 80 °C to ensure that the agarose
is melted completely. The solution was centrifuged for 5 min at 16,000 g to remove any remaining
debris that would interfere with droplet production. Then, 180 uL of the supernatant were emulsified
using a microfluidic flow focusing device (orifice width: 25 pL, height: 40 uL), as described in
Section 2.2.6. The & 30 pL large functionalized microgel spheres were collected and gelled overnight
at 4 °C. The emulsion was broken after removal of excess oil by addition of 1 volume (~ 200 pL)
of perfluoro-octanol (PFO, Alfa Aesar, #B20156.09) and 1 volume of 1x PBS, followed by gentle
shaking. The mixture was spun down and the aqueous supernatant containing the microgel was
transferred to a fresh tube. Finally, the microgel was washed 4 times with 1 mL PBS and 4 times
with 1 mL nfH, O by centrifugation for 1 min at 2,000 g. The microgel was stored at 4 °C for up to
one month.






3 Artificial Gel-based Organelles for
Spatial Organization of Cell-free Gene
Expression Reactions

The contents of this chapter are based on the publication:

L. Aufinger and E C. Simmel. “Artificial Gel-based Organelles for Spatial Organization of Cell-free
Gene Expression Reactions”. Angewandte Chemie International Edition 57.52 (2018), pp. 17245-
17248. po1: 10.1002/anie.201809374.

As a step towards programmably communicating ACs we developed and characterized open hydrogel
compartments and utilized them to spatially insulate gene expression reactions. This technology
can be the basis for engineering higher level organization within AC communities. For instance,
separating the nodes of a GRN into ACs with specialized functions could allow for the realization
of larger GRNs by reuse of components, or initially identical ACs could differentiate based on their
local neighborhood and global signals.

To this end, we exploit the properties of hydrogels as a solid-liquid hybrid material (Section 1.2.4).
Hydrogels provide an aqueous environment for IVT and CFPE reactions that allows for the immo-
bilization of individual reaction components, while simultaneously allowing for communication be-
tween ACs via biomacromolecules such as DNA, RNA, or proteins. Biomacromolecules are attractive
signaling molecules, due to their direct interfacing with GRNs, as well as their inherent sequence
programmability, enabling orthogonal information channels with larger capacity [36]. This enables
spatial GRN architectures in which individual ACs receive, process, and send signals to exchange
information to execute a molecular program.

Here, we developed a protocol for covalent immobilization of linear DNA molecules coding for IVT
and CFPE reactions (PURE) inside of agarose microgel spheres (Section 3.1). Stochastically encap-
sulating microgel organelles with different functions into emulsion droplets allows to study varying
stoichiometries simultaneously (Section 3.2). In Section 3.3 we first show that RNA signals tran-
scribed from transcription organelles can be specifically targeted to capture organelles via hybridiza-
tion to a sequence-encoded address tag. Next, we demonstrate that mRNA regulated by toehold
switch riboregulators [103] can be captured and activated by their cognate DNA triggers immobi-
lized in translation organelles (Section 3.4). When mRNA is produced from transcription organelles,
this mechanism enables the spatial separation of transcription and translation processes.
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Figure 3.1: Workflow for production of DNA-functionalized microgel spheres. a) Agarose is first modi-
fied with PITC at mild conditions (1) and subsequently coupled to azide-modified DNA (2). b) The product is
used to generate monodisperse microspheres via emulsion polymerization using a microfluidic flow-focusing
device (3). Microgels with different functions are added to the reaction mixture and co-encapsulated into
larger emulsion droplets (4). c¢) Combinations of microgels analyzed in this study. From top left to bottom
right: Transcription, translation, transcription and orthogonal RNA localization, transcription in gel with trans-
lation in solution, and transcription in gel with RNA localization and translation in gel. A toehold riboswitch
is used to ensure that translation is localized in the gel.

3.1 Agarose Microgels

For CFPE reactions to occur inside the hydrogel, it is crucial that the mesh size is large enough to
permit the diffusion of large biomolecules such as ribosomes (25 — 30 nm [273]). Additionally,
the hydrogel should not chemically interfere with the CFPE reaction, and exhibit minimum interac-
tions, e.g. electrostatic interactions, with biomolecules as this could significantly affect partitioning
unspecifically. For these reasons, we chose agarose as the hydrogel matrix, as it is biocompatible,
charge neutral at physiological pH, and has a high polymer fiber stiffness resulting in large pore sizes
in the order of 100 nm [199]. In the following, we first describe the DNA-functionalization (Section
3.1.1) and microgel synthesis (Section 3.1.2), and then characterize the mesh size (Section 3.1.3).

3.1.1 Functionalization

One reason to choose agarose is its biochemical intertness, however, this property makes chemical
functionalization more challenging. Coupling reactions to sugars typically target hydroxyl groups
which react as weak nucleophiles at pH above the typical pKa 10— 14 [274, pp.35], while hydrolysis
of the agarose chains occurs above pH 11—12. Further, suitable coupling reactions are typically most
efficient when reagents are present at mM concentrations. Because DNA is typically only available
at nM to uM concentrations, and also contains hydroxyl groups as well as even more nucleophilic
amines, we chose to not attempt to directly couple DNA to agarose in a one-step reaction.
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We therefore first chemically modify the agarose with a functional group and then couple the DNA in
a separate step. A good candidate for such a functional group are azides or alkynes, so that the DNA
can be coupled via copper catalyzed azide-alkyne cycloaddition ‘click chemistry’ which is defined by
its high specificity and efficiency [275]. Possible coupling reactions with hydroxyls that occur at suf-
ficiently mild conditions and were previously employed for agarose or other polysaccharides such as
dextran are for instance epoxies [276], Mitsunobu substitutions [277], and isothiocyanates [271].
While the former two strategies generate amines, which can then be linked to another functional
group via EDC-NHS chemistry in an additional step, we used the latter approach, as it allows for intro-
duction of alkyne groups in a single step using the commercially available propargyl-isothiocyanate
(PITC).

The experimental workflow shown in Figure 3.1 was inspired from Thiele et al. [196]. First, we
produced a large batch (1 g, sufficient for ~ 100 microgels) of the chemically functionalized hydro-
gel (Figure 3.1a, Section 2.3.8). To improve the solubility of PITC, we added varying fractions of
DMSO to the solvent (Figure 3.2a). The degree of substitution, i.e. the amount of terminal alkynes
per agarose subunit, was estimated to be ~ 0.1%, which equals 25 uM of alkynes when dissolved
at 10 mgmL™!. Second, we covalently coupled oligonucleotides or PCR amplified DNA to small
amounts (~ 100 pL at 10 mg mL™1) of the PITC-agarose (Figure 3.1a, Section 2.3.8).

3.1.2 Microgel Synthesis

The resulting DNA hydrogel is then mixed with dye labeled PITC-agarose, encapsulated in emulsion
droplets of diameter d ~ 30 pm employing microfluidic flow focusing (Section 2.2.6, Section 2.3.8)
and gelled overnight at 4 °C (Figure 3.1b). Following this procedure we manufactured different types
of microgel spheres with DNA encoded functions such as sequence-orthogonal capturing of nucleic
acids, IVT of functional RNA, and CFPE. To probe these functions, the recovered microgel spheres are
added to either a T7 RNA polymerase based IVT mix or the PURExpress system [55] and loaded into
larger emulsion droplets (d ~ 50—60 um) for observation via time-lapse epifluorescence microscopy
(Figure 3.1b). Using this procedure we tested several combinations of organelles, as shown in Figure
3.1c.

3.1.3 Mesh Size Estimation

We next estimated the mesh size by studying the partitioning of fluorescein and FITC-dextrans with
hydrodynamic diameters from 1 — 54 nm (Figure 3.2b,c). To this end, we incubated microgels of
different gel densities with the fluorescent probes and imaged them with a confocal microscope.
The partitioning coefficient can then be computed from the fluorescence intensity in the gel f,,; and
solution f;,; as

Cgel _ fgel

— . (3.1)
Csol fsol

As shown in Figure 3.2b, K decreases for increasing gel density, as expected [199]. For 32 nm
dextrans and 1% gel density we get K ~ 0.8 suggesting that ribosomes should indeed be able to
diffuse into the gel. If we use the definition of mesh size as the particle size at which K = 0.5
(Section 1.2.4), we get £ > 50 nm for the full range of gel densities.
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Figure 3.2: Characterization of functionalized microgel and encapsulation. a) Agarose functionalization
at 1% (w/w) was measured for varying DMSO ratios in the reaction. Error bars represent standard deviations
of 3 technical replicates. b), c) Partitioning experiments to estimate the mesh size of functionalized PITC-
agarose. d) Scatter plot illustrating the encapsulation of two distinct organelles into droplets. FI: Fluorescence
Intensity. e) Normalized pointwise mutual information for different combinations of encapsulated organelles
indicating that co-encapsulations are favored by the encapsulation procedure, compared to an ideal Poisson
process.

Interestingly, Figure 3.2b,c shows that the dextran molecules saturate at K < 0.8, even for the lowest
gel density, while for fluorescein K = 1 within the measurement uncertainty. The latter is expected,
as fluorescein is simply too small to ‘see’ the pores, it only ‘sees’ the fibers which occupy a fraction
of < 0.03 of the volume. However, the fact that the dextrans do not saturate at a K close to 1,
suggests a different type of interaction. One possible explanation is unspecific repulsive interaction
between the dextrans and agarose fibers, but as neither of them are charged this seems unlikely.
Another possible explanation is that the pore size distribution is biphasic, i.e. there is a significant
population of small pores £ < 10 nm that can only be penetrated by fluorescein, and a population of
large pores £ 2 100 nm. This would agree with the suprafiber structure of agarose [278]. Agarose
chains bundle via hydrophilic interactions to form suprafibres that are very stiff and therefore form
the population of large pores. The suprafibers in turn can occupy a larger volume than the individual
fibres alone and hence contain small pores to fill the void volume. Additional support for the plau-
sibility of this thesis is that we used low melting agarose, which is produced from native agarose by
hydroxyethylation, which results in less hydrophilic interactions, a lower melting temperature and
less dense suprafibers [278].

3.2 Encapsulation Efficiency

For the encapsulation of the gel organelles into emulsion droplets, we simply mixed different types
of gel organelles with reaction solution. We then used a flow-focusing chip with a larger junction
(40 pm instead of 25 pm) to load them into larger droplets at random. If the number of encapsulated
particles per droplet k is an independent random variable, the encapsulation corresponds to a Poisson
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process. Then, in accordance with previous studies [279], the probability of encapsulating k gel
organelles into a droplet follows a Poisson distribution (e.g. insets in Figure 3.2d)

Ake=2
k'

pPoisson(k; )') = (3.2)

where A equals the average number of particles per droplet. In the following, we first statistically
analyze the encapsulation process (Section 3.2.1) and then estimate the probabilities to obtain a
particular composition with different encapsulation mechanisms (Section 3.2.2).

3.2.1 Statistical Independence

We can use our data to make an argument about the statistical independence of the encapsulated
gel organelles to identify possible deviations from the idealized process. In Figure 3.2d we have
encapsulated a mixture of k; red and k, blue gel organelles. For the observer the organelles are
therefore easily distinguishable, but behave identically for the encapsulation mechanism. Hence, if
we can show that k; and k, are independent random variables, also k is an independent random
variable and the same applies if the organelles have multiple identities.

If k; and k, are independent random variables, the joint pdf factorizes p(k;, ky) = p(k;) - p(ky). We
here consider two measures for statistical independence. First, the mutual information of the two
variables

k1, ko)
I3 ko) = > plky, k) logy —- 12

— 3.3
& p(ky) - plky) @2

for our sample data is 0.023 bit, while 0 bit correspond to complete statistical independence. Second,
the normalized point-wise mutual information

p(kq,ks)

i(kj;k)=———‘log, —12-22
P72 gy p(ky, k) o2 p(ky) - plky)

(3.4

is i &~ 0 for single and i ~ 0.3 for multiple encapsulations (Figure 3.2e), where i(k;; k,) = 0 signifies
statistical independence and i(k;;k,) = +1 indicates positive, or negative dependence.

In summary, this suggests that assuming statistical independence is a good approximation of the
encapsulation process. This assumption should hold as long as the fraction of the volume in a droplet
that is occupied by gel organelles is small, so that gel organelles do not sterically interfere. If the
gel organelles have a constant diameter d ~ 25 pm and their concentration C = AVd_rf)ple . is kept
constant as well, this means that to optimize for co-encapsulation of multiple organelles, the droplet
volume should be adjusted accordingly. For instance, to encapsulate two distinct organelles, we use
droplets with a diameter of D ~ 50 um, while for 4 organelles, we use D ~ 100 pm. The fact
that co-encapsulations are actually over-represented compared to the ideal independent case may
be related to our observation that particles frequently tend to queue in the microfluidic channel prior
to encapsulation, which aids co-encapsulation.
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3.2.2 Multiple particles with Identity

We now determine the multivariate probability function for the encapsulation of multiple particles
with identity. Assuming independence, the joint probability for n independent stochastic variables
ki is

n
p(kb R kn; Al) cees An) = l_[pPoisson(ki; }\'1) . (35)
i=1

For maximization of the probability of a particular composition {k;} the optimum choice is A; = k;.
In this case, the probability of co-encapsulating exactly one of each of four distinct particles as in
Figure 3.4a is Ppoisson(1,1,1,151,1,1,1) = ppoisson(1, 1)* = e ~ 0.018 = 1.8%.

For applications it may be desirable, however, to produce droplets, which predominantly contain
organelles with a specific stoichiometry. To optimize the composition, we can first realize that with
some calculus

p(kla () kn; 2'1’ (] 2'n) = pPoisson(k; A) : pMultinomial(kl’ A kn; k)pla "':pn) . (36)

where pyruirinomial(K1s -+ Kns Ky P1s -5 Pn) = k!(kq! - ... kn!)_lpll<1 . -p,’i" is the multinomial prob-
ability distribution with p; = 4;A7%, k = > k; and A = >, A; for i = 1,..,n. This is intuitive
as Ppoisson(k; A) represents the probability of encapsulating k particles regardless of identity and
Pututtinomial (K15 s kns K, P15 ---» D) 18 the probability of obtaining a particular composition for a given
k.

Now, organelles could be encapsulated with an approach based on close-packed particle encapsu-
lation as described by Abate et al. [279], which allows to load droplets with a uniform number of
particles. In this case, the probability distribution would be described by the multinomial term only,
and the fraction of droplets with the desired composition would increase to pysuitinomiai(1, 1,1, 1;
4,1/4,1/4,1/4,1/4) = 41/4* ~ 0.094 = 9.4%. Even higher yields of specific compositions may
be possible with custom techniques, e.g. by sequentially loading droplets with one organelle at a
time [179].

3.3 Transcription and RNA Localization

We now proceeded to characterize transcription (Section 3.3.1) and capture (Section 3.3.2) of fluo-
rescent RNA aptamers from immobilized genelets in an IVT reaction.

3.3.1 Transcription

We first studied transcription from gel organelles equipped with DNA templates encoding for the
fluorescent dBroccoli (dB) aptamer [280] (Figure 3.3a,b). Accumulation of the reporter RNA can be
observed only in droplets containing organelles (Figure 3.3c,d). Image analysis (Section 2.2.6, [37])
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Figure 3.3: Transcription a) Schematic and fluorescence false color, inverted bright field (BF) overlay images
of droplets containing 1-3 Cy5 labelled transcription organelles (red) that produce dB RNA (green) which
distributes in solution. b) In bulk experiments the initial transcription rate increases with increasing reporter
template concentration. c¢) Droplets were clustered by fitting a sum of Gaussians to the distribution of the label
intensity (top). The number of organelles per droplet roughly follows a Poisson distribution (inset). The rate
is proportional to the number of sender spheres. d) Average time traces showing the total dB fluorescence
corresponding to the populations in (c). e) Transcription rate increases with decreasing gel density. Data
shown in (c) and (d) corresponds to 0.66% gel density. All error bars and shaded areas represent standard
deviations across a droplet population.

of droplets with different organelle stoichiometry reveals that the transcription rate depends linearly
on organelle content (Figure 3.3c). The reaction is found to proceed over 24 hours (Figure 3.3d),
which is considerably longer than in typical bulk experiments (Figure 3.3b). As partitioning of T7
RNA polymerase into the gel is expected to depend on the gel mesh size, we produced organelles
with varying gel densities (Figure 3.3e). Indeed, transcription was faster for lower gel densities,
indicating that transcription occurs inside the organelles.

3.3.2 Transcription and Capture

For the realization of spatially distributed reaction networks, it is desirable to target the RNA products
to different locations in a programmable manner. To this end, we extended the aptamers with a 20 bp
long linker sequence that is complementary to a single stranded DNA capture sequence immobilized
in specialized receiver organelles. In Figure 3.4a we tested the simultaneous transcription of the
fluorescent dB and the malachite green (MG) aptamer [281] from separate organelles and their
subsequent sorting into dedicated ‘capture organelles’. As designed, the localization of reporter RNA
species systematically depends on the stoichiometry of the organelles (Figure 3.4b).
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Figure 3.4: Transcription and RNA capturing. a) Fluorescence overlay time series showing the transcription
of RNA from dB (yellow) and MG (cyan) transcription organelles and orthogonal RNA localization in dB
(green) and MG (red) capture organelles. b) Overview of all binary combinations of organelles with color
scheme as illustrated in (a). Fluorescence channels for transcription organelles (cyan, yellow) are shown
separately from the RNA reporter channels (red, green) for clarity. In presence of both the transcription
organelle and the corresponding capture organelle, the reporter RNA is localized, while in absence of the
capture organelle, the reporter spreads across the entire droplet volume. Depending on the stoichiometry, the
reporter RNA may exceed the capacity of the capture organelles, so that the excess reporter distributes in the
solution.
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3.4 Spatially Separated Transcription and Translation

Finally, we realized ACs with specialized transcription and translation organelles by implementing
the individual components step by step. First, we tested the toehold switch mechanism in a bulk
PURE reaction (Section 3.4.1). Then, we individually verified the functionality of transcription (Sec-
tion 3.4.2) and translation organelles (Section 3.4.3) and finally combined them (Section 3.4.4).

3.4.1 Toeholdswitch Circuit in Solution

As shown in Figure 3.5a, we first verified that the toehold switch mechanism is functional in a PURE

reaction. The on/ off ratio of translation in the presence/ absence of trigger is a:{‘j‘o ~ 30.

3.4.2 Transcription in Gel and Translation in Solution

Next, we tested the case when the transcription reaction is confined in the gel, but translation occurs
in the surrounding solution (Figure 3.5b-d). In contrast to the IVT reaction, translation activity
ceased after 3-4 hours, which is typical for bulk CFPE reactions [20, 54] (Figure 3.5a). Clustering
of droplets with the same organelle content shows a linear correlation of organelle number and
expression level as for the transcription experiments (Figure 3.5d).

3.4.3 Translation in Gel

We also investigated cell-free protein expression in gel organelles by capturing mRNA molecules
encoding mVenus as a reporter protein (Figure 3.5e,f). To ensure that translation can only occur
when the mRNA is localized in the gel, we added a toehold switch riboregulator to the 5’ untranslated
region of the mRNA, which suppresses translation in the absence of appropriate RNA or DNA trigger
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Figure 3.5: Translation in gel organelles. a) Bulk translation shows that translation is repressed ~ 30-fold by
the toehold switch in absence of trigger. b) Inverted BE fluorescence overlay time series images, corresponding
to the data shown in (c¢) and (d) showing transcription organelles (cyan) and expression of the reporter protein
(yellow) in solution at the time indicated. c¢) Average time traces showing the total fluorescence in droplets
containing a varying number of translation organelles. d) Clustering based on label intensity. All error bars
and shaded areas represent standard deviations. e,f) As in (c,d), but for translation directly from the gel.

molecules [103]. We immobilized the corresponding trigger DNA in the gel, which served both to
localize the mRNA and to activate its translation. Here, the apparent expression rate was ~ 2-fold
lower than with transcription organelles, which is consistent with the lower reaction volume of the
organelle compared to the surrounding droplet.

3.4.4 Transcription in Gel and Translation in Gel

We finally combined transcription and translation organelles in one compartment. As illustrated in
Figure 3.6a, mRNA is first transcribed in the transcription organelle, from which it diffuses into the
surrounding solution. Blocked by a toehold switch, it is translationally inactive. Once the mRNA dif-
fuses into a translation organelle it is captured and activated by the trigger DNA, resulting in protein
expression. Consistent with this process, we observe a significantly increased reporter signal only
in droplets containing both gel organelles (Figure 3.6b). The small background signals observed in
droplets with only transcription or translation organelles are likely caused by the leakiness of the
toehold switch and mRNA transcribed prior to compartmentalization into droplets, respectively. We
also note that the coefficient of variation in the expression rate in droplets with both transcription
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Figure 3.6: Spatial decoupling of transcription and translation. a) Average fluorescence time traces for all
binary combinations of transcription (TX) and translation (TL) organelles. b) Inverted BE fluorescence overlay
images showing transcription (cyan) and translation organelles (red) after 0.5 h and the reporter protein
(yellow) after 5 h. Boxplots illustrating the reporter expression rate for different organelle content. Boxes
are 25% and 75% percentiles, notches are 95% confidence intervals, outliers were clipped at 5000 auh™!.
¢) Comparison of absolute fluorescence values from different experiments with different restriction on the
TXTL process indicates a decreased efficiency for the more confined reactions.

and translation organelles is higher compared to experiments with a single type of organelles (Fig-
ure 3.6¢). This may be attributed to small variations in organelle size and noise propagation, and
highlights the need for feedback mechanisms in more complicated spatial reaction networks.

Quantitatively, the expression rate is 6-fold reduced compared to the case, where mRNA is tran-
scribed in the gel and translated in solution and 3-fold reduced compared to translation in the gel
(Figure 3.6¢). It has been previously reported that separating the transcription and translation pro-
cess reduces the efficiency of CFPE reactions [282]. However, already the use of toehold switches
decouples the two processes — ribosomes cannot directly bind to the nascent mRNA - and therefore
the reduction in expression rate in our case is probably simply due to the reduced reaction volume.

3.5 Summary

We have developed hydrogel-based reaction compartments as organelles for artificial cells, which fa-
cilitate localization and spatial organization of transcription and translation reactions and also allow
sequence-addressable exchange and sorting of RNA signals or cargoes. Using different compositions
of functionally distinct gel-based organelles allows programming of biochemical reactions networks
at a higher hierarchical level, i.e., at the level of functional modules [31]. An important aspect of gel-
based organelles is their nature as open reaction compartments, which allows exchange of reactants
and therefore the sustained maintenance of chemical non-equilibrium conditions. This should be
of great interest for the generation of more sophisticated reaction dynamics and spatially extended
dynamical systems.



4 Synthetic Cell-based Materials Extract
Positional Information from Morphogen
Gradients

The contents of this chapter are based on the publication:

A. Dupin*, L. Aufinger*, 1. Styazhkin, F Rothfischer, B. Kaufmann, S. Schwarz, N. Galensowske, H.
Clausen-Schaumann, and E C. Simmel. “Synthetic cell-based materials extract positional information
from morphogen gradients”. bioRxiv (preprint). DOI: 10.1101/2021.04.25.441320.

I wish to acknowledge the contributions by Aurore Dupin, who conceptualized the project and per-
formed the droplet experiments and simulations. I analyzed the droplet experiments and calculated
positional information. We both interpreted and visualized the results and conceptualized the sim-
ulations.

Self-differentiating synthetic cell-based materials are an exciting platform to explore bio-inspired
engineering paradigms. In analogy to systems in developmental biology, form and structure may be
generated by simple genetic programs, rather than by assembly of parts. To gauge the reliability of
such processes, it is crucial to quantify the robustness of the differentiation mechanism. Here, we
applied the theoretical frameworks of positional information (PI) and positional error (PE) that were
developed in the context of developmental biology [253, 254, 259, 283, 284] (Section 1.3.2), to the
engineering problem of robust patterning of an artificial tissue. As an experimental platform, we
utilize linear arrays of droplets that form droplet interface bilayers (DIBs) [29, 169] (Section 1.2.2).

As shown in Figure 4.1a, a typical sample consists of one sender droplet that acts as a morphogen
source and 5 identical receiver droplets that contain a TXTL-based gene regulatory network (GRN).
We evaluated three GRN topologies, based on the transcription factors Lacl and TetR that mutually
repress each other, with variations in the feedback interactions and degradation rate (Figure 4.1b).
As the morphogen (IPTG) diffuses into the receiver droplets, a gradient establishes, that is inter-
preted by the GRN, leading to differentiation of the receiver droplets (Figure 4.1c,d). By analyzing
sufficiently large numbers of samples (N = 9—37), we are able to estimate probability distributions
(Figure 4.1e) to quantify the variability in the gene expression patterns in terms of PI (Figure 4.1f)
and PE (Figure 4.1g).

In the following, we first meticulously describe how PI and PE can be estimated from experimental
data, which requires a correction of measurement uncertainties (Section 4.1), a sufficient number of
samples N, and a correction of statistical biases (Section 4.2). We then present our key results that,
supported by modeling, explain how PI is generated in our system (Section 4.3) and discuss these
by comparing them to the gap gene network of Drosophila (Section 4.4).
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Figure 4.1: Investigation of morphogen-based differentiation in synthetic cell assemblies. The response
of gene networks to morphogen gradients is used to quantify positional information and positional error, to
assess the accuracy of patterning in this system. a) Artificial cell assemblies consist of nanoliter-sized water-in-
oil droplets where oil-dispersed lipids form a monolayer at the water-oil interface. Droplets are then brought in
contact using a micromanipulator to form bilayer interfaces. Assemblies consist of a source droplet containing
the morphogen (IPTG) and identical receivers containing the GRN. The morphogen diffuses from its source
and forms a dynamic gradient along the main axis of the system as indicated in (c). The induction of the GRN
in a gradient of the morphogen results in a differentiation of the artificial cells (microscopy image: red and
blue represent two fluorescent reporters of gene activity). b) Three GRN topologies investigated in this work
that involve the transcriptional repressors Lacl (fluorescence co-expressed with RFP) and TetR (co-expressed
with YFP). Topology A: mutual repression with degradation of one of the repressors, Topology B: mutual
repression without degradation, Topology C: Repression of YFP by LacI-RFP with degradation of the repressor.
¢) Simulated morphogen gradient for 1 mM IPTG in the sender droplet. The variation in the gradient was
simulated by assuming a variability in droplet volumes (Section 4.3.3). d) Proposed diffusion mechanism
according to Dupin and Simmel [29]. e) To estimate the positional error and positional information the
expression of the tagged repressors is measured in each droplet with high accuracy for a large collection of
droplet assemblies, resulting in position dependent distributions of gene expression levels. f) The capability of
a circuit to differentiate distinct regions in the presence of noise can be measured by the positional information
I. g) The local uncertainty of a position estimate based on a measurement of the gene expression levels can
be quantified by the positional error o, (x) and the deduced probability that a position estimate is correct
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4.1 Minimization of Measurement Uncertainty

As outlined in reference [38], we captured data in the form of time-lapse epifluorescence videos
(Section 2.1.2), which we analyzed to better understand which parameters influence the quality of
the developing gradients. In this context, the positional error o, (x) at position x within a droplet
network can be understood as the precision with which x can be estimated by the genetic circuit
it contains, typically by ‘measuring’ the local concentration of potentially multiple gene expression
gradients g;, where i = 1,...,J. The positional information I(x; g;) is measured in units of bits
and can be interpreted as the base-2 logarithm of the number of regions X that can be globally
distinguished by the genetic circuit, i.e. I(x; g;) = log, X.

In our experimental setup we use a maximum of J = 2 gene expression gradients, TetR-YFP (mVenus)
and LacI-RFP (mScarlet-I). In a DIB network we can assume that diffusive mixing within one droplet
is fast (protein: t = [2/2D ~ (200 pm)?/(2- 100 um?s™) = 200 s), while the diffusion of IPTG
through the network is limited by the permeation through the bilayer (Section 1.2.2). We therefore
assume a discretized space with one unit length defined as one droplet (i.e. one bilayer to pass) and
a total length of X = 5. This means that the theoretical maximum for the positional information
in our setup is I(x; g;) = log, 5 ~ 2.32 bit. Similarly, a positional error of o,(2) = 0.5 droplets,
means that with the given gene expression level the probability that the droplet is at position 2 is
about 68%. Both, PE and PI, quantify how well positions can be inferred by a given genetic circuit
with respect to variations in the gene expression gradients. Hence, we first need to estimate these
variations, represented as a joint probability distribution function (pdf) p(g;, x), by measuring g; for
N distinct samples.

Experimentally, we can infer the gene expression level in a droplet by extracting an appropriate
measure of reporter fluorescence f o< g. The experimentally observed variability o ¢, however, is
a combination of the actual gene expression variability o, and measurement uncertainties o, i.e.,
G)% = O'; + arzn. As discussed in Section 4.3.3, the intrinsic variability o, is either the actual noise
that the genetic circuit ‘sees’ as a consequence of variations in droplet or bilayer size resulting in
variations in the IPTG input gradient, or output noise produced by variations in gene expression
strength across droplets. Note, that we do not consider stochastic effects due to the large number
of molecules in one droplet (1nM - 4nL - N, ~ 109). In contrast, the measurement uncertainty o, is
related to image acquisition and analysis, i.e. it is extrinsic variability that is irrelevant to the genetic
network or this analysis. In order to obtain a meaningful estimate of o, it is therefore necessary to
reduce the measurement noise as much as possible so that o,,,/0 ¢ <1 (typically at least < 0.2) and
hence o, ~ oy [253]. In the following, we first use a calibration data set to estimate o, and test
alternative methods to reduce o, from an initial 35% to about 2—3%. Compared to a typical oy of
about 15 —30% observed in developmental experiments this gives at least o, /o < 0.2.

The overall optimized image processing workflow is summarized in Section 4.1.1. The three key
aspects that reduced measurement uncertainty — data normalization by reference dye, ‘trimmed’
segmentation, and robust background and flatfield correction — are explained in detail in Section
4.1.2, Section 4.1.3, and Section 4.1.4, respectively. All automated image processing routines and
schemes for calculation of PE and PI were implemented in a modular fashion using either F1JI or
MATLAB?.
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Figure 4.2: Overview of the optimized image processing routines. a) 2 x 2 binning to reduce memory
and computation time. b) Sample cropping to reduce computation time and facilitate allocation of samples.
¢) Background and flatfield correction. For visualization the brightness of corrected, uncorrected, and back-
ground images was scaled between 0 and ~ 5 times the average background intensity. d) Segmentation as
described in Section 4.1.4. e) Droplets were tracked over time based on the segmented masks to extract the
fluorescence time traces for the droplets for the YFB RFE and CFP channel. YFP and RFP time traces were then
divided by the measured CFP intensities to yield normalized time traces. f) Schematic illustrating the filtering
of samples with fusion events earlier than 7.5 h after starting image acquisition. All scale bars, 100 pm.
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4.1.1 Image Processing Workflow

We precede the image processing with a conversion from .nd2 to .tiff, combined with a 2x2 binning
(Figure 4.2a) of all images to reduce the size and computation time of any downstream processes,
without affecting accuracy. In the next step we use an automated cropping routine to create stacks
with a single sample (Figure 4.2b). This improves speed and facilitates allocation by assigning unique
identifiers to the cropped stacks.

Thttps://github.com/lauflulu/EMB, https://doi.org/10.5281/zenodo.5763562
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Next, we run the background and flatfield correction (Figure 4.2c, Section 4.1.3), as well as the seg-
mentation (Figure 4.2d, Section 4.1.4). To obtain fluorescence time traces, we use a MATLAB tracking
plugin? developed in-house by Korbinian Kapsner [269] (Figure 4.2e), after which we manually se-
lected the segmented areas that represent droplets for all samples that had 6 droplets in the first
image. The sender droplet was automatically identified by having the lowest ratio of YFP to refer-
ence fluorescence in the first frame and receiver droplets were indexed according to their Euclidean
distance from the sender.

Finally, we exclude samples in which two droplets fuse at any time before 7.5 h (after which fluores-
cence signals saturate) after starting the image acquisition (Figure 4.2f). The occurrence of fusion
events corrupts time traces due to a change in the number of samples N and is easily detected by
the ending of the tracked time trace of the corresponding droplet. An overview of all samples is
provided in reference [38]. Excluded samples that did not consist of 6 droplets in the first frame or
that underwent a fusion event comprise about 45% of all samples across all datasets.

4.1.2 Normalization

To optimize our image processing routines, we first need to quantify o,,. We therefore acquired a
calibration data set consisting of images of several droplets with varying size that were filled with a
constant concentration of reporter protein (YFP and RFP). Hence, the variation in protein concentra-
tion 0, ~ 0 and the measured variability is an estimate of the measurement uncertainty oy & 0.
The fluorescence measure f; for the segmented droplet i that we extract from our video microscopy
data must be normalized such that it is proportional to protein concentration. In Figure 4.3 we
compare two normalization procedures we called ‘normalization by area’ and ‘normalization by ref-
erence’. For each normalization scheme, we compared different image correction (Section 4.1.3)
and segmentation procedures (Section 4.1.4) to determine which combination yields the lowest o ,.

For normalization by area we first segment the droplets based on brightfield images (to avoid bias
due to differences in fluorescence brightness) and then normalize the sum of fluorescence intensity
F; within a segmented area by its size A;. The functional relation between F; and A; depends on the
optical setup, as well as on the droplet geometry. We hence fit the calibration function

FA)=a-A. (4.1)

We would typically expect that 1 < b < 3/2, where b = 1 corresponds to a disk-like geometry (high
NA objective) and b = 3/2 corresponds to a sphere-like geometry (low NA). Experimentally, we find
values close to b = 1.5 (Figure 4.3b), consistent with a low NA of 0.45. We can then calculate our
observable by dividing F; by the calibrated function

F.
fi= Foay o< T AT (42)

For normalization by reference, we add an internal reference dye (CFB mTurquoise2) that is present
in all droplets with a constant concentration. Because the reference fluorescence density r; = const.
and hence r; o< R; -Al._b = const., the total reference fluorescence R; is directly proportional to A?

2https://github.com/kkapsner/Matlab
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Figure 4.3: Measurement uncertainty of the calibration data set comparing several normalization, seg-
mentation and image correction procedures. a) Schematic illustrating normalization by area vs. normaliza-
tion by reference dye. The intensity sum in each segmented area was either divided by a calibrated measure of
the droplets size (b), or by the intensity sum of a reference dye. b) Fits to determine the exponent b required
for the normalization by area (Equation (4.1)). Shown are fits for both YFP and RFP channels, each for the
original images (gray) and for background (BG) and flatfield corrected (FFC) images (colored). The normal-
ized residuals (Equation (4.4)) of the fits are shown in (c). ¢) Comparison of the measurement uncertainty
for different image analysis procedures as indicated by the legend (table). Top: Histograms with bin width
0.02. Middle: Inferred Gaussian pdfs. Individual data points correspond to the normalized residuals. Bottom:
Legend listing the coefficient of variation (CV) for the different procedures.

(assuming b is similar for reporter and reference fluorescence). Hence, we can simply normalize by
dividing F; by R;

F-A7P R
oc —— =+, (4.3)
Ri .Ai Ri

Importantly, the geometric factor vanishes, suggesting that this method is insensitive with respect to
segmentation uncertainties.
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For both normalizations, the relative measurement uncertainty is then given by the coefficient of
variation (CV) of f

— 2
o 2 WG P) <(£_1) > ”

i Mg Mg

where u; and (...) denote the mean and we call the quantity €; = f;/u; —1 the ‘normalized residuals’
(Figure 4.3c).

We note that our calibration data set includes duplicates from droplets that were imaged in different
overlapping microscope positions, but in different relative positions within the field of view. The
dominant source of uncertainty is related to the flatfield illumination which depends on the relative
position of imaged droplets (Figure 4.4b,c). We hence purposely kept these duplicates, as keeping
them should not bias the o, estimates, while systematically removing them might.

4.1.3 lllumination Uncertainties

The two major sources of illumination uncertainty are the (varying) background intensity and the
typically Gaussian illumination profile characteristic to epifluorescence microscopy [285]. It is com-
mon to account for these uncertainties with a flatfield correction (Figure 4.4)

., I-B
=== (4.5)
£

The corrected image I, is obtained from the original image I by first subtracting the background
image B and then dividing pixel-wisely by the normalized flatfield image F.

Besides camera dark noise and background autofluorescence (due to the oil bath), one main compo-
nent of background light in our setup stems from the sample chamber boundaries. These consist of
O-rings grafted onto a glass slide using rather strongly autofluorescent epoxide glue, which causes
scattering light. The background is therefore uneven and has to be determined individually for each
sample. Therefore, we initially employed the F1JI ‘Subtract Background’ routine which uses a rolling
ball algorithm (typical radius of 200 pixels). However, we found that this method was not sufficiently
robust and quantitative for our purpose and therefore implemented an alternative routine based on
robust surface fitting of a 2"¢ degree 2D polynomial in MATLAB (Figure 4.4a). To improve the robust-
ness, the areas that contained droplets were excluded from the fit. Surface fitting is computationally
expensive and had to be performed on about 3 channels x 193 time points x 50 sampels x 10 data
sets ~ 300,000 images. We therefore first scaled the images down by an empirically determined
factor of 0.3 for fitting and used the fitted parameters to obtain the original-sized background image
B.

For flatfield correction (Figure 4.4b,c) we first recorded 10 flatfield images for each channel using a
plain chamber filled with the respective fluorophore and the corresponding darkfield images for the
same illumination settings. To mitigate any inhomogeneities, we next took the median intensity of
each pixel, subtracted the darkfield image, fitted a 2D Gaussian surface and normalized by dividing
by the mean intensity. This yields the normalized flatfield images . Note, that already the normal-
ization by reference dye partly amounts to a flatfield correction, but does not account for differences
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Figure 4.4: Illumination uncertainties. a) 3D representation illustrating the surface fit used to estimate
the background for background subtraction. Data points correspond to the intensity of individual pixels and
are shown as gray dots. Data points in areas belonging to the sample were excluded from the fit to improve
robustness and are not displayed for clarity. Shown is the CFP channel of sample 19.3 from topology A, at 1 mM
IPTG, after 4 hours (frame 49). b) Flatfield images for the YFP (cyan), RFP (red) and CFP (gray) channel. The
arrows indicate the direction of the profile plots. The box indicates the position of the representative images in
(a,d). ¢) Distribution of droplets in the calibration data set within the field of view (FOV). The approximately
uniform distribution over the FOV highlights the necessity and effectiveness of flatfield correction. d) Original
and background corrected image (CFP channel) of the same sample as in (a). Scale bars, 100 um. e) Profiles
along the long axis of the sample in (c) illustrating the effect of background and flatfield correction.

among different channels. Additional flatfield correction therefore decreases the measurement un-
certainty significantly (Figure 4.3d,e).

4.1.4 Segmentation Uncertainties

Segmentation of droplets based on brightfield images (Figure 4.5 a) is commonly achieved by con-
trast thresholding, or edge detection. We here developed two custom routines, tailored specifically
to the two normalization procedures, to thoroughly eradicate potential segmentation related mea-
surement uncertainties. For normalization by area an ‘accurate segmentation’ procedure is of critical
importance, while we found that for normalization by reference dye a technically simpler ‘trimmed
segmentation’ routine shows a superior performance.

Investigating a typical brightfield image of a droplet assembly (Figure 4.5a) we can easily discern
the outer edges as a clear contrast minimum. The DIBs, however, are less well-defined and may
consist of multiple contrast minima or maxima. It is therefore challenging to find a thresholding
based method that accurately locates the outer edges and DIBs simultaneously. We hence decided to
first generate images with accurate outer edges and DIBs, separately.



Synthetic Cell-based Materials Extract Positional Information from Morphogen Gradients 77

a Brightfield d YFP/CFP fluorescence Trimmed fluorescence

— brightfield - - accurate segmentation

Outline fluorescence — trimmed fluorescence
Rng ﬁgr@‘“ e Aﬁﬁ%&ﬂ T T T T T
Bl
ﬁ\l ,&7%1&, \7 % Jgi 0.5 405F 7
i Cig —\/ \ = : l
Py E 7} 1 1 L1 L 1 1 1 1 1 1 1
z/ A R § 23 % 1T LT —T T 1.5 T T T T
2o £ - :
P:N/\/ w2 Zosl! | | I [ [
/// \\ o 9 I 0 [ (N I .
X 06 I | 1] [ [
Soall I I | | |
Z - -
Bilayer - I | - N et I
_— , R | | | [ { | |
\ o) S— L1 1 1 Il | L1 0 I 1 1 L
P I 0 100 200 300 400 500 O 50 100 150
{ L o~ ) Position (px) Position (px)
A LA
( | e RFP/CFP fluorescence Trimmed fluorescence

C  Accurate segmentation

0%

— brightfield accurate segmentation

)
X
bK\J q fluorescence — trimmed fluorescence

Trimmed segmentation

1 T T T T T T T ol A 15F T T =
| |
0.8} -1
NQO6 ‘ [ Wi | -1 T i N, 7]
R i
0.4 gt -
I | 0.5 | -
0.2 -
0 1 1 1 1 1 1 1 1 1 1 1

0
0 100 200 300 400 500 O 50 100 150
Position (px) Position (px)

Normalized Intensity

Figure 4.5: Segmentation uncertainties. a) In the brightfield image, outer edges appear as defined contrast
minima, while positions of the DIBs are less clearly defined. b) Binary images generated by thresholding the
BF image (a) to find the positions of the outline and DIB. ¢) Segmentation images generated from (b) using
binary operations. Accurate segmentation was used with normalization by area, trimmed segmentation with
normalization by reference dye. d,e) Segmentation uncertainties for the (d) YFP and (e) RFP channel. The top
images show a corrected fluorescence image divided by the reference image and the same image multiplied
with the trimmed segmentation image (c). Arrows indicate positions of the profile plots below. As indicated
by the relatively constant fluorescence within one droplet, using trimmed segmentation avoids measurement
uncertainties due to the undefined bilayer positions, pixel shifts and size estimates. All images are of sample
19.3, 4 h, topology A, 1 mM IPTG. Scale bars, 100 pm.

The outline image in Figure 4.5b (top) was generated using the auto-threshold function (F1J1) with
the method ‘mean’ combined with some filtering and binary operations. Note, the fringes around
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the assembly can easily be sorted out at a later stage. The bilayer image in Figure 4.5b (bottom)
was generated using Sobel filtering (F1JI function ‘find edges’), followed by a Gaussian filter (radius
20 pixels) to blur the image, auto-thresholding (Otsu method), binary operations and a watershed
transformation (F1J1 plugin ‘Adjustable Watershed®, radius 5). This procedure robustly yields images
where individual droplets are segmented roughly at the bilayer positions, but is inaccurate in finding
the exact locations of the outer edges.

We therefore combined these two images using binary and logic operations to get an accurate seg-
mentation regarding both, outer edges and the bilayer positions (Figure 4.5c, top). As indicated in
the figure, we used these accurate segmentation images to estimate the variablilty of droplet volumes
and bilayer areas in Figure 4.10. However, accurate segmentation combined with normalization by
area has three fundamental weaknesses regarding measurement uncertainty. These are visualized
in Figure 4.5d,e that shows fluorescence images divided by the reference image.

First, because the size of the segmented areas is used to calculate fluorescence, any uncertainty in
determining the area (due to varying contrast etc.) propagates to our final fluorescence measure. A
related problem is that due to the deformation caused by the bilayers, the exact geometry of each
droplet differs, causing a deviation from the calibrated exponent b in Equation (4.1). Second, an
~ 1 px shift between fluorescence channels is common in epifluorescence microscopy [285], and can
prevent the accurate location of edges. In Figure 4.5d,e (right panel) this shows as a pronounced
peak near the edges of the droplet. Third, as indicated by the gradually increasing fluorescence
between droplets (Figure 4.5d,e, left panel), the DIB positions are not well defined in the fluorescence
channels either. This may be caused by the bilayer not being parallel to the observation axis [171],
or by refraction at the bilayer.

We hence use normalization by reference dye in combination with the ‘trimmed segmentation’ scheme
(Figure 4.5c¢, bottom) to effectively avoid all these potential sources of uncertainty. A ‘trimmed seg-
mentation’ image is simply generated by eroding the bilayer image (Figure 4.5b, bottom) 10 times
to ensure that the segmented areas do not include any pixels close to the edge or a bilayer. Due to
the normalization by reference dye, the normalized fluorescence within the segmented areas is ap-
proximately constant (Figure 4.5d,e). This property renders this method insensitive to the exact size
and location of the segmented area and additionally partly corrects for illumination uncertainties.

4.2 Estimation of Positional Information and Positional Error from Data

We now describe the estimation of pdfs from our data (Section 4.2.1), calculation of PI (Section
4.2.2), and PE (Section 4.2.3) and discuss the underlying assumptions.

4.2.1 Estimation of Probability Distribution Functions

For each of our 10 data sets, the image processing yields N = 9—37 samples that are drawn from an
underlying joint pdf p({g;}, x, t) (Figure 4.6), which needs to be estimated before calculating PI and
PE. One set of fluorescence time trace data can be represented as a 4-dimensional array consisting of
N samples, J = 2 genes, X = 5 positions and T = 91 time points (Figure 4.6a). For consistency, the
data is normalized to the maximum intensity across all x and t of the mean intensity over n for each

3https ://imagejdocu.tudor.lu/doku.php?id=plugin:segmentation:adjustable_ watershed:start
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Figure 4.6: Representing fluorescence data by probability distribution functions. a) Individual fluores-
cence time traces (faint) with mean and standard deviation for the respective droplet. b) Joint marginal
p(g1, 8|t = 7.5 h) and conditional pdf p(g;, g;]x,t = 7.5 h) represented as binned histograms (B = 5) as
indicated by color. Overlaid are contour lines of Gaussian distributions inferred from the sample mean and
standard deviation (SD) at 1,2, and 3 SDs. ¢,d) Single gene marginal p(g) and conditional pdf p(g|x) for gene
g1 and g,, represented as a histogram (B = 10) as indicated by color. Overlaid are Gaussian distributions in-
ferred from the mean and SD at the respective position. e,f) Cumulative pdf for p(g|x). The cumulative
Gaussian fits were performed to justify the Gaussian approximation used to calculate PE and PI.

gene i. Since positions and time points are uniformly distributed with marginal distributions p, (x) =
1/X and p,(t) = 1/T, respectively, the joint conditional pdf is p({g;}|x,t) =X - T - p({g;}, x, t).
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As illustrated in Figure 4.6b, p({g;}|x,t) can be estimated by binning the data or by assuming an
underlying distribution. For a multivariate Gaussian distribution

J
P8, 0= (2m)721CCe O exp | =2 D (81— 806, NIC 06, 0] (8;— & (v, 0) |, 4.6)
ij=1

the mean gene expression gradients g;(x) and covariance matrix C;;(x) can be obtained from the
fluorescence data as

PINET G
. ,
S 80, g (x, 1)
N-1

gi(xﬂ t) = (47)

Cij(XJ t) =

—&i(x,t)g;(x,t) . (4.8)

The same procedure, here defined in general for the multiple gene joint conditional pdf p({g;}|x, t),
also applies for the estimation of single gene conditional pdfs p(g;|x, t) (Figure 4.6c,d). While esti-
mating PI from binned pdfs requires relatively large sample sizes to correct for binning bias (Section
4.7), the approximation of the underlying distribution by a Gaussian should be properly justified. Be-
sides the verification schemes discussed in Section 4.7, additional support for assuming a Gaussian
distribution can be gained by fitting a representative set of cumulative data (Figure 4.6e,f). Good
fits are obtained with a cumulative Gaussian pdf c(g|x) = %erf (gT_b + 1), with deviations increasing
in the droplets distant from the sender x = 3,4, 5.

4.2.2 Calculation of Positional Information

In the following, we briefly introduce the formal definitions for PI and PE and discuss the methods
presented by Tkacik et al. [253] regarding the calculation of PI and PE estimates from real data.
Positional information is defined as the mutual information that the (joint) gene expression levels
{g;} contain about position x and vice versa

p({gi}lx)

) =I({gi};x) . (4.9)

I(x;{g;}) = J dx px(X)f d’g p({g;}1x)log,

Here p,(x) = 1/5 and p,({g;}) = fdx Py (x)p({g;}|x) are the marginal distributions. Note, that
for conciseness we here have omitted to explicitly write down the time dependence of PI and the
pdfs, but all calculations can simply be performed for each given time point individually to obtain the
temporal evolution of PI. Equation (4.9) can be rewritten as the difference of the Shannon entropy
Slp(y)]= —f dy p(y)log, p(y) of the marginal and conditional pdf

I({g:}; x) = S[p,({&: N1 — (SIp({&i}x)]) - (4.10)
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Figure 4.7: Positional Information. a,b) Extrapolation of positional information using the direct method
(DIR), to (a) infinite sample size and (b) infinite bin number. c¢) Extrapolated DIR estimates for varying
maximum bin numbers B*. For single gene PI the estimates are approximately constant over the range tested,
while for the joint PI the estimates systematically increase with increasing B*. d) Extrapolated shuffled DIR
estimates for varying B*. Values above zero indicate a bias due to under-sampling. Horizontal dashed line
indicates the tolerance of 0.1 bit. e) Extrapolation of naive SGA estimates to correct for the sample size bias.
f,g) Extrapolated DIR and SGA estimates, respectively, over time. h) Comparison of DIR and SGA estimates
for all data sets. Estimates with insufficient data for application of the DIR method (B* < 4) are grayed out.
(a-h) Error bars and shaded areas represent 68% confidence intervals of the extrapolated values (t-corrected
standard errors). Error bars on non-extrapolated values in (a) represent the SD of 100 randomly sampled
datasets. In (g) error bars are in the order of the line width. All data shown here is from topology A at 1 mM
and is representative for all data sets.

The first term in Equation (4.10) is called ‘total entropy’, the second term ‘noise entropy’. Total
entropy measures the range of gene expression levels that are available to the droplets, while noise
entropy quantifies the ‘loss’ of information due to the variability in the gene expression levels at a
given position. Using Equation (4.10) to estimate PI has a subtle practical advantage over Equation
(4.9) as discussed in the following.

Tkacik et al. [253] present several alternative methods to estimate PI from real data, called the direct
(DIR) method, the first and second Gaussian approximation (FGA and SGA), and a Monte Carlo
integration scheme (MCI). In the following discussion we first describe the DIR and SGA estimation
methods, which are well suited to the specifics of our data sets. We then briefly discuss FGA and
MCI, which in our case provide only minor advantages and were therefore not considered in detail.
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The DIR method is attractive as it does not build on any prior assumptions about the distribution
p({gi}|x). However, the sample sizes required to estimate PI with a binned pdf are relatively large
and grow exponentially with the number of genes J. A binned pdf can be obtained by dividing the
fluorescence data at each location x into B bins of size A, = 1/B (Figure 4.6b-d). Intuitively, if B is
chosen too low, data is grouped into large bins and information is inevitably lost. Conversely, we can
find a critical value B* above which the pdfs become sparse. Naive PI estimates obtained by simply
inserting a binned pdf into Equation (4.10) or Equation (4.9) therefore suffer from an estimation
bias.

As for B < B*, the estimation bias scales as 1/N and 1/B’*! [286, 287], a DIR estimate can be
obtained by extrapolating naive estimates for a series of fractions of the whole data with size M < N
and varying bin number B < B* towards infinite sample size M — oo and zero bin size A, — 0 via
linear regression (Figure 4.7a,b). In practice, we first generate K = 100 sub-samples for each sample
size M = (6,7,...,11)-N/12 < N (ceiled to the next digit) randomly drawn from the full data set
without replacement. Note, that for data sets with N < 12 we instead used M = (7,8, ...,N).

Then, we compute naive PI estimates for each of the sub-samples for a series of bin sizes B =
(2,3,4,5,6) (As shown below, B* = 6 was a reasonable compromise for all our data sets). Note
that per convention, we define B relative to the maximum mean gene expression profile, which we
have normalized to 1. The actual bin number is chosen such that it spans the entire range of gene
expression profiles and is thus usually larger than B. Also note that because some elements of a
binned pdf will be 0, we need to (informally) set 0 - log(0) = 0 - log(0/0) = 0 which follows from
continuity [288, p.31].

For each (B, M) we then compute the mean and standard deviation of the K subsamples and linearly
regress Ip )y = I + CM% (Figure 4.7a). As 1/M — 0, M — oo and hence the intersects I are the
corrected estimates in the infinite data limit. In a second extrapolation we can correct for the finite
bin size by linearly regressing these I for the different bin numbers via Iz = I, + CB% (Figure
4.7b). Again, as ﬁ — 0, we approach the limit of infinitely small bin size and I is the final PI
estimate. To gauge the precision of this estimation procedure, we take the 68% confidence interval
of the last extrapolation as statistical uncertainty.

To find B* for a given data set, we can perform a series of PI estimates with varying B* [287]. As
shown in Figure 4.7c an increase in the PI estimate, as noticeable for the joint PI estimate (J =
2), indicates an overestimation due to undersampling. Additionally, we can find B* by randomly
shuffling positions and gene expression levels [287] (Figure 4.7d), which should destroy any mutual

Table 4.1: Data set overview. S: data set number, T: topology, IPTG: inducer concentration in sender droplet,
N: sample size. B* are the critical bin numbers determined by the shuffling method. ‘<’ B* < 4, i.e. DIR is
not applicable, “>’: B* > 20, i.e. higher than the tested range. All DIR estimates are for B* = 6. DIR/ SGA
estimates are after 7.5 h.

S T IPTG (mM) | N | Ipjpy (B i) Isgas G | I BY) 0i)  Isgas 0D | Ipjria (B (I Isgars (D)
1 A 100 | 9]0.10£0.19 (<) 0.06+0.02 | 0.29£0.29 (<) 0.06+0.01 | 0.77+0.39 (<) _ 0.00+0.11
2 A 10 | 35 | 0.64+£0.03 (>) 0.56+0.01 | 0.38+0.02 (13) 0.36+0.01 | 0.88+0.07 (<)  0.67+0.01
3 A 1]27|1.01£0.03(7) 1.08+0.02 | 0.44+0.04 (17) 0.29+0.02 | 1.14£0.07 (<)  1.11+0.02
4 A 0.1]18]0.314£0.07(7) 0.36+0.03 | 0.07+0.03(7) 0.02+0.01 | 0.87+0.14 (<)  0.37+0.03
5 B 100 | 25 | 0.1740.02 (>) 0.17+0.01 | 0.06+0.01 (12) 0.00£0.01 | 0.39+0.01 (<)  0.24+0.02
6 B 10 [ 37 | 0.70£0.02 (>) 0.67+0.02 | 0.08+0.03 (>) 0.07+0.01 | 0.78+0.02 (4)  0.76+0.01
7 B 1|11 ]040£0.13(<) 0.35+0.02 | 0.19£0.12 (<) 0.00£0.00 | 1.07£0.18 (<)  0.35+0.05
8 B 0.1]17|09540.08 (<) 1.15+0.02 [ 0.09£0.01 (<) 0.03£0.01 | 1.16+0.12 (<)  1.19+0.03
9 ¢ 100 | 18 | 0.29+0.05(9)  0.27+0.01 | 0.07+0.01 (17) 0.00£0.01 | 0.56+0.09 (<)  0.26+0.01
10 C 10 | 22 | 0.94+0.17 (10) 1.13+0.01 | 0.05+£0.02 (>) 0.00£0.01 | 1.03£0.15 (<)  1.18+0.01
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information Iy, ffi.q > 0, unless B* is chosen too large. We hence define B* = max(B|I,f f1eq +
O Lyas prea < 7), where T = 0.1 is a tolerance we allow for robustness. The minimum requirements to
ensure at least 3-4 data points for each extrapolation fit are roughly B* > 4 and N > 10. However,
since B* decreases with decreasing N, increasing o ,, and increasing J, N may need to be considerably
higher to ensure B* > 4. Our data sets have N = 9 — 37 and for single genes, the conditions for the
extrapolation are mostly met (Table 4.1). However, for calculating the joint information (J = 2), we

hardly reach B* > 4. As DIR is hence not applicable in these cases, we additionally use SGA.

To obtain an SGA estimate, we first approximate p({g;}|x) by a Gaussian distribution (Equation
(4.6)), where the mean and covariance can be calculated from the data (Equation (4.7) and (4.8)).
This eliminates the binning problem, which aids PI estimation for multiple genes. We can then cal-
culate the total and the noise entropy by inserting an inferred pdf into Equation (4.10). This is done
numerically using a discretized multivariate normal pdf with a grid spacing of 0.01 (in the order of
the smallest o, (x, t)). Then, we again extrapolate a series of naive estimates to infinite sample size
(Figure 4.7e). Importantly, the Gaussian distribution is the maximum entropy distribution meaning
that the SGA estimates can be understood as a lower bound [253]. To see how close the SGA esti-
mates approximate the real PI value, we can compare them to DIR estimates. For the data sets for
which DIR is justified, DIR and SGA estimates agree well both over time (Figure 4.7f,g) and across
all data sets (Figure 4.7h).

FGA is a hybrid approach that exploits the fact that p,({g;}) is sampled better than p({g;}|x) because
it includes the g measurements from every x. Hence, the total entropy in Equation (4.10) can be
estimated directly, while the noise entropy can be calculated using the Gaussian approximation.
However, our system only has 5 naturally discrete positions, whereas Tkacik et al. [253] chose to
bin the continuous expression profiles of the Drosophila embryos into 1000 spatial bins. Hence, in
our case the sampling of p,({g;}) is not significantly better than p({g;}|x) and consequently FGA
provided only minor advantages over DIR. MC integration becomes relevant when estimating high
dimensional joint PI carried by J > 3 genes. Then the fraction of the ‘interesting’ phase space
becomes small and computations inefficient due to the curse of dimension. As we are interested in
J <2, we did not consider MC integration.

4.2.3 Calculation of Positional Error

Positional error o, (x), here defined in units of droplets, can be calculated from the Fisher informa-
tion

I(x)= f d’g p({gi}1x) - (3 Inp({g:}1x))* . (4.11)
In combination with the Cramér-Rao bound we get a lower limit for the positional error

1

2
ou(x)= 00

(4.12)

We can again approximate p({g;}|x) with a Gaussian distribution Equation (4.6), which inserted
into Equation (4.11) gives [253]

Z(x) = (3, (x) " Cx) (3, 8(x)) + %Tr[C(X)_l(axC(X))C(X)_l(axC(X))] , (4.13)
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Figure 4.8: Positional Error. a) Mean fluorescence profiles with standard deviation. b) PE at the respective
droplet positions. Dashed lines indicate a positional error of 1 and 5 droplets (i.e. the length of the entire
sample). Lines are a guide to the eye. c) Probability of correctly identifying droplet position after 7.5 h.
d-f) Temporal evolution of P,,,,.

from which a lower bound for PE can be calculated from the mean and covariance (Equation (4.7)
and (4.8)). Equation (4.11) is more intuitive to understand in the case of a single gene with the
mean gene expression gradient g(x) = g;(x) and variance az(x) = C;;(x). Then,

_(8,8(x))? (8,04(x))?
I(x) = o2(x) +2 26

) (4.14)

where the first term represents the information that can be retrieved from the gradient of the mean
profile and the second term represents information that can be retrieved from spatial variations in
the noise (Figure 4.8a).

In practice, we first calculate PE by extrapolating a series of naive PE estimates (Equation (4.11) with
(4.12)) to the infinite sample size limit (K =100, M =(6,7,...,11)-N /12 < N, as for PI). The mean
and SD of PE are then estimated by naively bootstrapping 500 times. o, (x) € R™ diverges for small
Z(x) , which is inconvenient for visualization (Figure 4.8b). We therefore consider the probability
that the position of a given droplet can be correctly identified P.,,.(x) : R* — [0, 1] (Figure 4.8c-f)

; * (_ﬂ)d / (4.15)
v/ 2mo2(x) _%exp 202(x) o .

Pcorr(x) =

where Ax = 1 is the spacing between two droplets and P,,,..(x) = 0 as 0,(x) = oo and P,,,.(x) —
1 as 0,(x) — 0. After a coordinate transformation x” = x’ + 0.5, we can evaluate the integral
analytically
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1
1 (x” —0.5) 0.353553
P(x)=——— | exp (—— dx" ~ erf(—) . (4.16)
cor V/2mo2(x) fo 202(x) oy (x)
The uncertainty AP,,,.(x) can be found via Gaussian error propagation
0P,y (x) 0.398942 1
Apcorr(x) = ’WAO'X(X) T W exp —W AO'X(X) . (417)

We note that one important consideration specific to our system is the question of how to calculate the
discrete derivative 8, f (x) of function f(x) (mean or covariance matrix). As our system represents
a discrete space of length X = 5, we cannot choose any arbitrary bin width smaller than Ax = 1
to improve accuracy. Hence, to get a suitable estimate of J, f (x) for all 5 positions, we take the
forward derivative at the first droplet, the centered derivative at the inner droplets (x = 2,3,4), and
the backward derivative at the last droplet, i.e.

3. f(1)= w , (4.18)
o f(x=234)=LF 1);f(x_1) , (4.19)
0.5 = LELE 4.20)

4.3 Positional Error and Positional Information in Droplet Assemblies

We now can utilize this data analysis pipeline to make quantitative experimental observations (Sec-
tion 4.3.1). Supported by modeling (Section 4.3.2), we gain qualitative insight into the reaction
mechanism and discuss the relative impact of different noise sources in our system (Section 4.3.3).
Finally, we demonstrate how parameter tuning can be used to optimize the PI that a GRN can extract
(Section 4.3.4).

4.3.1 Experimental Observations

The calculation of PE in Figure 4.8 allows to evaluate the capability of the GRN to interpret a mor-
phogen gradient quantitatively. Unless otherwise noted, the following analysis refers to topology A
with 1 mM IPTG (N = 27). We can first notice that the noise in the LacI-RFP gradient is considerably
larger than in the TetR-YFP gradient (Figure 4.8a). Consequently, the PE is systematically lower (Fig-
ure 4.8b), and P,,,, is higher for the TetR-YFP gradient (Figure 4.8c). As discussed in Section 4.3.3,
this may in part be attributed to propagation of noise from the TetR-YFP gradient, which senses the
morphogen IPTG through a Lacl repressible promoter, to the Lacl-RFP gradient. Second, it is ap-
parent that the performance of the GRN depends on the distance of the receiver droplet from the
sender droplet. While, for TetR-YFB P,,,, in the two anterior droplets is above 80%, the accuracy
drops from & 50% in the third droplet to below 20% in the two posterior droplets. This is due to
the nature of the diffusive morphogen gradient, which presumably does not reach concentrations in
the order of the induction threshold of the GRN, before the TXTL reaction ceases. As shown below,
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Figure 4.9: Experimental observation of gene expression gradients and determination of positional
information. a) Kymograph of an overlay of two fluorescence channels and an inverted brightfield image
showing the evolution of the two genes expressed in a single assembly for topology A at 1 mM IPTG. The IPTG
sender droplet is on the left. b) Temporal evolution of normalized fluorescence intensity of the two genes
(gq,: TetR-YFRE blue, top, g,: Lacl-RFP red, bottom) for the full dataset grouped by droplet position relative
to the sender droplet. Solid lines represent the mean and shaded area represents the standard deviation for
N = 27 samples. c¢) Example images for fully developed assemblies (after 7.5 h) for varying concentrations.
d,e) Temporal evolution of the estimated positional information in (d) the TetR-YFP and (e) the LacIl-RFP
gradient at different morphogen concentrations. The corresponding simulation f) reproduces the experimental
observations qualitatively. Colors correspond to (d) and (e). g) Quantitative comparison of the final PI levels
in simulation and experiment. Shaded areas in (d,e) and error bars in (g) are statistical uncertainties of the
experimental PI and PE estimates.

naively increasing the morphogen concentration does not lead to an overall improvement of PE, or
PI. Third, considering the joint information from both gradients does not significantly improve P,,,.,
compared to considering the TetR-YFP gradient alone. Of course, this is partly because P.,,, for the
LacI-RFP gradient is comparably low in the first place. However, it is also in the nature of our GRN
that the two gradients are strongly correlated, which means that they carry redundant information.
Lastly, P.,,, increases faster for the TetR-YFP gradient than for the LacI-RFP gradient (Figure 4.8d-f),
but the kinetics are better visualized using the more compact PI measure presented in the following.

The temporal evolution of the gene expression patterns is visualized in an example kymograph in
Figure 4.9a. The corresponding average fluorescence time traces with standard deviation of the full
data set are shown in Figure 4.9b. Note, how repression of TetR-YFP in droplets 4 and 5 is relatively
strong from the beginning, whereas repression of LacI-RFP in droplets 1 and 2 only becomes apparent
after 1 —2 h. This makes sense, as LacI-RFP is only repressed once a sufficient amount of TetR has
been produced. Because protein degradation in our closed system is relatively slow, even in the
presence of a degradation tag in topology A, this delay leads to elevated base levels in the LacI-RFP
gradient which contributes to the lower overall PI values.

Next, we investigated the influence of varying IPTG concentrations in the sender droplet. As shown
by representative example images in Figure 4.9¢c, 0.1 mM IPTG mainly induces droplet 1, 1 mM
IPTG produces a steep gradient across the first 3 droplets, 10 mM IPTG produces a more shallow
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gradient that extends across all 5 droplets, and 100 mM IPTG leads to homogeneous induction of all
5 droplets.

To quantify these impressions, we can calculate the PI for each time point. Considering the TetR-YFP
gradient first (Figure 4.9d), the highest PI of 1.08 & 0.02 bit is indeed reached for 1 mM IPTG, while
lower concentrations lead to lower PI values. Interestingly, for 10 mM IPTG, the PI first increases and
then peaks at ~ 2 h, after which it decreases to a lower final value of 0.56+0.01 bit. At 100 mM IPTG,
the PI peaks between 0.5—1 h and then even drops to 0.06£0.02 bit, which is below the threshold ©
used to find B* in Figure 4.7d. What we can see here is an effect of the system’s dynamics, mainly the
diffusion of the morphogen gradient. For the high morphogen concentrations, the gradient initially
induces the anterior droplets, which produces PI, but soon ‘floods’ the whole system. When the GRN
in all droplets is fully induced, gene expression noise starts to decrease any transiently built up PI.

Next, we can analyze the temporal evolution of PI in the Lacl-RFP gradient for the same morphogen
concentrations (Figure 4.9¢). As expected, the maximum PI values are considerably lower than for
the TetR-YFP gradient and reach a maximum of 0.29 £ 0.02 bit and 0.36 + 0.01 bit for 1 mM and
10 mM IPTG, respectively. What is interesting though, is that, in contrast to the TetR-YFP gradient,
which produces PI instantly, essentially no PI is produced during the first &~ 1 h. This delay is a direct
consequence of the fact that LacI-RFP is controlled by a TetR repressible promoter and thus has to
‘wait’ until threshold level concentrations of TetR have been produced. As the TXTL reaction is most
active during the initial hours [96], it is unsurprising that the overall values are comparably low.

4.3.2 ODE Model Reproduces Observations Qualitatively

To validate our observations and gain further insights, we developed an 8 ODE model, which yields
good qualitative agreement with the experimental data (Figure 4.9f). The full model explicitly con-
siders binding of IPTG to Lacl, as well as maturation of fluorescent proteins, and is presented together
with parameter values in the supplementary information of reference [38]. For illustrative purposes,
we here only present the 3 key equations

d[IPTG], DP
dt  V.-(PL,+D)
+(Ayx1([IPTG], — [IPTG],4,) +A, ., ([IPTG], — [IPTG], ,)) , (4.21)
d[TetR K
[ dt ko ar- | — - Ky T % (1—e/"m)-a(r) (4.22)
K" + ([Lacll, trmirer )
d[Lacl Ky’
[;C ]x :aL'( nr . nr +a0).(1_et/TRNA).a(t)
t K;" + [TetR],
[LacI],
k. tadle oy 4.23
48 Kgoq + [Lacl], a(t) (429

The ODE system is solved for each droplet x, individually. Only IPTG diffuses through the droplet net-
work according to Equation (1.37), with an aqueous diffusion coefficient D, permeability P, droplet
volume V,., droplet length L, and bilayer area A, ,.+;. TetR and Lacl repress each other via Hill equa-
tions (Equation (1.16)) with apparent threshold constants K and K;, apparent Hill coefficients ny
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and n;, and maximum expression rates a and a;. Note, that we here defined the leaky expression
aq differently than in Equation (1.16). Lacl is induced with IPTG with threshold constant K; and,
in presence of a degradation tag, may be degraded by ClpXP with zero-order degradation rate kg,
and threshold constant K4, [96]. The term (1 —et/ TRNA) implicitly considers transcription of mRNA
with a lifetime of Tzy, = 15 min [96]. Finally, we account for the finite lifetime of the TXTL reaction
with a step-wise activity function a(t) = e (")/%2 for t > t; and a(t) = 1, for t < t;. We found
the best agreement with our data for a reaction lifetime t, = 1.5 h without delay t; =0 h.

As shown in Figure 4.9f, the model reproduces the observations that i) there is an optimum inducer
concentration, ii) for high inducer concentrations, PI is transiently higher than the final value, iii) PI-
RFP is generaly lower than PI-YFP and iv) there is a delay before PI-RFP is generated. Quantitatively,
the model predictions are in the correct order of ~ 1 bit, however, the model tends to overestimate PI
at non-optimal inducer concentrations and PI-RFP in general (Figure 4.9g). Despite the fact that our
ODE model is of course a drastic simplification of a complicated TXTL reaction, this discrepancy may
be partly resolved by parameter fine-tuning, as apparent parameters in the full system may differ
from apparent parameters measured in isolation [11]. In addition, the absolute PI values are quite
dependent on the particular sources of noise that are considered, as discussed in the following.

4.3.3 Simulated Impact of Different Noise Sources

Noise is a crucial component that affects PI. Two potential sources of the observed variability are
geometric variability and gene expression noise. The gene expression noise can be estimated for
instance from the RFP expression levels in topology C, or the YFP expression levels in topology A at
saturating inducer concentrations (100 mM IPTG) and is &~ 20%. Potential sources of gene expression
noise are partitioning noise [ 74, 289] and macromolecular crowding [290]. The geometric variability
can be estimated from microscopy videos using the accurate segmentation method (Figure 4.5c). By
measuring the droplet radii and center distances, all other geometric parameters can be estimated via
Equation (1.31) and (1.32). Relevant to the diffusion of IPTG are the bilayer areas A, which control
permeation, and the droplet volumes V, into which the permeated morphogen is diluted. As shown
in Figure 4.10a, droplets have an average volume of 1.2 £ 0.4 nL (~ 35%), which slightly decreases
over 7.5 h, probably due to evaporation. In contrast, the bilayer areas initially are 9 £+ 2 - 10® um?
large, but their size decreases drastically to 3.5+0.5-10% um? after 7.5 h (Figure 4.10b). We assume
that this happens as a result of adsorption of TXTL components to the lipid layer, which alters the
bilayer and monolayer surface tensions and consequently the equilibrium contact angle. As this
phenomenon is not included in our model, this is one possible source of quantitative discrepancies
between simulations and experiments.

To test the relative influence of these variabilities, we next simulated gene expression gradients with
our ODE model and a Monte Carlo method. To this end, we multiplied either the droplet volumes
V,, or the maximum expression rates a; and a; (independently) with a noise constant that was
randomly drawn from a normal distribution with g = 1 and oy = 0.35, or o, = 0.20, respectively,
rejecting negative samples. Assuming a constant contact angle of 6, = 42°, bilayer areas can be
calculated using via Equation (1.31) and (1.32). Repeating this sampling N = 500 times yields
simulated gene expression profiles with noise as shown in Figure 4.10c,d.

Surprisingly, we observe almost no noise when varying the droplet volumes, but varying the gene ex-
pression noise quite closely reproduces the experimental gradients (Figure 4.8a), including the larger
variability in the Lacl-RFP gradient. While varying droplet volumes lead to a noisy morphogen gra-
dient (Figure 4.1c), that noise only propagates in regions where the gradient is in a concentration
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Figure 4.10: Simulated relative impact of geometrical noise and gene expression noise on PI. a) Exper-
imentally estimated droplet volumes over time. The solid line represents the mean and the shaded area the
standard deviation across the full data set with N - (X + 1) = 27 - 6 = 162 droplets. b) Mean bilayer area
with standard deviation for the same data set. ¢,d) Using Monte Carlo simulations, we consider two potential
sources of noise to explain the observed variability in the gene expression gradients. First, geometrical noise,
as caused for instance by variations in droplet volumes and consequently bilayer areas, leads to variability in
the morphogen gradient (Figure 4.1c), but does not strongly propagate to a variability in the gene expression
profiles (c). On the contrary, variability in gene expression strength does not affect the morphogen gradient,
but leads to a variability of protein profiles (d) closely reproducing the observed variability in the gene expres-
sion profiles. Error bars are standard deviations from 500 simulations, where the droplet volumes, or gene
expression strengths were drawn from a normal distribution with a CV of 35% and 20%, respectively.

range around the induction threshold K;, where the transfer function is steep. Well above K;, the
system is simply fully induced and well below K;, gene expression is off. Here, the morphogen con-
centrations are around the K; in droplet 3, which reaches approximately half the maximum induction
level. However, the variability in the morphogen gradient has here already averaged out over the
first two droplets, which leads to the relatively low observed variability in the gene expression level.

For calculations of simulated PI in Figure 4.9, we considered both sources of variability, but this
result suggests, that to optimize PI in our patterning system it is more important to reduce gene
expression noise. One potential source of noise that we have not considered is related to the timing
during manufacturing of the DIB samples. The droplet assemblies are constructed by first depositing
individual receiver droplets, then individual sender droplets, and finally assembling everything by
bringing the droplets into contact. This process takes ~ 30 — 60 min in total and ~ 5 — 10 min for
connecting the receiver droplet, which initiates the diffusion of the morphogen. TetR-YFP is initially
repressed by the Lacl that is natively present in the TXTL solution. However, because the assembly
is performed at room temperature, it is possible that LacI-RFP is already expressed before the sender
droplet is connected, which could partly explain the higher LacI-RFP base levels and is one possible
explanation for the lower experimentally measured PI-RFP compared to simulations (Figure 4.8a,
Figure 4.10d).
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Figure 4.11: Optimizing PI extraction with parameter tuning. a,b) GRN topology changes the apparent
circuit K;. Dots show maximum expression data from bulk experiments for topology A, B and C at varying
IPTG concentrations. Solid lines are simulations using the ODE model (Equation (4.22) and (4.23)), that was
adapted for the corresponding GRN topology (topology B: k4., = 0, topology C: Ky = o0) without fitting
parameters. The combination of a degradation tag and feedback reduces the apparent circuit K; for both
gradients. From topology A to C, the apparent circuit Kys are (a) 1.51 uM, 26.2 uM, and 18.6 uM and (b)
1.01 uM, 11.7 uM, and oo uM, respectively. c) In the model, the apparent circuit K; can be tuned by varying
K, which is related to the circuit K; by a power law for all topologies. Dashed line indicates the default value.
d,e) Simulated PI in the YFP (d) and RFP (e) gradient, respectively, for varying IPTG concentration and circuit
K,. The simulations were generated for topology A, but the general idea is independent of topology.

4.3.4 Tuning the Apparent Threshold Constants

One strategy to improve the PI the GRN can extract, that does not depend on reducing the gene
expression noise, is to tune reaction parameters. For instance, Figure 4.11a,b shows that the apparent
threshold constants (here called ‘circuit K;4s"), i.e. the IPTG concentrations that lead to half maximum
expression of YFP or RFB change based on the network topology. Note, that the circuit K, is a
phenomenological constant and is distinct from K, K; or K;, which are constants independent of the
topology. In agreement with experiments, simulations predict that the combination of a degradation
tag and feedback in topology A reduces the apparent circuit K; of both gradients ~ 10-fold compared
to the other topologies.

To investigate the effect of a lower circuit K; on PI, we calculated simulated PI values for different
apparent threshold constants and morphogen concentrations. To this end, we varied K;, which
changes the apparent circuit K; according to a power law (Figure 4.11c). As shown in Figure 4.11d,e,
at a given circuit K; there is an optimal IPTG concentration which leads to the maximum PI, in
agreement with experiments (Figure 4.9g). Importantly, the maximum PI increases with decreasing
circuit K. In conclusion, this suggests that lowering the circuit K; is an effective method to increase
the maximum PI without reducing gene expression noise, or improving the manufacturing process.
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4.4 Comparison with the Gap Gene Network of Drosophila

To summarize, we have created assemblies of droplets that differentiate based on a diffusing mor-
phogen gradient that is interpreted by a simple GRN. By generating a large number of samples and
developing an image processing routine that corrects most of the measurement uncertainties, we
were able to estimate the statistical measures PE and PI. This analysis, in combination with mod-
eling, then allowed us to identify the key parameters to optimize the robustness of our synthetic
patterning system. The capability of the GRN to extract PI depends on the kinetics of the morphogen
gradient, the timing of reactions, the reaction lifetime, the sources of noise, and specific parameter
values of the GRN that can be tuned by changing the topology. The manufacturing can potentially
be scaled and adapted to more complicated structures using 3D printing techniques [38], which we
here omitted for conciseness.

To assess the relative importance of these factors and identify potential routes for future improve-
ment, it is interesting to compare our system with biological developmental systems, such as the
well-studied gap gene network in the Drosophila embryo [40] (Section 1.3.1, Figure 1.13). With
about 500 p.m, our assemblies and the Drosophila egg are of comparable size. Our assemblies con-
sist of X = 5 droplets that are separated by membranes, whereas Drosophila embryos display about
X =59 =4 nuclei along the anterior-posterior (AP) axis (nuclear cycle 14) [291], that share a com-
mon cytoplasm [40]. Both systems as a whole are closed, which means that they rely on a finite
stock of energy to produce the pattern.

Under optimized conditions, our system was able to extract 1.08 £ 0.02 bit of information with one
gene (TetR-YFP), falling short of the theoretical maximum of log, 5 = 2.32 bit. With 1.11+0.02 bit,
the joint positional information from both gene expression gradients is not significantly higher. The
gap gene network in Drosophila consists of four major genes, hunchback (hb), Kriippel (Kr), knirps
(kni), and giant (gt), each of which carries 1.75+0.05 bit to 2.26 £ 0.04 bit of positional information
along the AP axis [291]. The theoretical maximum information is 5.9 & 0.1 bit [291], if each of the
X = 59 £ 4 nuclei had their own identity. The experimentally determined joint information is at
least 4.3 £ 0.1 bit, which implies that the information carried by the gap genes is partly redundant
and partly complementary [253]. Hence, one approach to improve our system is to increase the
complementarity of the gene expression gradients to improve the joint PI, possibly by utilizing GRN-
level interactions across droplets [43].

Another component that may be optimized is the morphogen gradient and the mechanism that cre-
ates it. Our morphogen gradient consists of a fast diffusing molecule, with a diffusion constant
D ~ 1000 pm?s~!, that is slowly released from a passive sender droplet (Table 1.3). We have
shown that when the molecule is released slowly, passive senders can emulate active sources of mor-
phogens [36], but for longer reaction times, a passive sender might deplete. Permeability limited
transport across droplets reduces the apparent diffusion constant to D, ~ 1 uwm?s~!, resulting in
a discrete and dynamic exponential profile. In contrast, the Bcd gradient in Drosophila is produced
from maternal bicoid (Bcd) mRNA localized at the anterior pole of the embryo [40]. From this source,
Bed diffuses through the embryo to establish an exponential gradient that is stable during nuclear
cycles 10-14 [292] and scales with the size of the embryo [293]. This is achieved by degradation of
Bced, which is supposedly enhanced inside nuclei [292]. In addition, many natural systems utilize
two opposing gradients. In Drosophila, the Bed gradient is complemented with a Cad gradient that is
generated from maternal caudal (cad) mRNA localized at the posterior pole [40]. Another example
for stable antiparallel morphogen gradients, which provides information during first 30 h of develop-
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ment, can be found in the developing vertebrate neural tube [284]. In our system, a complementary
gradient may help to improve the relatively poor posterior PE (Figure 4.8).

Finally, improving energy supply and efficiency to prolong the reaction lifetime, as well as further
enhancing the degradation rate to reduce the system timescale, may allow for more complicated,
multi-step regulatory interactions. For example, the information encoded in the gap gene expression
levels is decoded by the pair-rule genes in an optimal process that allows to specify the position
of pair-rule expression patterns with 1% accuracy [253, 259, 291]. In contrast, if we consider our
system as an information transfer cascade from TetR-YFP to LacI-RFB the information drops from
1.08+0.02 bit to 0.2940.02 bit and we have attributed this primarily to the limited reaction lifetime.
Natural systems seem to have evolved optimal and efficient solutions to utilize their finite energy
resources. For instance, the absolute concentration of Bed at the anterior pole is 55 + 3 nM, which
means that a central nucleus has to be able to measure differences of ~ 70 molecules, which appears
to be at the stochastic limit to ensure the experimentally measured positional error [254]. Our system
with expression in the order of 1 uM seems comparatively wasteful. Unfortunately, decay of the TXTL
reaction is usually not dependent on the amount of produced protein [20]. A potential workaround
is to implement a continuous energy supply [23], which also helps to enhance degradation rates and
allows to implement additional regulatory interactions. In contrast to an egg that needs to contain
enough energy to fully develop an animal that can eat, continuous energy supply is superficially
similar to development in mammals where the mother continuously supplies the embryo.



5 Period Doubling Bifurcations in a
Forced Cell-Free Genetic Oscillator

The contents of this chapter are based on the publication:

L. Aufinger, J. Brenner, and E C. Simmel. “Period Doubling Bifurcations in a Forced Cell-Free Genetic
Oscillator”. bioRxiv (preprint). DOI: 10.1101/2021.12.15.472802.

Across biological kingdoms, organisms including bacteria, fungi, plants, insects, and humans, regu-
late their day-night cycle with a circadian clock [294, 295]. The ability to measure time is presumed
to have concrete evolutionary advantages [295]. In humans, malfunctions of the circadian clock are
associated with diseases such as sleep disorders [296], or cancer [297]. At the molecular level, circa-
dian clocks are often comprised of coupled genetic oscillators that are synchronized to external zeit-
geber signals [298]. Theoretical studies of various circadian oscillators predict that both forced [299,
300] and freely coupled systems [301, 302] exhibit non-linear phenomena such as splitting, period-
doubling, and chaos. While there is experimental evidence for de-synchronization [303] and split-
ting [304], observation of period-doubling and chaos in circadian clocks have remained elusive due
to the experimental challenges associated with long-term observations of such systems [302].

Experimental investigation of period-doubling and chaos in a biological organism would require the
accurate measurement of amplitude over many oscillation periods in a potentially fluctuating envi-
ronment and in the presence of homeostatic regulation processes. One strategy to circumvent these
challenges is to study minimal synthetic gene oscillators that can be operated in a controlled and
isolated context. Synthetic oscillators have been previously implemented in bacteria [10], mam-
malian cells [305], and in cell-free batch [53, 160] or continuous reactions [22, 23]. Such systems
have been used to study synchronization between communicating cells [ 14, 28] and among coupled
oscillators [90], but also the effects of partitioning [74] and gene expression noise [45]. Transient
oscillations have been found close to bifurcations [306].

Engineered gene oscillators can provide molecular rhythms or act as biochemical clocks in other
contexts than their circadian counterparts. For instance, the oscillation period of a synthetic oscillator
has been used as an accurate measure of bacterial growth rate [45, 307]. Cell-free gene oscillators
have been utilized to drive autonomous molecular devices [72], control self-assembly processes [ 73]
or spatio-temporal pattern formation [28]. Previously established synthetic oscillators were operated
without periodic synchronization to an external signal, however, and thus provided only an intrinsic
measure of time, which lost synchrony with ‘universal time’ after a few periods [308].

Here, we investigate the synchronization of a cell-free genetic oscillator [28, 90] to an external
zeitgeber signal using a microfluidic reactor [23] that was previously employed for rapid prototyping
of gene circuits [89]. We first verified that the dynamics of the free-running oscillator are well
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described by a simple model comprised of only four ordinary differential equations (ODEs) (Section
5.1). We then tested the effects of periodic forcing on the oscillator within the model, and found
that the system displays period doubling bifurcations when varying the ratio of the input period to
the period of the free oscillator A = T;,/T in the simulations.

Experimentally, we realized the external forcing by periodically adding either a transcriptional repres-
sor (TetR) or an inducer (aTc), and recording experimental time traces for up to 48 hours (Section
5.2). For input periods close to the intrinsic period of the oscillator (A ~ 1), we indeed find evidence
of period doubling and even quadrupling in the forced system. Larger values of A result in stable
1-cycles ‘entrained’ on the external zeitgeber. Further analysis, aided by simulations, suggests that
with increasing non-linearity in the biochemical feedback loop, similar driven systems could display
increasingly complex dynamics, including chaos. We conclude by discussing the implications of our
results for natural and synthetic circadian rhythms (Section 5.3).

5.1 Free Oscillator

To study the dynamics of the free-running oscillator, we first introduce an ODE model (Section 5.1.1)
and then compare the simulation results with experimental data (Section 5.1.2). As shown in Section
5.1.3, the period of the free oscillator defines an intrinsic timescale.

5.1.1 ODE Model of the Oscillator Circuit

As shown in Figure 5.1a, our oscillator circuit consists of two regulatory proteins. Sigma factor o2

activates the expression of TetR, which in turn represses the expression of the activator, thereby
forming a negative feedback loop. In the experiment, the dynamics of the system is monitored by
co-expression of the fluorescent reporter proteins mVenus and mTurquoise2 for the activator and
repressor, respectively. To synchronize the oscillator to an external clock signal, the system can be
perturbed by either adding purified TetR from the outside, or by inactivating intrinsic TetR via induc-
tion with anhydrotetracycline (aTc). Already in this coarse-grained picture the system is constituted
of three coupled dynamical variables - activator, inhibitor, and external signal -, which is one of the
requirements for a system to exhibit complex non-linear dynamics [6].

To properly describe the dynamics of the genetic oscillator, however, it is necessary to explicitly
consider the dynamics of the mRNA molecules (Figure 5.1b), which effectively generates the time
delay that is required for sustained oscillations [33]. The dynamics of the free oscillator is then
described by the following set of four ordinary differential equations,

1 1
=ag————— [ 6+ — |- 5.1
o = R ( rm,a) G-
a =rq: kTL,a —06-a , (52)
1 1
R TR—— , IR P 5.3
Th = (K, Ja)re ( Tm,h) h :3)

h=rh'kTL’h—6'h, (54)
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Figure 5.1: Genetic oscillator circuit and experimental setup. a) Simple and b) detailed circuit diagram
of the synthetic genetic oscillator consisting of a negative feedback loop where o acts as activator and TetR
acts as repressor. Our four-variable ODE model (Equation (5.1))-(5.4)) considers the concentrations of the
two proteins and their respective mRNAs. Protein expression is monitored via co-expression of fluorescent
reporters mVenus and mTurquoise2, respectively. We can perturb the system either by inactivating existing
TetR by induction with aTc, or by adding purified TetR. ¢) A microfluidic ring reactor [ 23] was used to maintain
the reaction out of equilibrium by periodically exchanging a fraction of the reactor volume with fresh reagents.
By switching between different input reagents, the reactions can be exposed to an arbitrary series of inputs.
d) Transfer functions of the two promoters determined by titrating the regulator protein in bulk. Fitted Hill
parameters with 68% confidence intervals are K, = 2.2+ 0.2 nM, n, = 2.1 +£0.3, K, = 115 £ 6 nM, and
n, = 3.4£0.6. N.EL.: Normalized Fluorescence Intensity.

which has been used previously for the analysis of similar systems [28, 53]. The variables r,, a, ry,
and h denote the concentrations of the activator and inhibitor mRNA and protein species, respec-
tively. To aid the following discussion, we conceptually distinguish between system parameters that
are essentially fixed properties depending on molecular details, and control parameters that can be
experimentally tuned relatively easily.

The transcription rates a, and a; can be tuned linearly by adjusting the gene template concentra-
tions [23, 57] and will therefore be considered as control parameters. A third control parameter is
given by the dilution rate &, which, as shown below, defines the timescale of the system. Experimen-
tally, the reaction is kept out of equilibrium using a semi-continuously operated microfluidic ring
reactor [23] (Section 2.2). As shown in Figure 5.1c, the reactions are maintained inside ring-like re-
action chambers, whose volume is periodically replaced by a fraction R (0 < R < 1) of fresh reagents,
called the ‘refresh ratio’. With a fixed time interval t;,, between dilution cycles, the dilution rate can
be precisely tuned by varying R according to

_ln(l —R)

5(R) = (5.5)

int

It had been previously shown that a reactor operated in semi-continuous mode can be used to emulate
reactions in a continuously operated flow reactor, provided that t;,, is sufficiently small compared
to the system’s timescale [23, 89].

The system parameters are the mRNA lifetimes 7,, , and 7,, ,, and translation rates kr; , and k[ 5,
whose values have been determined previously [96], and the threshold constants K, and K}, and
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Figure 5.2: Dynamics and phase diagram of the free oscillator. a) Experimental (full) and simulated
(dashed) time traces of the free oscillator for different refresh ratios R(6) and DNA concentrations as indicated
in (b). b) Simulated phase diagram of the free oscillator. Color overlay of different metrics as indicated
in the legend reveals regions of sustained, damped, and overdamped oscillations. A, v, and ., are the
normalized equilibrium amplitude, damping ratio, and equilibration time constant for trajectories with less
than one detectable maximum, respectively. Experimental data was mapped onto the diagram using a as a
fitting parameter proportional to the DNA concentration. System parameters: n = 3, K, = 20 nM, K;, = 2 nM,
ky; =0.02s7%, 7, = 12 min. DNA concentrations are 0.1—1 nM (0.3—3 pMs ™) for the circuit plasmids and
2 nM for reporter plasmids.

Hill coefficients n, and n;, which can be estimated from bulk titrations (Figure 5.1d). As a caveat,
one has to consider that parameters measured in isolation do not necessarily match their apparent
(effective) values in the coupled system [11] - for instance, we do not explicitly account for reactions
such as the competition between 0?8 and o”° for the RNAP core enzyme [90, 93].

To illustrate the effect of system and control parameters on the dynamics of the free oscillator, we
can consider the nullclines (¥, =0, r;, =0, with @ =0, h =0, and assuming 6 < 1/7,,)

A, ka *Tm,a
——a, 2 'm™a 5.6
TS 1+ (/K (5.6)
an  kn Tmp
=, - = 5.
6 1+(K /a)u 5.7)

Hence, the system parameters describe the shape of the gene transfer functions, whereas the control
parameters define their scale. As the stability of the fixed point at the intersection of the nullclines
depends on the local shape of the nullclines (cf. the thorough linear stability analysis described in
Ref. [53]), the control parameters can be used as bifurcation parameters to tune the qualitative be-
havior of the system, whereas the system parameters define the relative sizes of regions in parameter
space corresponding to qualitatively different dynamics. For instance, increasing n will increase the
parameter range that supports sustained oscillations. In the following, we assume that the system pa-
rameters are uniform for the activator and inhibitor, i.e., a := a, = aj, n :=n, = ny, ky; :=k, = ky,
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Figure 5.3: The period of the free oscillator is determined by the dilution rate. a) A sensitivity analysis
was performed by analyzing the change in the period AT in response to a 30% change in individual model
parameters [302]. b) Example of an auto-correlation function (ACF) that was used to estimate experimental
periods for both reporters, corresponding to sample 4 in Figure 5.2a. The red triangle indicates the first max-
imum. c) Period as a function of the dilution rate T(5). The experimentally measured periods are compared
to predictions by our ODE model, an analytical solution by [309], both with an mRNA lifetime of 12 min [96],
and to the phenomenological equation T(6) = Cnt/6 with C = 1. While the predictions are in good agree-
ment with the data at higher dilution rates, the measured periods are systematically higher at lower dilution
rates. Error bars are standard deviations of 2-4 measurements, plus a systematic uncertainty that scales in-
versely with the number of maxima in the recorded time trace. System parameters are as in Figure 5.2, with
a=3pMs L.

Tm ‘= Tma = Tmh, Which is a standard approach to simplify the analysis while preserving the main
qualitative features [10, 309].

5.1.2 Operation of the Free Oscillator

To experimentally verify the predictions of the model, we tested the free oscillator for a wide range
of dilution rates 6 and transcription rates a (Figure 5.2a). In good qualitative agreement with the
model, we find regimes that display sustained, damped and strongly damped oscillations with vary-
ing periods. For the simulations, we used a as a global fitting parameter with a fixed ratio between
samples. Reduction of a leads to a transition from sustained to damped oscillations, whereas 6
mainly affects the period of the oscillations.

We also mapped the oscillator dynamics onto a simulated phase diagram, as shown in Figure 5.2b. To
this end, we characterized the time traces of numerically simulated oscillations by their equilibrium
amplitude A, and mean damping ratio y = <%1>, calculated from successive maxima y;. Strongly
damped oscillations with less than two maxima were characterized by the exponential equilibration
time T,,. This illustrates that higher gene expression strength a and higher dilution rates 6 favor

sustained oscillations.

5.1.3 Intrinsic Timescale of the Oscillator

We next investigated the dependence of the period T of the free oscillator on the model parameters
using a simple form of sensitivity analysis (Figure 5.3a). To this end, we tested the change of the
period AT in response to a 30% change in each of the parameters individually [302]. In agreement
with our naive expectation, the dilution rate 6 is found to be the dominant control parameter deter-
mining the period of the oscillator T. The only other relevant parameters are the Hill coefficients n,
and ny,, and the mRNA lifetime 7,,,, which are fixed system parameters.
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We then estimated the oscillator periods from experimental data using the first maximum of the
auto-correlation function (ACF). Figure 5.3b shows an example ACF corresponding to sample 4 in
Figure 5.2a. The experimental data agrees well with the predictions from our ODE model for differ-
ent §, as shown in Figure 5.3c. The discrepancies at lower dilution rates are likely a result of the low
number of complete cycles in the experimental time traces due to the long periods. This leads to an
overestimation of the experimental periods, as the system initially has to approach the limit cycle.
In contrast, an analytical solution (Equation (24) in Ref. [309]), appears to more strongly underes-
timate the periods at lower dilution rate, probably as a result of the assumption that time traces are
sinusoidal. Phenomenologically, we find that the ODE model predictions and the experimental data
can be well approximated by the simple equation

Cmr
T(6) ~ = (5.8)

where C has a value close to 1. Importantly, this allows us to define the systems timescale based on
the dilution rate &.

5.2 Forced Oscillator

We now establish a forcing mechanism (Section 5.2.1), and find experimental proof of period dou-
bling (Section 5.2.2). We then simulate a bifurcation diagram that shows close correspondence with
the experimental data (Section 5.2.3). Finally, we extend the analysis to suggest parameter ranges
for which the model produces more complex dynamics, including chaos (Section 5.2.4).

5.2.1 External Forcing of the Genetic Oscillator

First, we investigated whether we can force the oscillator to adapt to a certain period by externally
supplying a periodic input signal. To this end, we replaced either the cell extract or the buffer
supplied in every k-th dilution step with extract or buffer supplemented with TetR or aTc, to repress
or activate the expression of 028, respectively (Figure 5.4). This generates a periodic input signal
with a period T;,, = k - t;,, and amplitude A;,, that rises instantly and decays exponentially with rate
6, as monitored with a fluorescent reference signal (mScarlet-I).
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The amplitude of the input signal must be chosen such that it triggers a sufficiently strong response
by the oscillator, but is also diluted to levels well below the induction threshold sufficiently fast. For
instance, an input signal with amplitude 1 will drop to (1 —R) = 0.01 after k = 16 dilution steps
with a refresh ratio R = 0.25. Hence, in practice there is a minimum input period, typically ~ 2 h,
below which effective forcing becomes challenging due to the low attainable dynamic range of the
input signal.

As shown in Figure 5.4, the forced oscillators quickly adapt to T;, within ~ 1 — 2 cycles for both
methods of external driving. While the amplitude is enhanced for positively forced oscillations, it
decreases for negatively forced oscillations and the phase of the 028 signal is shifted by £7/2 relative
to the input signal for positive and negative forcing, respectively. In both cases the system displays
regular 1-cycle oscillations.

As described below, the forced oscillator system can exhibit more complex dynamics, which can be
described with a single dimensionless bifurcation parameter

T.. &-T, In(1—R)k
A= n _ n ) , (5.9)
T T T

which is obtained as the ratio of input period and intrinsic period and using Equation (5.5) and (5.8)
(with C = 1). Note that In(1 —R) ¥ is the logarithm of the total dilution after one input period.

5.2.2 Period Doubling

In the following, we focus our analysis on the negatively forced oscillator that uses TetR as the peri-
odically varying external input. When simulating the forced oscillator for different natural periods
T and input periods T;,, we found that under certain conditions the resulting oscillations displayed
a sequence of maxima with varying height that repeated every two or four maxima. Such a period
doubling phenomenon commonly appears in non-linear systems of coupled or forced oscillators [6]
and is a well studied route towards chaos [310]. Even though being investigated in great theoret-
ical detail, period doubling has not been experimentally demonstrated in the context of synthetic
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biochemical oscillators so far [302]. Two of the experimental challenges in this context are that to
record an m-cycle, the oscillator has to run reliably for t > T;,-2-m = 32 h (for T;, = 4 h and
m = 4), and that for increasing m the bifurcation parameter A has to be tuned with an exponentially
increasing accuracy [311].

As shown in Figure 5.5a, we indeed find experimental evidence of period doubling in our system
(here for A = 1.20). After the typical large first maximum that occurs during the initial transient,
the forced oscillator approaches a 4-cycle and stays there for two full revolutions. In the experiment,
period doubling is more evident in the TetR dynamics than in the 02 dynamics. After about 36 h
the system appears to ‘drop back’ to a regular 1-cycle. As 36 h is close to the longest time span for
which such a reactor was reportedly operated [89], this behavior is likely a sign of fatigue, which is
also consistent with an observed drop of the refresh ratio towards the end of the recording.

We computed an ‘instantaneous refresh ratio’ R, = 1—1,,,/I, (Figure 5.5b) using the reference time
traces I, for all time points t where I, > 0.3 - I,,,,. For t Z 36 h, R, drops by about 1%, leading
to a decrease in 6 and a corresponding change in A. Note that the instantaneous refresh ratio also
slightly deviates from the nominal refresh ratio (here 20%) that was defined by calibration prior to
the experiment. We hence use the more accurate instantaneous refresh ratio to calculate the control
parameter A. Similarly, a loss in activity of the supplied reagents would lead to a decrease in a over
time, resulting in a stronger damping of the free oscillations.

Period doubling can further be visualized with a phase portrait (Figure 5.5c), which highlights that
the trajectories return to their starting point in phase space after completion of four revolutions.
Finally, we can generate a maximum return map (Figure 5.5d) by plotting the amplitude of each
maximum against that of its predecessor. Again it can be observed that, within experimental vari-
ability, the system visits four distinct points in the map until it returns to its original location.
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5.2.3 Bifurcation Diagram

In order to gain a more complete overview of the dynamical repertoire of our biochemical oscillator,
we simulated a bifurcation diagram (Figure 5.6a), for which we plotted the heights of the maxima
against the parameter A. Because successive bifurcations occur within exponentially decreasing in-
tervals [311], we adjusted A(R) as smoothly as possible. Following Equation (5.9), we fixed the input
period to T;, =4 h, as it can only be adjusted in increments of t;,,, = 15 min, and instead varied the
natural period T by adjusting the refresh ratio R, which can be varied, in principle, continuously.

The bifurcation analysis reveals that for low A the system displays 1-cycles, then undergoes two
period doublings to show a 4-cycle around A = 1.2, followed by period ‘halvings’ and again 1-cycles
at high values of A. Qualitatively, the experimentally recorded phase space trajectories (Figure 5.6b)
match the corresponding simulated trajectories for the same A values (Figure 5.6¢) remarkably well.
One interesting feature is that for A = 1.05 both experiment and simulation display a 2-cycle that
is degenerate in the dynamics of TetR, i.e., the second maximum is not visible, but the period is
doubled.

5.2.4 Chaotic Dynamics in the Oscillator Model

We were finally interested whether our system could, in principle, exhibit even more complex dy-
namics than a 4-cycle. We therefore simulated a two-dimensional bifurcation diagram, for which we
varied both the Hill coefficient n and A (Figure 5.7a). The system dynamics can then be classified by
means of the rotation number m, which equals the number of periods the system undergoes before
returning to the starting point. For a chaotic trajectory, m = oo, but for practical reasons we classify
trajectories as chaotic if m > 32.

As shown in Figure 5.7a, the oscillator model indeed permits chaotic solutions. Notably, chaotic
regimes are interrupted by windows of mostly period 3, which is a commonly observed phenomenon
[6]. The existence of m = 3-cycles actually implies the existence of chaotic trajectories [312], ex-
amples of which are shown in Figure 5.7b,c. Overall, this analysis reveals that higher order period
doublings and chaotic behavior become increasingly prevalent for increasing non-linearity, corre-
sponding to increasing Hill coefficients in the oscillator model.



102 Period Doubling in Natural and Synthetic Circadian Clocks

5.3 Period Doubling in Natural and Synthetic Circadian Clocks

Inspired by the entrainment of biological circadian clocks by environmental zeitgeber cues, we have
here experimentally investigated the response of a single-loop cell-free genetic oscillator to externally
applied periodic perturbations. To this end, we utilized a microfluidic reactor system which allowed
precisely controlled addition of components to the oscillator and dilution at regular intervals. The
period of the free-running oscillator is dominated by the reactor’s dilution rate &, which defines a
timescale T ~ %. External forcing of the oscillator is achieved by periodically supplying transcription
factors or inducers with an input period T;,. The dynamic behavior of the forced oscillator is then
determined by a single bifurcation parameter A, which is defined as the ratio of the input period and
the intrinsic timescale, i.e., A = T;,/T. Supported by simulations, we experimentally found non-
trivial behavior such as 2- and 4-cycles, which is indicative of period doubling. Complex dynamics
were observed for A close to 1, whereas higher values of A = 1.48 lead to stable entrainment of the
genetic oscillator to the zeitgeber timescale.

To our knowledge, period doubling has not been found in experiments with biological circadian
clocks so far, but has been repeatedly predicted by theoretical models. In a theoretical study by
Kurosawa and Goldbeter [300], a tendency towards complex dynamics for A ~ 1 was found in
a model of the Neurospora clock for strong forcing amplitudes. However, this behavior was not
found in a model of the Drosophila circadian clock by the same authors. The authors attribute this
to differences in the forcing mechanisms, which in Neurospora alters expression rates, whereas in
Drosophila alters degradation rates. Also, the authors argue that the complexity observed for A ~ 1
may explain why the free-running periods of many circadian rhythms differ substantially from a 24 h
period. For instance, in humans, the free-running circadian period is 24 : 11 h+0: 08 h (+ SD), but
in simpler organisms varies from 21.5 h (A = 1.12) in Neurospora [313] to about 28 h (A = 0.86) in
Phaseolus [314].

Both from a biological point of view as well as for potential applications of synthetic biochemical
clocks it might be desirable to actually prevent complex behavior resulting from coupled oscillator
dynamics, which can be achieved in various ways. One possibility is to simply tune the free-running
period away from the zeitgeber period, and thus avoid A ~ 1.

We further notice from our simulated bifurcation diagram (Figure 5.6a) that as A increases, the sys-
tem initially undergoes two period doublings, but then does not continue to produce chaos, but fol-
lows with period halvings that eventually lead to stable 1-cycles. Similar period-halvings have been
found in the study of ‘single-humped’ 1-dimensional maps [315], which are used as simple ecological
models, when the recursion map was modified with a constant ‘immigration’ term that prevented the
population from ever falling below a certain floor level. In the context of our biochemical oscillator,
such a term would correspond to leaky/basal gene expression, potentially having a similar effect on
the reversal of period-doubling transitions.

While in biological systems, biochemical rhythms are subject to evolutionary optimization, in syn-
thetic biological systems robust behavior can be achieved by appropriately tuning system param-
eters such as the shape of the gene transfer functions [11]. Such engineering may be supported
by in silico modeling, e.g., using evolutionary algorithms that intrinsically generate robust solu-
tions [264], combined with high-throughput microfluidic reactors that enable comprehensive pa-
rameter screens [202].

In summary, we have shown that a synthetic cell-free gene circuit operated in a microfluidic reactor
can be used to physically emulate the entrainment of a genetic oscillator with an external zeitge-
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ber signal, which allowed the experimental realization of periodic doubling bifurcations, which had
been previously only observed in numerical models of such systems. Apart from the fundamental
interest in oscillatory biochemical systems, synthetic biochemical clocks may be of use in a wide
range of applications that require intrinsic time measurements for the autonomous orchestration of
downstream processes. In order to improve the accuracy of such oscillators and synchronize them
to an external clock, coupling to a zeitgeber signal will be required. Our study demonstrates how
the choice of system and control parameters can be used to tune the dynamics of such systems to
become robust - or complex.






Conclusion

In this thesis, we utilized cell-free GRNs embedded in artificial cells to engineer synthetic biological
self-organization processes. Anticipating the development of synthetic organisms, we identified and
emulated three key aspects of complex biological organisms: spatial organization and hierarchy,
pattern formation, and temporal synchronization.

The realization and characterization of such systems required the development of new design con-
cepts and technologies. Programming gel organelles with dedicated functions to mimic eukary-
otic transcription-translation processes required the development of compatible hydrogel, conjugate
chemistry, and droplet microfluidics protocols. The quantitative analysis of pattern formation from
morphogen gradients in assemblies of artificial cells required the development of accurate image
processing routines, the adaptation of statistical methods to estimate positional information, and
modeling to support the interpretation of our experimental results. The synchronization of a genetic
oscillator to an external signal required the optimization of a microfluidic ring reactor to operate cell-
free GRNs under steady-state conditions. Experiments had to be automated with custom electronic
devices and software, and simulations were used to predict the conditions for complex non-linear dy-
namics. Hence, the main challenges that we have addressed concern the molecular implementation,
the quantification, and the energy supply of self-organization phenomena.

The ultimate solution to the problem of energy supply will probably be a self-sufficient synthetic
cell that is fed with sugars or light and serves as the basic building block of synthetic organisms.
However, to this day even the self-regeneration of some of the transcription-translation machinery
in a cell-free gene expression reaction represents a considerable challenge [21, 164, 316]. One way
to circumvent this issue are systems where biochemical components are supplied continuously [22,
23]. Continuous systems allow the emulation of life-like out-of-equilibrium conditions in a simplified
environment. In the case of pattern formation, continuous systems resemble mammalian embryos
that are continuously supplied by their mother, whereas closed systems with a finite energy reservoir
mimic eggs.

Continuous systems hence represent a bridge technology that enables the study of more complex cell-
free GRNs until the problem of self-regeneration has been solved. For instance, we envision gel based
microfluidic reactors that enable the emulation of pattern formation. While being open to energy
supply, hydrogels provide the additional advantage that immobilization of GRN components can
be used to modulate diffusion [200, 201]. This could enable Turing-like reaction-diffusion systems
that actively generate positional information instead of interpreting existing morphogen gradients.
Ultimately, PDMS-based microfluidics may be replaced by a synthetic vascular system that allows
the supply of larger scale structures in a hierarchical manner, as is commonly found in biological
structures such as muscles.
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Another important direction for further development is the automated design and implementation
of more complex GRNs. While automated design of logic circuits has been demonstrated [30], the
design of dynamic functions still requires trial-and-error. The design-build-test cycle can be accel-
erated with rapid prototyping techniques [89], high-throughput methods to characterize large part
libraries [202], and computational models to predict the behavior of a GRN in silico. Effective de-
sign requires methods to tune parameters, to deal with timing and noise issues, and to account for
experimental constraints and tolerances.

To this end, we have conceptually distinguished between tuning parameters and (apparent) system
parameters. We have shown that a simple GRN can generate complex non-linear dynamics by vary-
ing a single tuning parameter. In this case, the tuning parameter could be varied relatively accu-
rately and mainly affected one system parameter. In general, however, varying a tuning parameter
can change several system parameters, which, as shown in Section 1.1.4, creates experimental con-
straints. Additionally, the number of input nodes and the available types of input logic are limited by
the molecular mechanisms. If properly identified and quantified, such constraints and uncertainties
can be integrated into the design process. GRN topologies that are robust under these conditions
can for instance be found with robust optimization algorithms. One such possibility are evolutionary
algorithms that directly mimic the biological design process [263, 264].

Potential application areas of self-organizing artificial cells and synthetic organisms are theranos-
tics, tissue engineering, and bio-materials. For instance, the targeted synthesis and release of a
tumor drug using artificial cells has already been demonstrated in mice [156]. Implementing mech-
anisms with which the artificial cell could parasitize the hosts energy resources and synchronize
to its circadian rhythm could result in autonomous devices that produce therapeutics at specific
times. Engineering pattern formation can enable the regeneration of complex tissues, such as bone
or muscle [317]. Similarly, smart functional hybrid materials could be generated that respond to
environmental cues and self-organize according to a genetic program.

Another application of synthetic organisms is to study the fundamental principles that underlie bi-
ological self-organization phenomena [19]. The limited complexity of synthetic GRNs has so far
forced synthetic biologists to focus on simple network motifs, which helped to identify the minimal
set of core principles that is necessary to generate complex behavior [44]. For instance, quantifying
the dynamic evolution of positional information in our synthetic system has highlighted the crucial
importance of balancing timing, noise, and system parameters. Realizing complex dynamics in the
simple forced genetic oscillator has suggested that the ratio of the free-running and the forcing pe-
riod is of crucial importance for stable entrainment. The range of questions that can be studied
with synthetic systems may expand as the complexity of synthetic GRNs increases. For example, this
would allow to study more specific regulatory mechanisms and evaluate different GRN topologies.
In any case, however, our humble attempts to create even simple systems that replicate functions of
biological organisms remind us of the necessity to appreciate and conserve the beautiful complexity
of life.
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