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Abstract

Today, social engineering techniques are the most common way of com-
mitting cybercrimes through the intrusion and infection of computer sys-
tems. Cybersecurity experts use the term “social engineering” to highlight
the “human factor” in digitized systems, as social engineering attacks aim at
manipulating people to reveal sensitive information. In this paper, we
explore how discursive framings of individual versus collective security by
cybersecurity experts redefine roles and responsibilities at the digitalized
workplace. We will first show how the rhetorical figure of the deficient user
is constructed vis-a-vis notions of (in)security in social engineering dis-
courses. Second, we will investigate the normative tensions that these
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practices create. To do so, we link work in science and technology studies
on the politics of deficit construction to recent work in critical security
studies on securitization and resilience. Empirically, our analysis builds on a
multi-sited conference ethnography during three cybersecurity conferences
as well as an extensive document analysis. Our findings suggest a redis-
tribution of institutional responsibility to the individual user through three
distinct social engineering story lines—*“the oblivious employee,” “speaking
code and social,” and “fixing human flaws.” Finally, we propose to open up
the discourse on social engineering and its inscribed politics of deficit
construction and securitization and advocate for companies and policy
makers to establish and foster a culture of collective cyber in/security and
corporate responsibility.

Keywords
cybersecurity, hacking, social engineering, politics of deficit construction,
securitization, resilience, critical security studies

Introduction

Today, social engineering techniques are the most common way of commit-
ting cybercrimes through the intrusion and infection of computer systems
and information technology (IT) infrastructures (Abraham and Chengalur-
Smith 2010, 183). Cybersecurity experts use the term “social engineering”
to highlight the “human factor” in digitized systems. As a set of attack
strategies, social engineering refers to manipulating people to reveal sen-
sitive information. Most known perhaps are phishing attacks, which is
when unsuspecting users are asked to click on a faulty link and, by doing
so, enable hackers to install malware and enter the system. In all cases,
social engineering attacks involve a combination of social interactions and
technological exploits, leaving cybersecurity professionals in companies
and government organizations alike struggling to develop effective
countermeasures.

Several high-profile cases of social engineering attacks have recently
caught the attention of both IT security experts and political commentators.
For instance, in 2020, hackers targeted the social media platform Twitter,
including the accounts of celebrities such as Bill Gates, Elon Musk, and
Kanye West as well as the public profiles of former US President Barack
Obama and then Democratic nominee Joe Biden. The hackers used their
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temporary access to solicit cryptocurrency payments from the hacked
accounts’ followers. Despite the relatively small financial damage and a
inconsequential dent in Twitter’s reputation, this incident revealed the
widespread potential for social engineering attacks, as the hackers used the
company’s customer support to gain access to those accounts—not a tech-
nical backdoor in the web service’s software (Polak 2020). In reports about
the incident from an internal investigation, Twitter explains that it was not
the network that the hackers targeted but that they “misled certain employ-
ees” and “exploited human vulnerabilities” (Twitter 2020). The report con-
cludes: “This was a striking reminder of how important each person on our
team is in protecting our service.” As many companies that suffer from
social engineering attacks do, Twitter framed this incident as the product of
social manipulation, not as the failure of a security system.

This is only one example of the increasing insecurities of digital infra-
structures due to social engineering practices. As a consequence, the cyber-
security industry is at an all-time high (Grand View Research 2020). In
particular, the convergence of technical skills and insights into social beha-
vior required for the identification and defense of social engineering attacks
has given rise a growing expert community—what some call a cybersecur-
ity hype (Shires 2018, 33). In particular, in discussions among the social
engineering expert community, the user of IT systems (e.g., employees) is
often framed as the main source of risk. Compared to other forms of cyber-
crime, practices of and discourses on social engineering alike put the human
front and center. Hackers consider these predictable patterns in human
behavior as a gateway into the technical, material layer of computer net-
works (Hadnagy 2010; Krombholz et al. 2015). With “people” being often
seen as the “weakest link in information security” (Lineberry 2007), cyber-
security has become increasingly individualized and asymmetrically
treated: current discourses on social engineering are much more concerned
with the supposedly unwitty, deceivable, and unpredictable user than the
technical side of cybersecurity.

In this paper, we explore how social engineering experts—for example,
hackers, cybersecurity professionals, and institutional stakeholders—imag-
ine possible solutions to the supposed “people problem” in cybersecurity.
With cyberattack strategies being increasingly framed as a social rather than
a technical problem, we trace the discursive strategies of cybersecurity
experts, and the consequences of such human-centered deficit framings in
which users are seen as the main risk factor. We understand users as those
working with digital technologies, e.g. employees at companies, govern-
ment agencies, and research institutions, as opposed to experts whose task it
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is to design secure systems and to maintain the security and operation of IT
systems. Employees are the most common target of social engineering
attacks, as they have access to critical organizational systems (Aldawood,
Alashoor, and Skinner 2020). We specifically focus on those discourses on
social engineering attacks against employees that take place during their
work time and while using a company’s or institution’s IT infrastructure. At
the same time, we see that boundaries between in-office work time and
working from other places have become blurry as employees increasingly
use private devices to log into the company’s network remotely or bring
their own laptops to work. The COVID-19 pandemic has accelerated this
trend, as lockdown measures have forced many companies and employees
into remote work. This blurring of boundaries benefits social engineering
attacks that exploit the interface between company security and individual
behavior, as hackers target primarily individual employees through social
expectations.

The paper unfolds as follows: first, we will outline our conceptual
approach that links work in science and technology studies (STS) on the
politics of deficit construction to recent work in critical security studies
(CSS) on securitization and resilience. Second, we introduce the empirical
material collected during a multi-sited conference ethnography of three
leading cybersecurity conferences in Las Vegas and Vienna. In the con-
cluding section, we argue that attributing fault to the supposedly uneducated
or unwitty user is a strategy to cope with the complexity and uncertainty that
come with digitalization. Contributing to the emerging conversations
between STS and CSS on cyber in/security, we propose to extend the
discourse on social engineering and the inscribed politics of deficit con-
struction and securitization. Instead, we advocate for companies and policy
makers to establish and foster a culture of cybersecurity and corporate
responsibility. Moreover, we argue that social engineering is not a problem
to be left in the domain of security and technical expertise but needs to be
discussed as a severe challenge for digitized societies, as it alters everyday
life settings such as the workplace and questions predominant notions of
security and resilience.

Theoretical Approach

In the following, we first explore the sociopolitical processes and ontolo-
gical practices through which the deficient user is constructed vis-a-vis
notions of (in)security in social engineering discourses and identify the
relevant differences between these positions. Second, we investigate the
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moral and normative problems that these practices create and emphasize
why the differences are important. To do so, the theoretical part of this
paper links the concept of deficit construction to work from CSS on resi-
lience as a response to the growing securitization and related uncertainties
in the field of cybersecurity.

The Politics of Deficit Construction in Social Engineering Expert
Discourses

Many cybersecurity experts frame social engineering attacks as a question
of technological literacy and knowledge. According to this perspective,
security incidents occur because an employee did not observe common
security practices nor detect manipulative techniques used by hackers. This
alleged knowledge deficit is understood to be the main attack vector
through which intruders can then bypass security measures and access
digital infrastructures. Such framing turns the implied “deficient user” into
a security risk. Employees without the proper expertise to detect suspicious
activities and react accordingly are said to need additional training as to
avoid becoming security risks to their employer. This narrative of users as
lacking, deficient, or ignorant closely resembles what STS scholars have
observed in the discourse around the public understanding of science and
technology (PUS). Conventional approaches in PUS have promoted the
idea that controversies around the risks and benefits of scientific advances
can be mitigated through improved science communication and education
(Bodmer and Wilkins 1992). This view does not imagine the public to be a
reasonable group of actors who collectively guide scientific questions or set
boundaries based on moral concerns. Rather, it is expected that uninformed
parts of the public would indeed trust the scientific community’s judgment
if they shared the same (or a sufficient) degree of expertise and insight.
Work in STS offers productive inroads into the normative social practice
of deficit construction around science, technology, and innovation (Jasanoff
2016; Pfotenhauer, Juhl, and Aarden 2019; Wynne 1992) and illuminates
how lay understandings obtain legitimacy as expertise in its own right. This
viewpoint draws attention to several theoretical problems relevant to our
analysis: (1) arrogance/institutional language of expert bodies, (2) over-
looking valuable contributions from lay people, (3) misplacing the problem
(and solution). Studies in risk communication, for instance, have shown that
a common but misguided response to controversies around contentious
topics is to call for a more comprehensive education for those seemingly
opposed to scientific facts and technological progress (Abell and Lederman
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2007). While this perspective has received broad institutional support, crit-
ics have highlighted the framing of citizens as essentially “deficient.” This
implicit process of deficit construction does not refer to a simple lag in the
dissemination of knowledge. Since science and technology are central to the
modern world, “scientific illiteracy is viewed as a moral problem, leaving
people incapable of understanding the world around them and incapable of
acting rationally in that world” (Sismondo 2010, 174). In other words,
obtaining an understanding and appreciation of science—or professiona-
lized expertise—becomes a civic duty for any individual who wants to
participate in contemporary social and political life.

Moreover, work in STS has examined how scientists and other profes-
sional experts have established themselves as the only legitimate gate-
keepers for credible knowledge, thus excluding other potentially affected
actors as contributors of potential solutions (Felt and Fochler 2010). In their
critique of persistent narratives around the public understanding of science
in society, scholars have argued that elevating narrowly defined expertise as
the only legitimate source of authority not only excludes other kinds of
knowledge and experience but also sidelines those who frame an issue in
terms of values rather than facts (Wynne 1992, 2006; Irwin 2014).

The politics of deficit construction have become particularly pronounced
around solution- and innovation-oriented imaginaries. Pfotenhauer, Juhl,
and Aarden (2019) have observed how policy makers and economic advi-
sors view entire regions and countries in terms of their capacity to bring
forward technological innovation. The authors propose an analytic frame-
work that attends to five distinct layers of deficit construction: (1) who
diagnoses what kind of deficit, while (2) proposing remedies to address this
deficit? Equally important are the (3) forms of expertise considered legit-
imate in addressing these deficits as well as the (4) social orders implied by
the proposed technoscientific solution. Finally, they ask, (5) what are con-
sidered the “standards of success,” particularly “the corollary normative
implications of the intervention” (Pfotenhauer, Juhl, and Aarden 2019,
896)? We take these five layers of deficit construction—combined with the
concepts of securitization and resilience—as a point of departure for our
inquiry. In the empirical section, we mobilize the framework to trace how
social engineering experts construct the deficient user in cybersecurity dis-
courses. Three distinct social engineering story lines have emerged in an
iterative exchange between our theoretical perspective and interpretative
analysis of the empirical material, namely “the oblivious employee,”
“speaking code and social,” “fixing human flaws.”
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Constituting something as deficient—be it computer user or an entire
economy—starts with diagnosing a problem that needs to be solved. How-
ever, what counts as a viable solution is often already inscribed into the
problem’s definition. Morozov (2013) eloquently demonstrates this in his
account of Silicon Valley’s “solutionist” answers to all problems of the
modern world, including irrational human behavior. However, such see-
mingly elegant fixes to complex societal conditions shift responsibility
away from collective deliberation and political decision making onto the
individual, who is expected to contribute to envisioned social orders by self-
optimization (Morozov 2013, 6). Mozorov’s notion of solutionism reso-
nates with the Sismondo’s (2010) claim that scientific illiteracy is being
turned into a moral problem. The institutional embedding of expertise cre-
ates a hierarchy in which the individual needs to change in order to address
a societal problem, not the institutions. Both Morozov (2013) and Pfoten-
hauer, Juhl, and Aarden (2019) note that deficit and solutionist approaches
tend to obscure the reasons why something is seen as a problem worth
fixing in the first place and distract from alternative framings. In the second
part of our theory section, we connect the analytical framework of deficit
construction with insights from CSS on processes of securitization and
resilience. Combining both literatures allows us to illuminate social engi-
neering discourse and similar settings in which both IT security expertise
and deficit framings are coproduced.

Securitization and Resilience: Risky Users and the Redistribution of
Responsibility

As an analytical lens, the concept of securitization allows us to trace how
security problems are established and how actors consider and collectively
respond to other actors, events, and objects as a threat (Balzacq 2005; Bigo
2014; Booth 2005). In short, such a perspective shifts the attention from
looking at security as a stable entity or intangible ideal notion, on the one
hand, to the study of those practices and actors that make security, on the
other. Practices and discourses by security professionals of various kinds
lend particular constructions and framings of (in)security legitimacy (Bal-
zacq, Léonard, and Ruzicka 2016; Collier 2018). Recent work at the inter-
sections of CSS and STS specifically attends to the oftentimes routinized
practices and mundane physical actions through which security is con-
structed, and how cybersecurity experts shape the stabilization processes
of security issues; that is, moving phenomena from an invisible and intan-
gible realm toward one in which they can be communicated, acted upon,
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and managed (Liebetrau and Christensen 2020; Dunn Cavelty 2018; Bal-
zacq and Cavelty 2016; Barnard-Wills and Ashenden 2012). Focusing on
“the creation of networks of professionals of (in)security, the systems of
meaning they generate and the productive power of their practices” (C. A.
S. E. Collective 2006, 458; see also Bigo 2014; McDonald 2008) helps us to
understand how social engineering practices and discourses co-constitute
the deficient user as the main challenge to cybersecurity.

Within such a “techno-securitizing processes” (Ellis 2019), the daily
work routine of employees, when connected to the internet, emerges as a
realm where security professionals practice protection and thus become
folded into the security practice itself. In other words, risk management
and precautionary methods are enacted within our work environments, as
much as upon them (Hansen and Nissenbaum 2009). Through daily activ-
ities such as training, meetings, social media, and what Huysman (2011)
called “little security nothings” (p. 327)—paper bins, screens, hand written
notes, even family photos—become active parts of securitizing processes
spurred by social engineering. This, in turn, adds to the inherent insecurity
of computer systems (Edwards 1997, 290), by meshing policing with insur-
ance practice, business with national security, and individual with collective
vulnerabilities (Amoore and Goede 2008). Within these cybersecuritiza-
tions of everyday (work) life, the individual is then simultaneously called
upon as being responsible for processes of collective security as well as a
potential liability and even a threat to it.

With risk and uncertainty increasing, so are the calls for more resilient
subjects and to “responsibilize the population and individual subjects with
concrete tasks to create conditions that re-establish normality” (Kaufmann
2013, 59). Enjoying the status of a “superhero,” concepts and practices of
resilience have proliferated into a wide range of security issues and policy
domains over the last decade (Dunn Cavelty, Kaufmann, and Seby Kris-
tensen 2015, 4). Moreover, recent work in CSS and other fields has exam-
ined the emerging concept of (cyber) “resilience” toward disruption, crisis,
and catastrophe, acknowledging that total security is an illusion (Lentzos
and Rose 2009). The key assumption of resilience thinking includes an
understanding of security as dependent on the subject itself and “its resi-
lience to detrimental events,” such as maintaining stability, survival, and
safety (Dunn Cavelty, Kaufmann, and Seby Kristensen 2015, 5). Within the
resilience paradigm, it is assumed that a collective state of total security can
never be reached but rather a dynamic “self-making of this particular state
of security” that is then referred to the individual subject (Kaufmann 2013,
59; see also Chandler 2014; Reid 2012). In a sense, resilience governance
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then entails the redistribution of “responsibility to societal members, who
become their own ‘apparatus of security’” (Kaufmann 2013, 61).

Linking both approaches allows us to see the broader societal issue at
stake here—from changing work routines and novel forms of expertise and
epistemic authority in legitimizing security issues, to the politics of deficit
construction and calls for more resilience as key elements in any securitiza-
tion process. Both concepts, the deficit model and resilience, entail a nor-
mative assumption of shifting from collective to individual responsibility:
They depart from an understanding of the individual subject as “lacking”—
either of sufficient education and knowledge to arrive at informed decisions
in the case of the deficit model or the capacity to respond to crisis and
disruption with adequate self-protection in the case of the resilience para-
digm. What is more, both conceptualizations are future-oriented in the
sense that they argue for the empowering potential of transformation as the
“productive engagement of failure” (Kaufmann 2016, 2012). Finally, def-
icit constructions and the resilience paradigm intend to activate the subject
to act out security as well as innovation, with responsibility for both secure
and innovative societies being firmly placed in neoliberal logic of govern-
ance in which problems and solutions alike center around the individual
(Walker and Cooper 2011; Methmann and Oels 2015). In the next section,
we outline our empirical material and the methodological approach we used
to trace how deficit constructions and resilience are mobilized in social
engineering discourses.

Methodological Approach and Fieldwork

Our analysis draws on ethnographic fieldwork, namely, participant obser-
vation and eleven semi-structured key informant interviews, conducted
during three international conferences on cybersecurity and hacking. One
conference was the Vienna Cyber Security Week in January 2018, targeted
mainly at government agencies. The other two conferences were Black Hat
and Defcon, which took place in Las Vegas in July 2017. Especially the
latter two are leading events in this field, attracting an audience of roughly
20,000 each year. Black Hat is the more corporate conference, as it mainly
addresses IT companies, different industries, and start-ups, as well govern-
ment agencies, for example, law enforcement, finance, and the defense
sector. Defcon is a more informal and creative conference, with a mixed
audience spanning from hackers and IT professionals to journalists, non-
governmental organizations in the field of privacy, activists, researchers,
and, to a lesser extent, government employees. In recent years, both
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conferences have featured an increased number of talks on “human factors”
in cybersecurity, and even a social engineering Village (comparable to a
section at academic conferences) at the 25th Defcon in 2017.

In addition to the growing community of hackers and self-taught practi-
tioners, an industry of consulting firms has identified the insecurity related
to social engineering as a highly profitable market gap.

Conferences like these are seismographs of the debates, key issues, and
social interactions of their respective fields and thus thick sites for anthro-
pological investigations (Falzon 2009; Hayer Leivestad and Nyqvist 2017)
What is more, we understand these large events, from keynote talks, lunch
conversations, panel discussions, and working groups, to Maker Spaces,
B2B meetings, and after-parties as active sociopolitical spaces in which
we can explore the processes through which knowledge and expertise are
performed, generated, (con)tested, or stabilized (Hajer 2009). Following
Campbell et al. (2014, 5), attending to the conference allows us to under-
stand how “contextualized interactions produce social realities like under-
standings of particular problems and the power relations brought into being
in addressing those problems.” In addition, and due to the oftentimes sen-
sitive character of cybersecurity issues, we carried out informal interviews
and discussions with participants, for instance, during coffee breaks or
while queuing for a talk.

We analyzed the empirical material by drawing on Hajer’s (2009)
approach of argumentative discourse analysis that, in a Foucauldian tradi-
tion, understands discourse as “an ensemble of notions, ideas, concepts, and
categorizations through which meaning is allocated to social and physical
phenomena, and which is produced and reproduced in an identifiable set of
practices” (p. 64). Such an approach explores and renders visible how and
under which conditions a specific discourse becomes dominant. Particularly
relevant for our paper is the notion of story lines—condensed key elements
of an otherwise very broad and transnational discourse on social engineer-
ing—around which discourse coalitions organize themselves and impose
their view of reality on others (Miiller and Witjes 2014).

Our material includes both ethnographic material and primary docu-
ments such as publications, pamphlets, company statements, and websites.
Using Qualitative Data Analysis software, we applied in vivo coding tech-
niques to an initial set of documents in order to generate early working
hypotheses and questions for our fieldwork-based interviews. After we
conducted the fieldwork, we consolidated the coding tree and refined our
initial assumptions. This inductive analysis was followed by axial coding,
specifically focusing on notions of “users,” “security,” “risk,” “expertise,”
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and “responsibility” that appeared in a variety of materials and across sites.
From here, we identified three main story lines, namely, “the oblivious
employee,” “speaking code and social,” “fixing human flaws.” Finally,
we applied the concepts of “deficit construction” and “securitization” to
understand and explain emerging patterns in our results and relate our
findings to broader concerns within STS and critical security studies.

Empirical Analysis
Problem Diagnosis: The Oblivious Employee

While technology and humans are both depicted as risk vectors in cyber-
physical systems, it is the human susceptibility to errors that is seen as the
main problem in current cybersecurity discourses. It became visible
throughout our interviews and during the conference talks that humans are
seen to be the “weakest link” (IP 1; 3, 4, 5), as is condensed in the statement,
for example, that “users are the problem, not the system” (IP 2). Here, the
figure of “stupid people” was invoked frequently to point to the perceived
inability of users to adapt to the increasingly complex sociotechnical chal-
lenges brought by ICT, regardless of “how much education and training is
thrown upon them” (IP 4). This particular quote already indicates how users
are considered as too naive to take care of any sufficient protection mea-
sures or incapable of adapting precautionary measures such as complex
passwords or double-checking a telephone call from an alleged colleague
who is asking for confidential information. Most IT security experts have
been fully aware of the fact that employees are dealing with a situation they
have not actively brought about and that was unimaginable a few decades
ago. Interestingly, one of our interviewees stated that the burden of keeping
one’s company secure has multiplied by the number of employees they
have: “A while ago, you had a fence, a guard with a flashlight and a German
shepherd at the gate, and your premises were basically secured” (IP 1).
This statement nicely illustrates the abovementioned individualization of
the risk discourse: risk is mainly seen as individual risk that increases with
the number of employees. As this interviewee stated, it is now up to them to
keep the network secure, as every employee must be as cautious and well
trained in spotting suspicious activity as the guard at the gate (IP 1). At the
same time, an interviewee acknowledged that working conditions and
responsibilities for non-security-related activities might constrain everyday
social engineering awareness, stating that “Of course this is not the people’s
primary job. They are office workers, accountants, technicians. How are
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they supposed to handle targeted phishing attacks deliberately designed for
them, while going about their regular business?”” (IP 7). This statement is
one of the rare moments in which interviewees pointed to the challenges
that arise for employees when tasked with activities that are usually not
within their scope of responsibility, such as identifying malicious software.
However, in most accounts, hackers were portrayed as criminals who are
threatening organizations, though often with a certain admiration of their
smartness, dauntlessness, and innovative methods. The employees who
could not prevent being attacked, in turn, were framed as naive and even
as the bigger risk. According to our interview partners, and in line with the
academic literature in the field (Tetri and Vuorinen 2013; Nyamsuren and
Choi 2007), the key explanation offered for the success of social engineer-
ing was that it triggers emotional biases.

Hackers often persuade potential victims with appeals to strong emo-
tions, such as excitement or fear, establish interpersonal relationships, or
create a feeling of trust and commitment (Workman 2008, 662). This ten-
dency to trust, as the following quote indicates, opens the door for attackers
in the same way a friendly receptionist would, as Hulme (2015) has argued
in a blogpost on social engineering: “Humans are fairly dumb; we are easily
led; trust readily and we have this natural tendency (for the most part) to
think other folk have our best interests in mind.” This and similar accounts
show how experts link what they see as a lack of knowledge and education
about social engineering with users affections such as excitement or trust in
others. The discursive framing of users thus mobilizes two alleged deficits,
nonknowledge or ignorance as well as affect and kindness as risk factors in
work environments.

The Role of Expertise: Speaking Code and Social

In this section, we show how social engineering expertise is constituted,
performed, and enacted in practice. We begin with a field note taken at
Defcon about an encounter between a social engineering expert and a group
of conference participants that took place near a popular bar in the early
evening, after most talks and panels were finished.

A participant approached a group of people waiting in line for a panel on
social engineering. He offered them a small silver can containing pepper, in
his words “very hot pepper that will make you cry like a baby.” One
member of the group eventually took the can, poured some of the red
powder on the back of his hand, and licked it off. The crowd cheered while
he started to cough and retch. The one who offered the can was smiling and
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solemnly handed it over to him: now it was his turn to pick someone from
outside his group for this challenge. This rite of passage continued several
times, and almost everyone who took the pepper stayed with the group.

During a later interview with the initiator of this challenge, it turned out
that he was not doing this just for fun. Rather, he was the owner of a very
successful “penetration testing” business. He used this as a way to train his
skills to trick people into uncomfortable situations they actually enjoyed
through the sense of community he created as well as to make new business
contacts for his company. His clients—mostly business corporations but
also government agencies—hire him to test the risk awareness of their
employees and thereby, knowingly or not, put them under extreme stress.
Afterward, his company reports these “human security breaches” to the
executives and offers training on how to prevent these “mistakes.” Accord-
ing to this interview partner, everyone could fall for these attacks and the
harder it is to “socially engineer” someone, the more he and others would
appreciate the challenge (IP 8).

This field note already entails some of the key elements in the constitu-
tion of social engineering expertise and the processes through which a
deficient user is constructed. First, it shows us that in most cases, social
engineering experts combine the social skills needed for social engineering
attacks with their technical background and experience. However, unlike in
other fields of IT security, their epistemic authority does not mainly derive
from superior technical skills. Rather, their role as experts stems from the
fact that they can speak both languages—“code” and “social,” a juxtaposi-
tion that was often used by interview partners and presenters alike. This
way, experts claim to provide knowledge and insights into both human
behavior and technical aspects. This self-representation then establishes the
ground on which social engineering experts can act as powerful securitizing
actors, as we often observed. To keep up their business model, they main-
tain and reinforce a narrative of inherent insecurity and constant threat that
speaks to both human insecurities and diffuse fears of being the one respon-
sible for putting the entire company at risk and making the technology
susceptible to errors. In the case described above, however, a social engi-
neering expert was engineering his peers, those who might have given talks
about how to avoid social engineering attacks only hours ago. Although this
was not performed on the conferencés main stage but in a relatively infor-
mal setting, it pointed our attention to a key aspect of this story line that
came up in many talks, namely, that “nobody is safe, everybody could
become a victim, even experts” (IP 6). It serves as a fundamental
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precondition to successfully offer expertise to educate people in order to
make them less vulnerable.

As Wolff (2016) points out, the “desire to profit from providing [cyber-
security] training may lead to too much competition” with the result that
cybersecurity qualifications are of uncertain value. In this view, cyberse-
curity experience can be understood as an apprenticeship in which profes-
sionals first mimic and then successfully inhabit the role of experts,
pronouncing authoritatively on cybersecurity risks. This leads to our third
observation, namely, a recursive expert/lay people relationship in the con-
stitution of social engineering expertise.

Proposed Remedies and Measures of Success: Fixing Human Flaws

With social engineering as the number one attack vector for cybercrime,
unsolvable human biases, and complex sociotechnical uncertainties, how
then does the community envision and perform possible remedies for the
social engineering problem? And which actions count as a success?

The most obvious solution proposed in the talks, interviews, and on
websites was more training and education. However, in his talk at Black
Hat, “Why most cybersecurity trainings fail,” Arun Vishwanath, Chief
Technology Officer at Avant Research Group, a cybersecurity research and
advisory firm, contended that the majority of user-focused “cybersecurity
awareness trainings” are not effective since the expenses for benefits from
training outweigh the loss from attacks. Even after several trainings, people
still click on faulty links or can be talked into giving away sensitive infor-
mation. On the other hand, companies and governments continue to spend
large amounts of money for security companies to teach their employees
how to protect against social engineering attacks.

According to Viswanath, successful social engineering is not a result of
the proverbial people problem but a problem of “our understanding of
people.” For him, the main challenge rather comes from the companie$
“inability to diagnose what ails the patient.” In order to sort out those
employees most likely to fall for a social engineering attack, Vishwanath
developed the Cyber Risk Index (CRI), a quantitative metric to identify the
employees that potentially become victims of spear phishing by turning to
their individual behavior at work and beyond.

Conceptualized as a self-report survey, the CRI comprises forty ques-
tions about habits and work routines (e.g., driving while texting), heuristics
(not noticing a missing “s” on a fake Starbucks domain name), individual
cyber risks beliefs (e.g., word is safer than PDF), and (the not further
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specified category of) “personality.” After filling out the form, employees
are then scored depending on their individual answers, with their score
providing the basis to decide who gets access to a company’s or institutions
more sensitive networks. The basic idea of the CRI is to protect a company
from allegedly “risky employees,” for instance, by removing them from any
responsible tasks in advance and by using embarrassment as a motivation
for employees (by making the bad CRI scores publicly visible).

This was in line with prevalent notions during talks and panel discussion
at the Black Hat conference about the need “to identify the weak links in the
organization,” “to track and improve individual readiness and cyberattack
resilience,” or “to embarrass and eventually fire stupid people.”

Comparing social engineering to a spreading disease, Vishwanath con-
structed the user as a patient who simply needs to be better diagnosed to
protect their environment from possible threats and to act more responsibly
and risk-aware in the future. Experts often relied on metaphors from the
realms of medicine and psychology to diagnose the ills of the” “stupid
user,” and the limited effectiveness of cybersecurity awareness trainings,
equating employees with patients and themselves or the broader social
engineering expert community as the doctors: the “ones who take care of
the stupid people because they need us” (IP 2). The patient comparison used
here is part of a broader discourse and a related training and software
industry on cyber hygiene. Here, cybersecurity experts attend to the risks
and harms that come from malicious hackers as virus or infection, pushing
companies to strengthen their defense, in particular with regard to social
engineering. These medical metaphors support the securitization of indi-
viduals in the dangerous realm of the digital, where it is understood that
“cyber insecurities are generated by individuals who behave irresponsibly
thus compromising the health of the whole” (Hansen and Nissenbaum 2009,
1166).

It is the human risk that trumps the technical risk and leads to a secur-
itization of both employees and companies. The latter are often not willing
to share information about how they have been attacked due to fear of
competitive advantage, liability, or regulation. Vulnerability is thus seen
as arising primarily from human “flaws,” not technical ones: thus, it is not a
technological fix that is seen as the solution to the security problem but
rather a “cure” of the human weaknesses, among which are traits like being
curious and supportive that are generally seen as relevant soft skills. Resi-
lience, achieved through additional education and training, then becomes
the proposed solution to and standard of success for the deficient user
problem.
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Discussion: Toward a Productive Engagement with
Failure

Drawing on interviews and participant observation at three cybersecurity
conferences, we have explored how cybersecurity experts frame social
engineering as a rapidly increasing and potentially catastrophic risk to
companies and other organizations.

First, a deficit is constructed (the user) with calls for more experts and
training as its remedy. As in many other fields, the “technification” (Hansen
and Nissenbaum 2009, 12) of cybersecurity constructs the technical as a
realm where the public is lacking a sufficient understanding and must turn
to the experts. This deficit diagnosis has paved the way for a growing body
of knowledge on social engineering attacks and countermeasures as well as
an emerging industry of consulting firms, which offer remedies to what we
have called “the oblivious employee.” Such remedies often take the shape
of increased “cyber hygiene” and “cyber self-defense” trainings. While
such programs can improve an organization’s cybersecurity, they might
have severe implications for the way the employee, instead of the attacker,
becomes securitized, resulting in their removal from certain security-
relevant tasks with potentially severe consequences for their motivation
and income as well as future job prospects.

Second, social engineering experts have drawn on what they deem
“human weaknesses” when it comes to both diagnosing the solution and
prescribing a remedy. Consequently, company executives and IT depart-
ments prematurely judge and look out for the “oblivious employee,” a
person lacking enough security knowledge and practical skill to deal with
potential social engineering attacks, thus falling below organization’s secu-
rity standards. Experts in different professions and policy domains define
and assess what makes up the body of proper IT security knowledge and
practice. Consequently, the aim is to identify, “diagnose,” and “solve”
problematic cases within a given company or organization, as the CRI
shows. What is more, the user/employee is not only framed as a problem
but is also kept from having any influence on the security practice and, as a
result, their own work life. It seems that there is a trend where large orga-
nizations simultaneously centralize decision-making processes while
exporting the consequences onto the workers.

Third, the underlying and constantly reinforced narrative of social engi-
neering is that of an unavoidable threat. Not all employees can be trained
effectively, and attackers will always develop novel ways to trick even the
most trained user into novel social engineering traps. In turn, “more
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expertise” is required to respond to the securitized “oblivious” user who is
simultaneously framed as a risk to security and called upon as a responsible
guardian of the company’s security.

Vulnerabilities, inherent to any technological system, were conceived as
risk and mainly assigned to the user who, in turn, was framed as the weakest
link and, paradoxically, a larger threat to cybersecurity than the attackers—
a story line that was powerfully employed and maintained by cybersecurity
experts. We understand this particular construction of deficits as a key
element of the resilience paradigm, in which the individual is simultane-
ously called upon to be responsible for processes of collective security
while also being viewed as a potential liability and even a threat to it.

What has been missing from the social engineering discourse is a per-
spective on social engineering that does not immediately problematize the
user but considers the generative potential of being at risk as tightly inter-
woven with social norms as well as technical rationalities (Bijker 2006;
Hommels, Mesman, and Bijker 2014). However, the securitization of the
workplace in the context of IT security has also revealed the need to open up
the issue of cybersecurity for democratic participation within organizations
and, as a societal challenge, reconsider the “technological commitments”
that entail deficit politics in terms of their “discursive, institutional, eco-
nomic, and infrastructural attachments to particular technological
pathways” (Stirling 2008, 265) while neglecting others. Already there are
doubts about how helpful the prevalent diagnosis of human gullibility is and
how desirable or even viable the prescribed remedies are among cyberse-
curity practitioners. The current discourse around social engineering offers
a way to critically engage with possible futures tied to our treatment of risk
and vulnerability, including potential adaptive capacities and opportunities
(Keulartz and Schermer 2014).

Conclusion

In our analysis, we have shown how responsibility for cybersecurity is
individualized through three distinct story lines, namely, “the oblivious
employee,” “speaking code and social,” and “fixing human flaws.” The
frequently invoked figure of the “stupid user” who is susceptible to social
engineering correlates with a shift in responsibility from a collective con-
cern to the individual employee. It also resonates with a more general trend
to create “flexible” working environments, for example, working from
home or “bring your own device” policies, which has blurred the boundaries
between the to-be-protected organization and the oftentimes less
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maintained and securitized personal sociotechnical environment of its
employees. While social engineering trainings conceive the user as inher-
ently oblivious and uninformed, the deliberate blurring of boundaries
between work and personal life exposes users to cyberattacks even further.
The security paradigm sidelines questions about why new vulnerabilities
have emerged in the first place and how to deal with them collectively in
more responsible ways rather than through technical fixes or a patchwork of
company-mandated user guidelines. What is more, social engineering
experts have rarely considered the broader consequences for a labor force
when enacting measures to protect a company’s data and communication.
To the contrary, anything that increases security seems like a legitimate
move forward and does not warrant additional participation from a com-
pany’s workforce. However, unlike the proponents of scientific literacy,
who assume the “enlightened citizen” to be an achievable goal, social
engineering experts admit that security is a very fragile, at best temporary
state, anticipating the known unknowns of ever new forms of attacks. The
concept of resilience is then mobilized as a way to cope with the dynami-
cally changing sociotechnical uncertainties that arise from digitalization
while staying flexible enough to point to the users need for “becoming
better” without necessarily re-organizing IT security infrastructures and
strategies in a more sustainable way.

We suggest that the solution lies not in ever novel forms of user-centered
risk governance that pathologizes the individual user, tech savvy or not.
Instead, company executives, regulators, and IT engineers should address
the issue of social engineering on a collective level, paying more attention
to the increasing uncertainties and unintended consequences that the current
work regime has produced. We have proposed an analysis that highlights
how changing configurations of security and neoliberal work regimes shape
the construction of novel sociotechnical deficits and, in turn, how the pol-
itics of deficit construction play out in processes of securitization and
related calls for resilience. Acknowledging the inherent and inevitable vul-
nerability of cyber-physical networks and interactions may then open up
avenues for building trust between management, IT departments, and
employees rather, than securitizing the user as deficient in highly complex
processes of maintaining cybersecurity. This would contribute much to the
normative discussion that is currently emerging among IT security commu-
nities, with calls for companies and policy makers alike to strengthen reg-
ulatory frameworks for addressing cybersecurity breaches that were
enabled by users. Cybersecurity is a heterogeneous, constantly renegotiated
process, rather than an objective condition or status quo to be eventually
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reached (Simon and de Goede 2015, 3). In other words, it is a matter of
concern rather than a matter of fact with its ontological status being both
political and open to contestation (Liebetrau and Christensen 2020).

Engaging with how different realities of cyber in/security are enacted
and negotiated is important to understand the politics of deficit construction
at play in digitized (work) environments and, eventually, to arrive at a
culture of cybersecurity that acknowledges the inevitable vulnerability of
sociotechnical systems and makes risk a collective rather than individual
matter of concern.
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