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Abstract. The dynamics of the spin-boson model at zero temperature is
investigated using the multilayer multiconfiguration time-dependent Hartree
(ML-MCTDH) method. This method allows a numerically exact description of
the dynamics of the spin-boson model in a broad range of coupling strengths.
The results show the transition of the dynamics from weakly damped coherent
motion to incoherent decay and finally to localization upon increase of the
system–bath coupling strength. A detailed analysis of the incoherent decay for
stronger coupling reveals that multiple timescales are involved in the dynamics.
Furthermore, the applicability of the scaling limit for large characteristic
frequencies of the bath as well as the validity of the non-interacting blip
approximation are studied in some detail.
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1. Introduction

The accurate description of quantum effects in dissipative systems is a central task in
condensed matter physics. Due to the complexity of condensed phase systems, a variety of
different models have been proposed, which focus on the important physical aspects of the
problem under consideration and are amenable to a theoretical treatment. The spin-boson
model [1]–[3] is a classical example in this regard for describing a variety of different processes
including electron transfer [4], hydrogen tunneling [5], macroscopic quantum coherence [6],
and many other phenomena [2] in the condensed phase. The model describes two states that
are linearly coupled to a bath of harmonic oscillators. In mass-weighted coordinates, the
Hamiltonian reads

H = εσz +1σx +
1

2

∑
i

(p2
i +ω2

i q2
i )+ σz

∑
i

ciqi , (1.1)

where σx and σz are Pauli matrices

σx = |φ1〉〈φ2| + |φ2〉〈φ1|, (1.2a)

σz = |φ1〉〈φ1| − |φ2〉〈φ2|. (1.2b)

In the context of electron transfer theory [4], which we will mainly refer to in this work, the two
states correspond to diabatic electronic states describing the donor (|φ1〉) and the acceptor (|φ2〉)
state of the reaction, respectively. Depending on the specific application, the bath of harmonic
oscillators models the solvent, the phonons of a solid, or other condensed phase environments.
The coupling of the electronic states to the bath and all properties of the bath that influence the
dynamics of the two-state subsystem are characterized by the spectral density [1, 2]

JB(ω)=
π

2

∑
j

c2
j

ω j
δ(ω−ω j). (1.3)

Despite its simple form, the spin-boson problem appears to be challenging with respect to
both analytical and numerical treatments. Various approximate theories have been developed
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to describe the quantum dynamics of this model in appropriate physical regimes, including
the non-interacting blip approximation (NIBA) [1], the Bloch–Redfield equation [1], [7]–[10],
the master-equation/Smoluchowski-equation treatment of the reaction coordinate [11]–[16],
mixed quantum classical and semiclassical methods [17]–[21], and other approaches [2, 3].
On the other hand, numerical path integral calculations [22]–[26] based on Feynman–Vernon
influence functional [27, 28] have been performed to study the dynamics of the spin-boson
model for weak to moderate system–bath coupling. Recently, we have reported a rather
comprehensive study of the spin-boson model [29] employing the numerically exact self-
consistent hybrid approach [30]. In this study, we have also analyzed the validity of various
approximate treatments in the different physical regimes. As pointed out in [29], there were
at least two regimes where none of the tested approximate methods gave reliable results:
(i) the regime with an intermediate electronic coupling (between adiabatic and nonadiabatic) and
strong system–bath coupling and, (ii) the moderately adiabatic regime with strong system–bath
coupling at low temperature.

In this paper, we present a study of the dynamics of the spin-boson model in a different
physical regime—the zero temperature limit of the phonon bath. In contrast to our previous
work on electron transfer reactions in chemical systems, which focuses on the dynamics of the
spin-boson model at finite temperatures, the zero-temperature limit is of interest from the more
fundamental physical point of view. In particular, the zero-temperature regime is characterized
by strong quantum effects, a long memory time of the bath, and the transition from coherent
damped motion to localization upon increase of the system–bath coupling strength. It is also
known to be a challenging problem for numerical as well as analytical studies. Recently, there
has been an impressive development of numerical simulation methods to treat the dynamics
of this regime, in particular, the numerical renormalization group theory [31, 32] and the
mixed stochastic–deterministic scheme [33]. Our study in this paper is based on the multilayer
multiconfiguration time-dependent Hartree (ML-MCTDH) method [34]. This method allows us
to obtain numerically exact results for the dynamics of the spin-boson model at zero temperature
in a broad range of coupling parameters. Due to the rigorous treatment, the ML-MCTDH
method also provides benchmark results to test approximate approaches.

The remainder of the paper is organized as follows. In section 2, we outline the basic
idea of the ML-MCTDH method as well as some details specific to the application to the
spin-boson system at zero temperature. In section 3, we present results obtained from our
numerically exact simulations. In particular, we discuss the transition from weakly damped
coherent motion to incoherent decay and finally to localization when the system–bath coupling
strength is increased. Furthermore, we discuss the validity of the approximate NIBA approach
and the applicability of the scaling limit. Section 4 summarizes our findings.

2. Theoretical methodology

2.1. Observables of interest, initial state and discretization of the bath

Various observables are of interest to study the dynamics of the spin-boson system, e.g. the
population or the coherence of the two states, the energy of the bath oscillators, or linear
and nonlinear optical spectra. In this paper, we will focus specifically on the time-dependent
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population difference of the two level system

P(t)≡ 〈σz(t)〉 =
1

tr[e−βHB]
tr[e−βHB|φ1〉〈φ1| eiHtσz e−iHt ], (2.1)

where we have used atomic units in which h̄ = 1. Thereby, we consider a factorized initial state
specified by the (donor) state |φ1〉 for the two level system and the Boltzmann operator e−βHB

for the bath. For a theoretical study of spin-boson type models with a correlated initial state and
time-dependent laser fields using the ML-MCTDH method see [35].

For the specific case of zero temperature, considered in this work, the initial state becomes
a pure state—the ground state |χ0〉 of HB. Accordingly, equation (2.1) is rewritten as

P(t)= 〈φ1|〈χ0|eiHtσz e−iHt
|χ0〉|φ1〉. (2.2)

In most of the results presented below, HB is chosen as

HB = H 0
B =

1

2

∑
i

(p2
i +ω2

i q2
i ) (2.3a)

describing a nonequilibrium initial preparation that can be achieved, e.g. by photoexcitation
from a lower-lying electronic state with equilibrium geometry between the donor |φ1〉 and the
acceptor state |φ2〉. Other initial conditions considered below are

HB = H L
B =

1

2

∑
i

[
p2

i +ω2
i

(
qi +

ci

ω2
i

)2
]
, (2.3b)

HB = H R
B =

1

2

∑
i

[
p2

i +ω2
i

(
qi −

ci

ω2
i

)2
]
, (2.3c)

where H L
B and H R

B correspond to a bath in equilibrium with the charge distribution of the donor
and the acceptor state, respectively.

As discussed in the introduction, the bath and its coupling to the two-level system is fully
characterized by the spectral density J (ω) in equation (1.3). In the applications considered
below, we will consider a spectral density of Ohmic form with exponential cutoff

J (ω)=
π

2
αω e−ω/ωc . (2.4)

Here, α is the dimensionless Kondo parameter that characterizes the system–bath coupling
strength and ωc is the characteristic frequency of the bath. The relation of the spin-boson model
to the Kondo problem has been discussed previously [1, 2]. In the context of electron transfer
theory, the system–bath coupling is often specified by the reorganization energy λ, which is
related to the Kondo parameter and the characteristic frequency of the bath via λ= 2παωc.
Other, more complex forms of the spectral density as well as an anharmonic bath have been
studied previously at finite temperatures [36]–[38]. The zero-temperature dynamics of these
models will be reported in future publications.

The spectral density (2.4) describes a condensed phase environment with a formally
continuous distribution of bath modes. Within the timescale of interest, a finite number of
bath modes can be used to represent the condensed phase environment [29, 30, 34]. Similar
discretization methods have been used in many other numerical procedures, e.g. Gaussian
quadrature methods, discrete Fourier transforms and the finite element method. The number
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of bath modes required to obtain a proper representation of the condensed phase environment
depends on the timescale of interest and the specific model parameters. To ensure convergence
to the condensed phase limit, we have employed a few hundred to a few thousand modes for the
various cases discussed in this paper.

The continuous bath spectral density of equation (2.4) can be discretized to the form of
equation (1.3) via the relation [29, 30, 34]

c2
j =

2

π
ω j

J (ω j)

ρ(ω j)
, (2.5)

where ρ(ω) is a density of frequencies satisfying∫ ω j

0
dω ρ(ω)= j, j = 1, . . . , Nb. (2.6a)

In this work, ρ(ω) is chosen as

ρ(ω)=
Nb + 1

ωc
e−ω/ωc, (2.6b)

where Nb is the number of discrete bath modes in the simulation.
To improve the efficiency of the calculations, some of the high-frequency modes can be

removed from the dynamical simulation using a Born–Oppenheimer type approximation [1],
resulting in a modified electronic coupling

1eff =1 exp

[
−

2

π

∫
∞

ωq

dω
J (ω)

ω2

]
. (2.7)

Here, ωq defines the boundary frequency above which the modes are not treated explicitly in the
dynamical simulation but are included via the effective coupling parameter1eff. This procedure
has also been used in the framework of the self-consistent hybrid approach [29, 30, 39]. As
for the number of modes used in the discretization procedure discussed above, the boundary
frequency ωq is a numerical convergence parameter. Consequently, the actual number of modes
which can be treated via equation (2.7), without deteriorating the accuracy of the calculation,
depends on the specific parameters. Our results show that in situations with weak system–bath
coupling (i.e. small α) one can generally remove a large percentage of the high-frequency
modes from the dynamical calculation and treat them via equation (2.7). As α becomes larger,
converged results require that fewer modes are treated this way. For the strongest coupling
considered in this paper (α = 1.5), no modes can be treated via equation (2.7).

2.2. Multilayer multiconfiguration time-dependent Hartree theory

To obtain the time-dependent population difference P(t) in equation (2.2), the major task is
the time evolution of the wave function for a system including many degrees of freedom.
This is achieved by employing the recently developed ML-MCTDH theory [34]. The method
as well as its applications to reactions in the condensed phase have been described in detail
previously [34, 35, 38], [40]–[42]. Here, we only briefly introduce the general idea and give
some details specific to the application in this work. In addition, we outline explicitly the
ML-MCTDH theory for more than two dynamical layers, which is crucial for the applications
considered here.
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The ML-MCTDH method [34] is a rigorous variational approach to study quantum
dynamics in systems with many degrees of freedom. It extends the original MCTDH
method [43]–[46] for applications to significantly larger systems. In the original (single-
layer) MCTDH method, the overall wave function is expanded in terms of time-dependent
configurations

|ψ(t)〉 =

∑
J

AJ (t)|8J (t)〉 ≡

∑
j1

∑
j2

· · ·

∑
jM

A j1 j2··· jM (t)
M∏

k=1

∣∣ϕk
jk (t)

〉
. (2.8)

Each configuration is a Hartree product (for systems with distinguishable particles) of the
‘single-particle’ functions (SPFs) |ϕk

jk
(t)〉, where M denotes the total number of single particle

(SP) degrees of freedom and k is the index of a particular SP group. In practice, one SP group
usually contains several (Cartesian) degrees of freedom. In the MCTDH method, the SPFs are
represented by the full configuration-interaction (CI) expansion of the time-independent basis
functions,

|ϕk
n(t)〉 =

∑
I

Bk,n
I (t)|uk

I 〉. (2.9)

This limits the application of the MCTDH method to a few tens of degrees of freedom [43]–[46].
In the ML-MCTDH theory, the full CI construction of the SPFs in equation (2.9) is replaced

by a time-dependent multiconfigurational expansion

|ϕ(κ)n (t)〉 =

∑
I

Bκ,n
I (t) |uκI (t)〉

≡

∑
i1

∑
i2

· · ·

∑
iQ(κ)

Bκ,n
i1i2···iQ(κ)

(t)
Q(κ)∏
q=1

∣∣∣v(κ,q)iq
(t)

〉
. (2.10)

Here, Q(κ) denotes the number of level two (L2) SP groups in the κth level one (L1) SP and
|v
(κ,q)
iq

(t)〉 is the L2-SPF for the qth L2-SP group. Both are contained in the κth L1-SP group.
The expansion of the overall wave function can be formally written as

|9(t)〉 =

∑
j1

∑
j2

· · ·

∑
jp

A j1 j2··· jp(t)
p∏

κ=1

∑
i1

∑
i2

· · ·

∑
iQ(κ)

Bκ, jκ
i1i2···iQ(κ)

(t)
Q(κ)∏
q=1

∣∣∣v(κ,q)iq
(t)

〉 . (2.11)

Similarly, |v
(κ,q)
iq

(t)〉 can be expressed by a further multiconfigurational expansion. As a result,
the overall wave function |9(t)〉 can be expanded recursively to many layers in the ML-MCTDH
framework. Following the Dirac–Frenkel variational principle [47], the equations of motion are
obtained from variation of the wave function |9(t)〉 with respect to the expansion coefficients
of each layer

i
∣∣9̇(t)〉

L1 coefficients
= Ĥ(t)|9(t)〉, (2.12a)

i
∣∣∣ϕ̇k(t)

〉
L2 coefficients

=

[
1 − P̂ (κ)(t)

] [
ρ̂(κ)(t)

]−1
〈
Ĥ

〉(κ)
(t)

∣∣∣ϕ(κ)(t)〉 , (2.12b)

i
∣∣v̇(κ,q)(t)〉

L3 coefficients
=

[
1 − P̂ (κ,q)

L2 (t)
] [
%̂
(κ,q)
L2 (t)

]−1 〈
Ĥ

〉(κ,q)
L2

(t)
∣∣v(κ,q)(t)〉 , (2.12c)

i
∣∣∣ξ̇ (κ,q,γ )(t)〉

L4 coefficients
=

[
1 − P̂ (κ,q,γ )

L3 (t)
] [
%̂
(κ,q,γ )
L3 (t)

]−1 〈
Ĥ

〉(κ,q,γ )
L3

(t)
∣∣∣ξ (κ,q,γ )(t)〉 , (2.12d)

. . . ,
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where ρ̂(κ)(t), %̂(κ,q)L2 (t) and %̂(κ,q,γ )L3 (t) are reduced density matrices for the first, second and third
layers, respectively, and 〈Ĥ〉

(κ)(t), 〈Ĥ〉
(κ,q)
L2 (t) and 〈Ĥ〉

(κ,q,γ )
L3 (t) are mean-field operators for the

corresponding layers. These operators can be recursively evaluated by means of the single hole
functions |9(κ)

m (t)〉, |g(κ,q)L2;m,s(t)〉, |g(κ,q,γ )L3;m,s (t)〉 for the first, second, third, and further layers.

ρ(κ)nm (t)=
〈
9(κ)

n (t)|9(κ)
m (t)

〉
, (2.13a)

%
(κ,q)
L2; rs(t)=

∑
n

∑
m

ρ(κ)nm (t)
〈
g(κ,q)L2; n,r(t)

∣∣∣g(κ,q)L2; m,s(t)
〉
, (2.13b)

%
(κ,q,γ )
L3; rs (t)=

∑
n

∑
m

%
(κ,q)
L2; nm(t)

〈
g(κ,q,γ )L3; n,r (t)

∣∣∣g(κ,q,γ )L3; m,s(t)
〉
, (2.13c)

. . . ,〈
Ĥ

〉(κ)
nm
(t)=

〈
9(κ)

n (t)
∣∣ Ĥ

∣∣9(κ)
m (t)

〉
, (2.14a)〈

Ĥ
〉(κ,q)

L2; rs
(t)=

∑
n

∑
m

〈
g(κ,q)L2; n,r(t)

∣∣∣ 〈Ĥ
〉(κ)

nm
(t)

∣∣∣g(κ,q)L2; m,s(t)
〉
, (2.14b)

〈
Ĥ

〉(κ,q,γ )
L3; rs

(t)=

∑
n

∑
m

〈
g(κ,q,γ )L3; n,r (t)

∣∣∣ 〈Ĥ〉(κ,q)
L2; nm

(t)
∣∣∣g(κ,q,γ )L3; m,s(t)

〉
, (2.14c)

. . . .

The single hole function for the first layer is defined by projecting a particular SPF out of the
overall wave function∣∣9(κ)

n (t)
〉
=

∑
j1

· · ·

∑
jκ−1

∑
jκ+1

· · ·

∑
jp

A j1··· jk−1njk+1··· jp(t)
p∏

λ 6=κ

∣∣∣ϕ(λ)jλ (t)
〉
, (2.15a)

so that

|ψ(t)〉 =

∑
n

∣∣ϕ(κ)n (t)
〉 ∣∣9(κ)

n (t)
〉
. (2.15b)

Hole functions for other layers are defined in a similar way by projecting a particular SPF for
this layer out of the SPF for the upper layer. For example, the single hole function |g(κ,q)L2;n,r(t)〉
for the second layer can be constructed from the relation∣∣ϕk

n(t)
〉
=

∑
r

∣∣v(κ,q)r (t)
〉 ∣∣∣g(κ,q)L2;n,r(t)

〉
. (2.16)

Finally, P (κ)(t), P̂ (κ,q)
L2 (t), P̂ (κ,q,γ )

L3 (t), . . . , are the SP-space projection operators for different
layers [34].

The inclusion of several dynamically optimized layers in the ML-MCTDH method
provides more flexibility in the variational functional, which significantly advances the
capabilities of performing wave packet propagations in complex system. This has been
demonstrated by several applications to quantum dynamics in the condensed phase including
many degrees of freedom [34, 35, 37, 40, 41]. In this work, we employ an implementation of
the ML-MCTDH theory with up to four dynamical layers plus one static layer. The number of
degrees of freedom in the simulation ranges from a few hundred to a few thousand. Unless
specified otherwise, only converged quantum results are shown. Readers interested in the
numerical details of the method and the convergence procedure are referred to our earlier
published work [34, 35, 37, 40, 41].
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Figure 1. Time-dependent population difference, equation (2.2), for the Ohmic
spectral density at zero temperature, with Kondo parameter 0< α 6 0.5. The
initial condition of the bath is defined by equation (2.3a). The characteristic
frequencies are: (a) ωc/1= 10, (b) ωc/1= 20 and (c) ωc/1= 40.

3. Results and discussion

The methodology outlined above is applied to study the dynamics of the unbiased (ε = 0)
spin-boson model with Ohmic spectral density at zero temperature. In particular, we shall
consider the transition from weakly damped coherent motion to incoherent decay and finally to
localization when the system–bath coupling strength is increased. Using the numerically exact
results of the ML-MCTDH method, we will also discuss the validity of the NIBA approach.

3.1. Weak to moderate coupling regime: from coherent motion to incoherent decay

We first consider the weak to moderate coupling regime (α 6 0.5) with a nonequilibrium initial
condition defined by HB = H 0

B in equation (2.3a). Figure 1 shows the time-dependent population
difference, equation (2.2), for different characteristic frequencies of the bath: (a) ωc/1= 10,
(b) ωc/1= 20, (c) ωc/1= 40, and different Kondo parameters, α = 0.05–0.5. It is instructive
to analyze the influence of the system–bath coupling and the characteristic frequency of the
bath by varying only one of the two parameters at a time. Considering results for fixed ωc,
it is seen from figure 1 that an increase of the Kondo parameter α, which determines the
system–bath coupling strength, introduces (electronic) decoherence effects in the dynamics of
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P(t). Specifically, when α increases from 0.05 to 0.5, the characteristics of the population
dynamics changes from weakly damped coherent motion to incoherent decay. On the other
hand, considering results for the same value of α, increasing ωc also influences the dynamics
of P(t) significantly, both in the coherent and incoherent regimes. In the coherent regime, the
period of the coherent oscillation becomes longer and coherence is less pronounced when ωc

increases. In the incoherent regime, the timescale of the incoherent decay becomes slower as ωc

increases.
The above findings are consistent with electron transfer theory [4] in which the

reorganization energy is a measure for the overall electronic–nuclear coupling

λ=
4

π

∫
∞

0
dω

J (ω)

ω
. (3.1)

For the Ohmic spectral density, λ= 2παωc is proportional to both the Kondo parameter α
and the characteristic frequency ωc. Thus, the increase in either quantity will reduce electronic
coherence or increase the timescale for the incoherent decay.

It has been argued that in the so-called ‘scaling limit’ of a fast bath (i.e. ωc/1� 1),
the characteristic frequency of the environment, ωc, influences the population dynamics only
through a scaling of the time by the following renormalized coupling parameter [2]

1r =1

(
1

ωc

)α/(1−α)

. (3.2)

Figure 2 illustrates the dependence of P(t) on the scaled time t1r for three Kondo parameters,
α = 0.05, 0.2 and 0.5. It is seen that as ωc increases, P(t) approaches the scaling limit as
discussed in previous work [2]. For the Ohmic spectral density (with exponential cutoff)
considered in this paper, the scaling limit is approximately reached when ωc/1≈ 20–40,
corresponding to a very fast timescale of the bath. In accordance with equation (3.2), the
results indicate that in this limit the oscillation periods are proportional to ωα/(1−α)

c . Similarly,
the timescale of the incoherent relaxation agrees well in the scaled time t1r (cf figure 2(c))
indicating that the original decay becomes slower with increasing ωc.

However, figure 2 also shows that for moderately large values of the characteristic
frequency of the bath, ωc/1≈ 5–10, P(t) deviates appreciably from the results for larger ωc.
Thus, in this parameter regime, the influence of ωc on the dynamics of P(t) is more complicated
than a simple scaling of the time. In particular, the results demonstrate clearly that an increase
of ωc results in a quenching of coherence, which is not captured by the scaling law (3.2). On
the other hand, the period of the oscillations in the weakly damped regime, figures 2(a) and (b),
follows the scaling law.

It is noted that in this paper, we focus on the dynamics of the spin-boson model for a
relatively fast bath (ωc/1 > 1). The influence of ωc in a broader range has been discussed
previously [29] for the spin-boson model at finite temperatures. An analysis of the zero
temperature dynamics will be presented in the future.

We now discuss the performance of approximate NIBA approach in the weak to moderate
coupling regime (α 6 0.5). Figure 3 shows a comparison of numerically exact results based
on the ML-MCTDH method with results employing NIBA for ωc/1= 10. The comparison
indicates that NIBA is almost quantitatively correct for weak coupling, α 6 0.1. Increasing
the coupling strength, NIBA starts to deviate from the numerically exact results for α = 0.2
and shows significant differences for α = 0.4. The results shown in figure 4, which have
been obtained for ωc/1= 40, demonstrate that for fixed coupling strength α the agreement
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Figure 2. Dependence of P(t) on the characteristic frequency of the bath at zero
temperature. The initial condition of the bath is defined by equation (2.3a). The
Kondo parameters are: (a) α = 0.05, (b) α = 0.2 and (c) α = 0.5. The scaled
parameter 1r is defined in equation (3.2).

between the NIBA results and those from the numerically exact simulation are better for
larger ωc as compared with the corresponding results in figure 3. In accordance with previous
results [2, 33, 36], these findings demonstrate that NIBA is a good approximation in the weak
coupling (α � 1), nonadiabatic (ωc/1� 1) regime.

Although, in general, NIBA becomes less accurate when α increases, there is a special
case of Kondo parameter α = 0.5, where NIBA gives the ‘exact’ result in the scaling limit
ωc → ∞ [1, 2]. In this limit and for zero temperature, a simple expression for P(t) can be
obtained (cf for example, equation (5.23) in [1], note there is a factor of two difference in the
convention of 1 between [1] and the current paper)

P(t)= exp
[
−2π

12

ωc
t

]
. (3.3)

Therefore, α = 0.5 is sometimes loosely referred to as the ‘exact’ regime for NIBA. In
agreement with the discussion above, figure 5 shows that the applicability of the scaling limit
depends on how large ωc is compared to the nonadiabatic coupling 1. For ωc/1= 10, the
result of NIBA shows deviations from the numerically exact result. The agreement becomes
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Figure 3. Comparison of numerically exact results of the ML-MCTDH method
and approximate results obtained using the NIBA approach. The Kondo
parameters are: (a) α = 0.1, (b) α = 0.2 and (c) α = 0.4. The characteristic
frequency is ωc/1= 10.

better as ωc/1 increases, similar to the comparisons discussed above for other values of α.
When ωc/1= 40, NIBA becomes almost exact, indicating that the scaling limit is reached for
the Ohmic spectral density.

The results shown above have been obtained for a nonequilibrium preparation of the
initial state of the bath described by equation (2.3a). Figure 6 illustrates the dependence of
the population dynamics, P(t), on different initial conditions defined in equation (2.3). In the
weak coupling regime, α = 0.05, virtually no influence of the bath initial condition on P(t)
can be found (cf figure 6(a)). Small differences, mainly within the first oscillation period, are
observed when α is increased to 0.2 (figure 6(b)). For a stronger coupling strength, α = 0.5,
the time-dependent population eventually shows appreciable dependence on the bath initial
condition. Although NIBA can qualitatively predict this trend (data not shown), the results
deviate from the numerically exact simulation when the coupling strength becomes large, as
shown in figures 3–5.

3.2. Moderate to strong coupling regime: characteristics of the incoherent decay

We next consider the dynamics of the spin-boson model in the moderate to strong coupling
regime, 0.5< α < 1. More precisely, the lower boundary of this parameter regime is defined by
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Figure 4. Comparison of numerically exact results of the ML-MCTDH method
and approximate results obtained using the NIBA approach. The Kondo
parameters are: (a) α = 0.1, (b) α = 0.2 and (c) α = 0.4. The characteristic
frequency is ωc/1= 40.

the coherent to incoherent transition (α ∼ 0.5 in the scaling limit) and the upper boundary by the
transition to localization (αloc > 1, see the next subsection). In this regime, the dynamics of P(t)
is fully incoherent. The numerically exact results depicted in figure 7 show that the decay of P(t)
becomes slower for increasing α. Furthermore, for fixed Kondo parameter α, P(t) decays slower
with increasing characteristic frequency of the bath, ωc. This qualitative trend has also been
found in previous studies [2, 23, 32, 33]. NIBA also shows this trend but predicts a qualitatively
incorrect purely algebraic decay [2]. The analysis in the following subsection reveals that the
transition to localization occurs at αloc ' 1.2 for the parameters used in figure 7(a), whereas for
figure 7(c) αloc is much closer to one. As a consequence, the value α = 0.9 is much further away
from the transition to localization in figure 7(a) as compared to figure 7(c). Similar conclusions
are true for other values of α.

We now turn to a more quantitative analysis of the population dynamics in the parameter
regime 0.5< α < 1. Motivated by the study in [33], we first analyzed the dependence of
ln[P(t)] versus t to identify a (possible) long-time exponential decay. This analysis has been
done for all simulation results in this parameter regime. As a representative example, figure 8
shows ln[P(t)] ∼ t plots for two different coupling strengths and several different characteristic
frequencies. At first glance, the results shown in figure 8 seem to indicate that the long-time
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Figure 5. Comparison of numerically exact results of the ML-MCTDH method
and approximate results obtained using the NIBA approach for α = 0.5. The
characteristic frequencies are: (a)ωc/1= 10, (b)ωc/1= 20 and (c)ωc/1= 40.

characteristics is indeed exponential decay, i.e. ln[P(t)] depends linearly on t . However, a
quantitative analysis employing a fit of the expression ln[P(t)] = −kt after a ‘sufficiently long’
cutoff time t0 reveals that this is not the case. Table 1 summarizes the results for the fitted
exponential rate constant k. The results indicate that the value of k depends sensitively on the
cutoff time t0. Specifically, the values obtained for k decrease with increasing t0. One may
argue that in the limit of t0 → ∞ a converged rate constant k can be obtained. However, such
a rate constant would be of little relevance to characterize the dynamics of P(t), especially for
0.5< α < 0.75, because (as shown in figures 7 and 8) a significant decay of P(t) has already
occurred within the time t01= 10. Furthermore, the cutoff time t0 should represent the period
within which P(t) undergoes partially coherent, transient dynamics, before reaching incoherent
decay. This transient timescale is expected to be long for small Kondo parameters α and to
decrease with increasing α. When α is sufficiently large (i.e. larger than 0.5), t0 is expected to
be short and of the order of t01∼ 1. Instead, our single exponential fit requires t0 to be large
even for very large α and, furthermore, t0 increases versus α.

Thus, a more flexible ansatz has to be used to characterize the dynamics of P(t). We have
found that a multi-exponential fit with two or three terms provides an excellent description for
P(t) over the entire range of simulation (t1< 80). In this procedure P(t) is fitted, after a short
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Figure 6. Effect of the bath initial condition, equation (2.3), on the population
dynamics. The parameters are ωc/1= 10 and (a) α = 0.05, (b) α = 0.2 and
(c) α = 0.5.

transient timescale t01= 1, to the expression

P(t)=

∑
i

ai e−ki t . (3.4)

Thereby, since the fitting starts at t0,
∑

i ai 6= 1. This is correct because P(t) always starts as a
concave, non-exponential curve, and changes to incoherent decay only after the transient time
t0. The fact that a relatively short timescale of t01= 1 is sufficient to account for the transient
behavior shows that the physics of the problem is described correctly. For 0.5< α < 0.75,
the fitting is performed for t16 40 (or shorter time if P(t) is less than 0.01). For α > 0.75,
the fitting range is t16 80.

The fact that a multi-exponential fit of the form of equation (3.4) is required implies that
multiple timescales are involved in the dynamics of P(t). We note that the general form of
equation (3.4) has been predicted by conformal field theory (CFT) [48]. However, the thus
obtained decay rates ki are quite different. In contrast to the results of CFT, the rate constants
obtained by the multi-exponential fit, equation (3.4), are not integer multiples of a single rate.
On the other hand, analysis of the (approximate) dynamics at asymptotic times suggested that
P(t) might be described by an exponential or a combination of exponential and algebraic
decay [2, 48, 49]. This asymptotic behavior, however, may only be realized at a sufficiently
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Figure 7. Time-dependent population difference, equation (2.2), for the Ohmic
spectral density at zero temperature, with Kondo parameter 0.5< α < 1. The
initial condition of the bath is defined by equation (2.3a). The characteristic
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Figure 8. Dependence of ln[P(t)] on time for different characteristic
frequencies: (a) α = 0.6 and (b) α = 0.75.

long time t1r � 1, where 1r is defined in equation (3.2). As discussed below with respect to
the scaling limit (also see figure 10 for relevant timescales), such asymptotic times are orders of
magnitude longer than the timescales that are relevant for the relaxation dynamics of P(t) and
will not be considered here.
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Table 1. The exponential decay constant k obtained by fitting ln[P(t)] = −kt .
The fitting starts at t0, a formal timescale for transient dynamics. The constants
are reported as k/1 for two different values of t0.

t01= 5 t01= 10

α ωc/1= 10 ωc/1= 20 ωc/1= 40 ωc/1= 10 ωc/1= 20 ωc/1= 40

0.55 2.27 × 10−1 1.43 × 10−1 6.74 × 10−2 2.11 × 10−1 1.37 × 10−1 6.61 × 10−2

0.6 1.53 × 10−1 8.00 × 10−2 3.37 × 10−2 1.47 × 10−1 7.73 × 10−2 3.31 × 10−2

0.65 1.03 × 10−1 4.79 × 10−2 1.73 × 10−2 9.97 × 10−2 4.60 × 10−2 1.68 × 10−2

0.7 7.05 × 10−2 2.81 × 10−2 8.58 × 10−3 6.80 × 10−2 2.67 × 10−2 8.29 × 10−3

0.75 4.32 × 10−2 1.28 × 10−2 4.12 × 10−3 4.25 × 10−2 1.23 × 10−2 3.93 × 10−3

0.8 2.54 × 10−2 6.83 × 10−3 1.92 × 10−3 2.46 × 10−2 6.51 × 10−3 1.81 × 10−3

0.9 8.92 × 10−3 1.71 × 10−3 6.27 × 10−4 8.52 × 10−3 1.58 × 10−3 5.46 × 10−4

1.0 2.51 × 10−3 3.87 × 10−4 7.82 × 10−5 2.32 × 10−3 3.43 × 10−4 6.75 × 10−5

Table 2. The bi-exponential fit to P(t), equation (3.4), for ωc/1= 10. The fitting
starts at t01= 1, and the constants ki are reported as ki/1.

α a1 k1 a2 k2

0.5 0.978 9.04 × 10−1 0.167 3.39 × 10−1

0.55 0.679 8.03 × 10−1 0.331 2.43 × 10−1

0.6 0.519 6.51 × 10−1 0.394 1.64 × 10−1

0.65 0.421 4.98 × 10−1 0.429 1.08 × 10−1

0.7 0.353 3.85 × 10−1 0.465 7.05 × 10−2

0.75 0.308 2.65 × 10−1 0.482 4.34 × 10−2

0.8 0.283 1.77 × 10−1 0.495 2.43 × 10−2

0.9 0.190 1.30 × 10−1 0.609 7.81 × 10−3

1.0 0.109 1.22 × 10−1 0.722 1.94 × 10−3

Tables 2–4 show results of fitting P(t) to a bi-exponential decay form, i = 1, 2 in
equation (3.4). Over the entire range of 0.56 α 6 1, this bi-exponential fit gives quite an
accurate description of the dynamics of P(t). This is illustrated in figure 9. Thus, in general,
there are two timescales that dominate the decay dynamics of P(t): a fast exponential decay
(characterized by k1) that is responsible for the short time characteristics (after the transient time
t0), and a slower decay (characterized by k2) that describes the long-time incoherent dynamics of
P(t). For 0.5< α < 0.75, both k1 and k2 decrease with increasing Kondo parameter α. For even
larger values of α the bi-exponential is less accurate (see below) and thus the trend is blurred.
Comparing tables 2–4 with table 1, it is seen that k2 approximately corresponds to the decay
constant obtained from the fit to the single exponential form in the asymptotic region.

For coupling strengths α larger than 0.75, the bi-exponential fit to the time-dependent
population becomes less accurate. Table 5 displays results obtained using a tri-exponential fit
to P(t) in the range of 0.756 α 6 1. Excellent agreement is observed between the fit and the
simulation results, as shown in figure 9. This result indicates that more and more timescales
are involved in the dynamics if the system–bath coupling strength α approaches unity, which
could also imply that the decay becomes non-exponential. Figure 9 also shows that the single
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Table 3. The bi-exponential fit to P(t), equation (3.4), for ωc/1= 20. The fitting
starts at t01= 1, and the constants ki are reported as ki/1.

α a1 k1 a2 k2

0.5 0.454 4.57 × 10−1 0.557 2.58 × 10−1

0.55 0.414 3.88 × 10−1 0.549 1.38 × 10−1

0.6 0.368 2.91 × 10−1 0.558 7.76 × 10−2

0.65 0.302 2.36 × 10−1 0.608 4.48 × 10−2

0.7 0.242 2.02 × 10−1 0.665 2.53 × 10−2

0.75 0.238 1.08 × 10−1 0.650 1.11 × 10−2

0.8 0.173 9.77 × 10−2 0.725 5.62 × 10−3

0.9 0.0807 9.68 × 10−2 0.843 1.23 × 10−3

1.0 0.0305 1.18 × 10−1 0.913 2.55 × 10−4

Table 4. The bi-exponential fit to P(t), equation (3.4), for ωc/1= 40. The fitting
starts at t01= 1, and the constants ki are reported as ki/1.

α a1 k1 a2 k2

0.5 0.174 2.41 × 10−1 0.822 1.46 × 10−1

0.55 0.340 1.72 × 10−1 0.627 6.49 × 10−2

0.6 0.300 1.25 × 10−1 0.649 3.18 × 10−2

0.65 0.235 9.78 × 10−2 0.709 1.55 × 10−2

0.7 0.173 8.30 × 10−2 0.774 7.22 × 10−3

0.75 0.117 7.86 × 10−2 0.837 3.25 × 10−3

0.8 0.0740 7.90 × 10−2 0.888 1.41 × 10−3

0.9 0.0206 1.71 × 10−1 0.958 4.44 × 10−4

1.0 0.00742 1.25 × 10−1 0.976 4.76 × 10−5

exponential fit to P(t) leads to significant deviations in the whole range of simulation time. The
bi-exponential fit, on the other hand, shows only small deviations in short time intervals at the
boundaries of the fit range.

To provide more physical insight into the dynamics of P(t) for the moderate to strong
coupling regime (0.5< α < 1), we have analyzed the population dynamics P(t) as a function
of the scaled time t1r , where 1r is given in equation (3.2), similar to the study of the scaling
limit for the coherent regime, α 6 0.5, in figure 2. In contrast to situations where α 6 0.5,
the exponent in equation (3.2), α/(1 −α), is larger than unity in the strong coupling regime.
As a result, 1r changes more rapidly with respect to variations of α or ωc. Therefore, the
realization of the scaling limit requires stricter physical and mathematical criteria. For example,
equation (3.2) predicts that for α = 1 (1r = 0) the dynamics of P(t) is characterized by
localization in the scaling limit ωc → ∞. However, with a finite value of ωc, the population still
undergoes a slow decay (see below). In this case equation (3.2) cannot be used to predict the
change of P(t) versus ωc. Similarly, when the value α is close to unity, the exponent α/(1 −α)

is very large, which requires a very long timescale to examine the scaling limit.3

3 For example, a rough estimate can be obtained for α = 0.9, where the exponent in equation (3.2) is 9. To compare
two situations where ωc is increased by a factor of two, P(t) should be analyzed for t21∼ 29t11= 512t11, where
t11 is the simulation time for the smaller ωc (usually ωc/1 > 10).
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Figure 9. Comparison of the mono-, bi- and tri-exponential fits to the population
dynamics. The parameters are ωc/1= 20 and (a) α = 0.75 and (b) α = 1.0.
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Figure 10. Dependence of P(t) on the characteristic frequency of the bath at zero
temperature. The initial condition of the bath is defined by equation (2.3a). The
Kondo parameters are: (a) α = 0.55, (b) α = 0.65 and (c) α = 0.75. The scaled
parameter 1r is defined in equation (3.2).

Thus, for the analysis of the scaling limit, we focus on the range of 0.5< α 6 0.75, which
is tractable by time-dependent studies. Figure 10 illustrates (similar to figure 2) the dependence
of P(t) on the scaled time t1r for three Kondo parameters, α = 0.55, 0.65 and 0.75. Results
for other values of α in this range show similar qualitative behavior (data not shown). When
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Table 5. The tri-exponential fit to P(t), equation (3.4). The fitting starts at
t01= 1, and the constants ki are reported as ki/1.

α a1 k1 a2 k2 a3 k3

ωc/1= 10
0.75 0.215 8.08 × 10−1 0.238 1.63 × 10−1 0.441 4.13 × 10−2

0.8 0.187 5.72 × 10−1 0.234 9.83 × 10−2 0.438 2.23 × 10−2

0.9 0.129 4.80 × 10−1 0.159 6.86 × 10−2 0.572 6.91 × 10−3

1.0 0.0800 4.96 × 10−1 0.0883 6.41 × 10−2 0.704 1.58 × 10−3

ωc/1= 20
0.75 0.117 3.68 × 10−1 0.235 5.87 × 10−2 0.580 9.56 × 10−3

0.8 0.103 2.74 × 10−1 0.222 3.32 × 10−2 0.603 3.60 × 10−3

0.9 0.0487 3.37 × 10−1 0.0800 4.14 × 10−2 0.813 7.96 × 10−4

1.0 0.0222 4.47 × 10−1 0.0246 5.72 × 10−2 0.907 1.66 × 10−4

ωc/1= 40
0.75 0.0462 3.11 × 10−1 0.127 4.34 × 10−2 0.799 2.69 × 10−3

0.8 0.0334 2.93 × 10−1 0.0821 3.80 × 10−2 0.858 1.02 × 10−3

0.9 0.0114 6.10 × 10−1 0.0190 9.30 × 10−2 0.953 3.22 × 10−4

1.0 0.00531 4.52 × 10−1 0.00584 6.17 × 10−2 0.975 2.80 × 10−5

α is close to 0.5, i.e. the exponent in equation (3.2) is close to unity, only the results with smaller
characteristic frequency ωc/1= 10 show deviations from results for larger ωc (cf figure 10(a)).
Thus, in this regime, one may conclude that the scaling limit is reached when ωc/1≈ 20 − 40,
similar to the results in figure 2 for α < 0.5. However, as the Kondo parameter α increases,
the realization of the scaling limit requires a larger characteristic frequency. For example, when
α = 0.65–0.75, figures 10(b) and (c) show that the scaling limit is approximately reached with
ωc/1≈ 40–60. This finding is consistent with previous analytic work [2]. Recent numerical
simulations [33], on the other hand, seem to indicate that the scaled time t1s is independent
of the Kondo parameter, 1s =1(1/ωc). We note, however, that the form of the spectral
density in [33] is different from the present work and analytic theories [1, 2]. In addition,
Zhou and Shao [33] investigated the long-time scaling limit of the rate constant with respect
to 1s , whereas the current work focuses on the characteristic of P(t) in the entire range of the
simulation time. The present work shows that P(t) obeys the scaling behavior in the appropriate
limit even if it cannot be described by the single exponential decay.

3.3. Strong coupling regime: from incoherent decay to localization

With further increase of the Kondo parameter α, the decay of P(t) becomes slower and
eventually reaches localization. This transition from incoherent decay to localization is
illustrated in figure 11(a) for ωc/1= 10. The specific coupling strength αloc above which
localization occurs depends on the characteristic frequency of the bath, ωc. For ωc/1= 10, the
transition to localization takes place at αloc = 1.2–1.3. As ωc increases, αloc gets closer to unity.
In the limit ωc/1→ ∞, the transition to localization occurs at αloc = 1. This transition has been
predicted by various analytical theories [1, 2, 50, 51], rigorous mathematical arguments [52], the
flow-equation approach [53] as well as NRG calculations [31, 32]. The extent of localization,
as measured by the deviation of P(∞) from its thermal equilibrium value 1/2, also depends on
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Figure 11. Time-dependent population difference for α > 1: (a) the dependence
of P(t) on α for ωc/1= 10; and (b) the dependence of P(t) on ωc for α = 1.5.

ωc. Results of simulations for different values of ωc, depicted in figure 11(b), indicate that in the
limit ωc → ∞ maximal localization is obtained, i.e. limωc→∞ P(∞)= 1.

3.4. Computational effort

To conclude this section, we briefly comment on the numerical effort required to obtain the
above simulation results. For weak to moderate coupling strength (0< α < 0.5), a few hundred
bath modes provide numerically exact results for the dissipative dynamics within t1= 80.
In this regime, converged ML-MCTDH results take between 10 min and a few hours on a
standard Pentium 4 (3 GHz) computer. The stronger coupling regime (0.5< α < 1) is more
challenging, where 500–1000 bath modes are required to achieve convergence. In this regime,
each converged result takes about 8–16 h on a Pentium 4 computer. For even stronger coupling
strength (α > 1), the simulation becomes more demanding: 1000–3000 modes are required
to represent the condensed phase environment properly. The basis function for each mode
ranges from three (for high-frequency modes) to a few hundreds (for low frequency modes).
The configuration space for each layer [34] is typically a few hundred thousands. This large
variational space is caused by the strong quantum effects in this regime and the fact that we
require the final results be converged to within 3–4 significant figures (cf figure 11). In the
strong coupling regime, each converged simulation took a few days to a week. On the other
hand, we are unaware of other methods that can achieve such a high accuracy in this interesting
though difficult physical regime.

The computational costs described above refer to converged quantum dynamical
calculations up to a time of t1= 80. To ensure that convergence is achieved, for each physical
parameter a series of careful convergence tests are performed with respect to all the variational
parameters such as the number of bath modes, primitive basis functions, SPFs in each layer, etc.
Based on these tests, we estimate that the results presented in this paper are converged to within
a few per cent relative error within the timescale of t1= 80. We note that for even longer time
more bath modes are necessary to converge the dynamics. A few such tests have been carried out
and revealed that none of the qualitative conclusions made above would be altered, suggesting
that a sufficiently long timescale of the dynamics of the spin-boson model has been explored in
this work.
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4. Concluding remarks

In this paper, we have studied the dynamics of the spin-boson model at zero temperature. This
is a particularly interesting and challenging parameter regime characterized by strong quantum
effects and a long memory time of the bath. To simulate the dynamics of the spin-boson model
in this parameter regime, we have used the ML-MCTDH method, which provides numerically
exact results for a broad range of coupling strengths.

The results show the transition of the dynamics from weakly damped coherent motion to
incoherent decay and finally to localization upon increase of the system–bath coupling strength.
A detailed analysis of the decay characteristics for stronger system–bath coupling demonstrates,
contrary to previous studies, that for relevant times the dynamics cannot be described by a single
exponential rate constant but involves more timescales.

We have also analyzed the validity of the approximate NIBA approach and the applicability
of the scaling limit, where the characteristic frequency of the bath influences the dynamics of
the two state system only via a scaled time variable. The simulations show that this limit is
realized only for rather large characteristic frequencies of the bath, the actual value depends on
the system–bath coupling strength.

In this work, we have focused on the unbiased spin-boson model with Ohmic spectral
density. The study of other, more complex spectral densities [36, 37] as well as the influence of
an energy bias will be the subject of future work.
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