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Abstract

A society of growing complexity inevitably faces challenges that demand increas-
ingly sophisticated solutions to enable further technological progress. In this spirit,
multifunctional materials that provide solutions for multiple problems simultane-
ously are on the rise, and metal-organic frameworks (MOFs) are a part of these
endeavors. Their highly modular building principle has led to the preparation of
myriad new structures with different material properties and porosity. In recent
years, this porosity was recognized as a new possibility to expand their modularity
even further by introducing any functional molecule into the MOF pores, thereby
adding new desired material properties. In principle, any functional guest can be
introduced in every MOF, and the resulting properties are simply the sum of the
two. However, guests can also interact with the framework and these interactions
can give rise to material properties that enhance the inherent MOF performances
or create a system with divergent characteristics. The work presented in this
thesis focuses on the rationalization of these interactions between porous MOFs
and functional guest molecules that lead to interesting features such as electrical
conductivity or influence negative thermal expansion (NTE).
Different systems were analyzed towards their host-guest interactions and cor-
related with their material properties. For example, the first study focuses on
the tetrathiafulvalene tetrabenzoate (TTFTB)-based MOF M2TTFTB (M2+ = Zn,
Cd) and its charge-transfer (CT) interaction with redox-active tetracyanoethy-
lene (TCNE), and how this influences the electrical properties of the resulting
host-guest complex. A thorough vibrational spectroscopic analysis of this system
provides answers to the observed performance trends. The second study tackles
the design of a tetraselenafulvalene (TSF)-based linker that could be used for
MOF synthesis and is expected to exhibit interesting electrical properties. It was
found that a copper catalyzed direct arylation gives arylated TSF in moderate
yields, whereas other synthesis strategies are completely ineffective. The third
study deals with the guest-dependent changes of NTE in Cu3 benzene tricar-
boxylate (BTC)2 and illustrates how simple modifications of the guest can lead to
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iv Abstract

interesting differences in the material properties, despite their similar structures.
At the heart of this thesis are the efforts to establish reliable characterization
procedures that can visualize host-guest interactions and correlate them with
changes of their material properties in a rational manner. While many underlying
mechanism remain unclear, this thesis provides some insights into the possibilities
of tuning MOF properties.



Zusammenfassung

Eine immer komplexer werdende Gesellschaft steht zwangsläufig vor Heraus-
forderungen, die immer ausgefeiltere Lösungen erfordern, um weiteren tech-
nologischen Fortschritt zu ermöglichen. In diesem Sinne sind multifunktionale
Materialien, die Lösungen für mehrere Probleme gleichzeitig bieten, auf dem
Vormarsch, und Metallorganische Gerüstverbindungen (MOFs) sind ein Teil dieser
Bemühungen. Ihr hochgradig modulares Bauprinzip hat zur Herstellung von unzäh-
ligen neuen Strukturen mit unterschiedlichen Materialeigenschaften und Porosität
geführt. In den letzten Jahren wurde diese Porosität als neue Möglichkeit erkannt,
ihre Modularität noch weiter zu erweitern, indem beliebige funktionelle Moleküle
in die MOF-Poren eingebracht werden, wodurch neue gewünschte Materialeigen-
schaften hinzugefügt werden. Im Prinzip kann jeder funktionelle Gast in jedes
MOF eingeführt werden, und die resultierenden Eigenschaften sind einfach die
Summe der beiden. Gäste können jedoch auch mit dem Gerüst interagieren, und
diese Interaktionen können zu Materialeigenschaften führen, die die inhärenten
Eigenschaften von MOFs verbessern oder ein System mit abweichenden Eigen-
schaften schaffen. Die in dieser Arbeit vorgestellten Arbeiten konzentrieren sich
auf die Rationalisierung dieser Wechselwirkungen zwischen porösen MOFs und
funktionellen Gastmolekülen, die zu interessanten Eigenschaften wie elektrische
Leitfähigkeit führen oder negative thermische Expansion (NTE) beeinflussen.
Verschiedene Systeme wurden auf ihre Wirt-Gast-Wechselwirkungen hin analy-
siert und mit ihren Materialeigenschaften in Beziehung gesetzt. So konzentriert
sich die erste Studie auf das Tetrathiafulvalentetrabenzoat (TTFTB)-basierte MOF
M2TTFTB (M2+ = Zn, Cd) und dessen Charge-Transfer (CT)-Wechselwirkung
mit dem redoxaktiven Tetracyanoethylen (TCNE), und wie dies die elektrischen
Eigenschaften des resultierenden Wirt-Gast-Komplexes beeinflusst. Eine gründ-
liche schwingungsspektroskopische Analyse dieses Systems liefert Antworten
auf die beobachteten Eigenschaftstrends. Die zweite Studie befasst sich mit
der Entwicklung eines Linkers auf Tetraselenafulvalen (TSF)-Basis, der für die
MOF-Synthese verwendet werden könnte und interessante elektrische Eigen-
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schaften aufweisen dürfte. Es wurde festgestellt, dass eine kupferkatalysierte
direkte Arylierung aryliertes TSF in mäßiger Ausbeute liefert, während andere
Synthesestrategien völlig ineffektiv sind. Die dritte Studie befasst sich mit den
gastabhängigen Veränderungen von NTE in Cu3 Trimesat (BTC)2 und veran-
schaulicht, wie einfache Modifikationen des Gastes trotz ähnlicher Struktur zu
interessanten Unterschieden in den Materialeigenschaften führen können. Im Mit-
telpunkt dieser Arbeit stehen die Bemühungen zum Hervorbringen zuverlässiger
Charakterisierungsverfahren, mit denen die Wechselwirkungen zwischen Wirt
und Gast sichtbar gemacht und auf rationale Weise mit den Änderungen ihrer
Materialeigenschaften in Beziehung gesetzt werden können. Obwohl viele zugrun-
deliegende Mechanismen noch unklar sind, bietet diese Arbeit einige Einblicke in
die Möglichkeiten der Kontrolle von MOF-Eigenschaften.
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1
Introduction

Functional materials are the epitome of technological progress. This is perhaps
best illustrated by how entire ancient eras are referred to as the age of the material
which has revolutionized the common lifestyle of humans at the time. Crucial to the
development of new materials is the ever-growing understanding of the physical
and chemical laws of nature that shed light on further technological possibilities.
Likewise, this process is codependent on the application of sophisticated materials
as a means of reaching technological goals which constantly gain in complexity.
Consequently, what has come to be known as "smart materials" are the efforts
to design materials that meet consistently higher standards, fulfill functions that
exceed the common state-of-the-art and expand the field of possible applications.1

Following this trend, multifunctional materials have recently emerged in the pur-
suit of combining even more physical and chemical properties in one tailored
material that serves several custom purposes.2 At the center of attention is the
understanding of structure-property relationships between structural motifs on a
microscopic scale that translate to physicochemical functions in the solid state.
However, materials science is usually limited to this direction of the chain of cau-
sation: new materials are obtained with the aid of the toolbox of known chemical
transformations, and their physical properties are deduced from the results of
analytical experiments. Although highly desirable, the opposite direction, i.e. the
access to a material with priorly predicted physical properties, is very difficult to
achieve.3 This would require synthetic control of materials with specific structural
motifs, either known or predicted via computational methods for certain physi-
cal properties. Such chemical directionality, where the outcome of an unknown
synthetic transformation is somewhat predictable, is mostly limited to the area of
organic synthetic chemistry. In contrast, inorganic and materials synthesis is usu-
ally limited to the "trial and error" method, and even more so the rationalization of
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4 Introduction

structure-property relationships of the obtained materials.4 A major step towards
a better understanding of these relationships is achieved by providing a means of
directionality in the synthesis of new functional materials.
Metal-organic frameworks (MOFs) are a comparably new class of materials that
have emerged in the last twenty years.5 These hybrid organic-inorganic materials
seem to be the bridge between the multifunctionality of inorganic materials and the
chemical directionality of the synthesis of organic molecules, for their preparation
follows rational guidelines. Their modular composition of inorganic structural units
with different geometries that are interconnected by coordinating organic ligands,
also known as linkers, give rise to a rich structural diversity that is generally depen-
dent on the geometry and connectivity of the applied components but not on the
nature of the atoms in these components per se. Therefore, isostructural frame-
works with different connectors are easily obtained. This synthetic principle, which
was coined as "reticular synthesis", provides an unprecedented synthetic control
in the design of new materials, the functions of which stem from the employed
organic and inorganic struts of the MOF and are interchangeable depending on
the desired function the material chemist wants to introduce.6

Furthermore, MOFs are porous as a result of the connector sizes that create co-
ordination frameworks with voids in between the struts when these self-assemble
to higher-dimensional architectures.7 While initial research on MOFs has focused
on taking advantage of this porosity for directly related applications such as gas
storage and separation,8 it was later discovered that their material properties
can be tuned in ways that combine seemingly contradicting physical functions
such as porosity and electrical conductivity.9 This is one of many examples that
emphasizes the potential of MOFs as a multifunctional material platform in which
structures can be attained and their physical properties tuned by rational means.
In addition, their porosity also opens up the field of tuning the physical proper-
ties of the MOF by introducing a functional molecule — or “guest” — into these
framework voids, giving rise to yet another parameter space in the control of
multifunctionality.10 Guests can be either simple gases that induce structural
changes of the MOF,11 or more complex molecules which are subject to elec-
tronic interactions with the MOF, leading to improved electrical conductivity or
photophysical properties, all of which are not inherent in the pristine MOF and are
easily tuned by employing different guests.12 Here, the additional tuning possibility
via the pore space offers orthogonality in materials design, which is commonly
not feasible in traditional material classes.
However, the exact processes occurring in the MOF host-guest complexes that
lead to new physical properties are often only poorly understood, if studied at
all. Nevertheless, insights into the interaction mechanisms would open up further
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possibilities of fine-tuning certain material properties towards the desired func-
tion and generally contribute to better structure-property relationship statements.
Seemingly small changes in the employed guest, the studied MOF host, or the
reaction conditions at which the host-guest complexes are obtained may exert a
significant influence on the resulting material properties based on the changing
structural or electronic interactions, which can be easily overlooked. Hence, this
thesis aims at answering the following research questions:

“How can interactions between MOFs and guests be probed beyond a qualitative
manner?”

“Can these interactions be tuned even further in the same host-guest system by
varying the reaction conditions?”

“How do slight changes of the MOF or the guest affect their interaction?”

This thesis is divided in two parts. In the first part, the three chapters therein
present the outcomes of three different projects, which are all guided by the goal
of answering the above-mentioned research questions and some of them will
be tackled simultaneously. Each chapter begins with a introduction to provide
all the necessary topic-related knowledge the reader needs to understand the
project and its outcome. In the beginning of this thesis, MOF systems were
sought that are suitable for performing electronic or structural interactions with
specific guest molecules, and thus the work has focused on the tetrathiafulvalene
tetrabenzoate (TTFTB)-based MOFs M2TTFTB (M2+ = Zn, Cd)13,14 for investigating
electronic interactions with redox-active guests such as TCNE and its influence
with respect to the electrical conductivity of the host-guest complex as the first
project (Chapter 2). The interesting properties of TTFTB-based MOFs led to
the question of how the electrical properties of possible isostructural systems
would be affected by employing an isostructural linker with a tetraselenafulvalene
(TSF) core in the center, and a synthetic route to this linker was developed in
the second chapter (Chapter 3). On the other hand, Cu3 benzene tricarboxylate
(BTC)2 was chosen to study interaction of different guests on the negative thermal
expansion (NTE) behavior of this MOF15 to gain insight into how small variations
in guest design leads to property changes in the third and final project (Chapter 4).
What follows after the conclusion is a description of experimental procedures and
presentation of additional data (Chapter 6).
The second part of this thesis serves the purpose of providing all the background
information that is necessary to understand the general chemistry of the materials
studied here and the principles of the analytical techniques used to readers that
are less familiar with MOFs and material characterization techniques. Chapter 7
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is dedicated to the description and chemistry of MOFs, as well as their manifold
functionalization possibilities. Next, the focus lies solely on electrically conductive
MOFs, for they play an important role in developing the motivation to study host-
guest interactions in MOFs in more detail (Chapter 8). What follows after that
is a brief summary of electron theory that is needed to understand the origins
of electrical conductivity and the concepts discussed in the first two chapters
of this thesis (Chapter 9). In the following chapters, similarly brief overviews of
the characterization techniques, which have been used in this thesis, are meant
to provide a recapitulation of working principles of these techniques to readers
who are less familiar with them in order to provide a sufficient knowledge for
understanding the experimental data presented in this thesis. Beginning with x-ray
diffraction (XRD) (Chapter 10) and gas sorption (Chapter 11), the most commonly
employed techniques in MOF characterization are introduced before moving
on to Fourier transform infrared spectroscopy (FTIR)- and Raman spectroscopy
(Chapter 12), which has been of crucial importance for the deduction of host-guest
reactivities as presented in the first chapter. MOFs are also often analyzed via
electron microscopy to investigate the distribution of guests within the framework,
which is a relevant issue in the first chapter, and so the theory related to this
technique is summarized in Chapter 13. Finally, nuclear magnetic resonance
spectroscopy (NMR) (Chapter 14) and mass spectrometry (MS) (Chapter 15)
have been important for the development of a TSF-based linker in the second
chapter. For a more detailed perspective into these techniques, the author refers
to the references cited herein.
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Guest-Induced Charge-Transfer in

Tetrathiafulvalene-Based Metal-Organic
Frameworks

2.1 INTRODUCTION

Tetrathiafulvalene (TTF)-based charge-transfer (CT) complexes are a class of
organic metals that can exhibit large electrical conductivity and even superconduc-
tivity.16,17 Crucial to these — for organic materials typically uncommon — electrical
properties is the partial degree of TTF oxidation in the formation of the CT com-
plex, as well as the structural arrangement of the donor and acceptor molecules
within the crystal.18 For example, TTF reacts with 7,7,8,8-tetracyanoquinodimeth-
ane (TCNQ) to form the quasi-one-dimensional organic metal TTF-TCNQ of 1:1
stoichiometry in which segregated infinite, one-dimensional π-stacks of slipped-
parallel TTF molecules are aligned in parallel to one-dimensional π-stacks of
TCNQ (Figure 1).19,20 Essential is the degree of CT, ρ, that is smaller than one
(i.e., full electron transfer from the donor to the acceptor molecule) and TTF-TCNQ
is best described as (TTF)+0.59(TCNQ)−0.59 with a mixture of neutral and charged
species is present in each of the stacks.21 The electrical conductivity is highly
anisotropic due to the dimensionality of the stacking, in which the intermolecu-
lar interactions between the mixed-valent donor (and acceptor) molecules are
greatest along the π-interaction direction and significantly reduced perpendicular
to the π-stacking axis.22 For sub-integer values of ρ, the conduction band of the
solid is only partially filled with electrons and the resulting activation energy for
an electronic transition is very small, giving rise to metallic electrical conductivity
(cf. chapter 9).23 Importantly, CT salts with full electron transfer from the donor to

7
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(a) (b)

Figure 1. Crystal structure and stacking geometry of donors and acceptors in TTF-TCNQ.

(a) (b)

Figure 2. Crystal structure and stacking geometry of donors and acceptors in TTF-TCNE.

the acceptor yield mono-valent systems consisting of only charged species in the
stacks (i.e., radical-cations in the donor stack and radical-anions in the acceptor
stack) in which the band is half-filled and electrical conduction would be expected
according to band theory; however, these materials are found to be insulating.23

These so called "Mott insulators" are not electrically conductive because of strong
electron-electron repulsive interactions if two electrons were placed on the same
molecule during the conduction process, resulting in the localization of the charge
on each molecule and electrical insulation.24 Of equal importance for electrical
conductivity in organic metals is the arrangement of donor and acceptor molecules
within the crystal. This is best illustrated by the CT complex TTF-TCNE in which
ρ is similar to TTF-TCNQ (ρ = 0.54), but the solid exhibits a room temperature
(RT) electrical conductivity of 10−9 S cm−1 compared to 500 S cm−1 of the latter.25

Here, the crystal structure consists of TTF•+ radical cation dimers alternating with
TCNE•– radical anion dimers within one π-stack in a · · ·DDAA· · · (D: donor, A:
acceptor) fashion (Figure 2).26 As a consequence, the mobility of free charge
carriers generated by the CT is limited to those dimers only, thereby inhibiting
electron delocalization over the dimensions of the solid, and thus any possible
electrical conductivity mechanism.26
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Intermolecular π-interactions of redox-active molecular units as a means of cre-
ating electron delocalization pathways is one of the most successful strategies
for the development of MOFs (chapter 7) with advantageous electrical properties
(chapter 8).9,27 A prototypical example for the beneficial effect of π-stacking of
organic motifs on the electrical conductivity of MOFs is the TTF-based MOF-
series M2TTFTB (M2+ = Mn, Co, Zn, Cd).13,14 Most importantly, the hexagonal
crystal structure of the isomorphous MOFs consist of rod-secondary building
units (SBUs) in which corner-sharing ZnO6 octahedra are aligned in parallel to
helical π-stacks of TTF moieties along the crystallographic c axis, together with
cylindrical open pores (Figure 3). Some of the TTFTB linkers are autoxidized
during the self-assembly formation process of the framework, leading to moderate
semiconductivity.13 The porosity of MOFs can serve as a platform to modulate the
properties of the material even further via post-synthetic incorporation of guest
species (cf. chapter 8). Having established the importance of partially oxidized
donor and acceptor molecules, as well as their stacking arrangement, it is ex-
pected that the introduction of an electron-accepting guest with suitable electron
affinity and stability of the resulting anion enhances the electrical conductivity of
M2TTFTB. Ideally, the guest induces the formation of a host-guest CT complex
with partial electron transfer from the electron-donating TTFTB linkers to the
electron-accepting guest molecule. Furthermore, the connectivity of the MOF may
force a segregation of donor and acceptor radicals into separate stacks in which
free charge carriers are delocalized over the stacks of radical-containing species
along one crystallographic dimension, and thus are both able to contribute to the
resulting electrical conductivity of the host-guest system. The small dimensions of
the cylindrical pores (≈ 5 Å) limit the scope of possible acceptors considerably,13

but TCNE is suitable for entering the available pore volume of M2TTFTB.
This chapter deals with the infiltration of the host structure M2TTFTB (M2+ =
Zn, Cd) with TCNE via vapor phase infiltration (VPI)28 in which stoichiometric
amounts of TCNE are mixed with evacuated (activated) powders of M2TTFTB
and heated in a closed, evacuated reaction vessel, thereby forcing sublimation
of rather volatile TCNE and diffusion of the same into the porous structure of the
MOF. The obtained series of (TCNE)xM2TTFTB was structurally characterized
using powder x-ray diffraction (PXRD), elemental analysis, Brunauer, Emmett and
Teller (BET) gas sorption studies, and scanning transmission electron microscopy
(STEM) to determine the influence of TCNE on material properties such as crys-
tallinity and porosity in correlation with the amount of guest and its distribution
within individual crystals of the framework. Electrical conductivities were measured
and trends with respect to the TCNE loading amount in (TCNE)xM2TTFTB are
established with data from FTIR and Raman spectroscopy of the redox-sensitive
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(a)

(b)

(c)

(d)

Figure 3. (a) Crystal structure of M2TTFTB viewed along the c axis. (b) Connectivity of TTFTB
linkers and MO6-octahedra in M2TTFTB. (c) Rod-SBU of M2TTFTB consisting of corner-sharing
MO6-octahedra. (d) Helical π-stacks of TTF moieties.
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vibrations in TTFTB and TCNE. The scope of this chapter comprises the VPI of
polycrystalline M2TTFTB MOFs based on redox-inactive Zn2+ and Cd2+ to avoid
possible metal-based mixed valency. Single crystals of activated M2TTFTB were
not accessible to VPI. The results were published in Chemistry of Materials.29

2.2 SYNTHESIS AND STRUCTURAL CHARACTERIZATION OF

(TCNE)xM2TTFTB

2.2.1 Vapor-Phase Infiltration of M2TTFTB with TCNE and Determination of
TCNE Content

The series (TCNE)xM2TTFTB was obtained by exposing activated powders of
M2TTFTB to an atmosphere of stoichiometric amounts of TCNE in the gas phase.
For this purpose, M2TTFTB and TCNE are mixed and transferred to a borosilicate
glass ampule, which is then flame-sealed under fine vacuum (p = 10−2 mbar) to
obtain a closed, evacuated system. By heating the ampules to high temperatures
of 200–300 °C, solid TCNE is brought into the gas-phase via sublimation and a
fast diffusion of gas phase TCNE into the pores of M2TTFTB is ensured until
saturation is reached. The resulting black powders of (TCNE)xM2TTFTB are
analyzed towards their guest content by means of elemental analysis, in which
the experimentally observed weight percentage of nitrogen, for example, allow
the quantification of absorbed guest, x, in the phase-pure samples of MOF (cf.
calculation of guest content via elemental analysis, section 6.2.6). The values
of x for each sample, as well as their synthetic conditions, are summarized in
Table 1. It was found that the maximum loading capacities of (TCNE)xM2TTFTB
for M = Zn and Cd are x ≈ 0.8 eq. and 0.6 eq. at 200 °C, respectively, and these
maxima did not change with increasing the temperature to 300 °C for the Zn-
series, whereas TCNE-loaded Cd-MOF amorphized at 300 °C. Excess TCNE
resublimed at the ampule walls during the cooling process which allowed the
product to be separated from the reactant and obtain phase-pure samples as
evidenced by the absence of TCNE-related reflections in the diffractograms of
(TCNE)xM2TTFTB (vide infra). TCNE was adsorbed essentially quantitatively
when 0.5 eq. were used in the VPI except for 1 where only a reduced amount
of TCNE (x = 0.38) was found via elemental analysis, indicating slower diffusion
rates of TCNE in Zn2TTFTB compared to 3 which was kept in the oven at the
same temperature for 30 d instead of 10 d. These findings point at a surface area
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Table 1. VPI of M2TTFTB with varying eq. TCNE, temperature, and reaction time. x in
(TCNE)xM2TTFTB was experimentally determined via elemental analysis (Table 9).

M2TTFTB (M = Zn, Cd)
TCNE
T, time

(TCNE)xM2TTFTB

M No. TCNE eq. used time/days T/°C x found

Zn

1 0.5 10 200 0.38
2 1.0 10 200 0.81
3 0.5 30 200 0.46
4 1.0 30 200 0.86
5 0.5 30 300 0.50
6 1.0 30 300 0.82

Cd

7 0.5 10 200 0.47
8 1.0 10 200 0.58
9 0.5 30 200 0.47

10 1.0 30 200 0.60

limited uptake of TCNE, the discrepancy of maximum TCNE loadings between
Zn2TTFTB and Cd2TTFTB being a result of the lower initial surface area of the
Cd-MOF. This is further substantiated by the absence of any measurable porosity
for fully loaded MOFs as evidenced by BET gas sorption experiments (vide infra).
From a purely structural perspective, a higher loading amount would have been
expected. Considering that one unit cell of M2TTFTB contains in total one π-stack
consisting of six TTFTB linkers and three cylindrical pores (Figure 3), each of these
cylindrical pores could also accommodate π-stacks of six TCNE molecules, in
theory, resulting in a theoretical maximum guest amount of "(TCNE)3.0M2TTFTB".
However, this is not desirable for achieving high electrical conductivity since
electrically conductive CT complexes based on TTF derivatives of type DmAn are
known only for stoichiometry ratios where m ≥ n.17 Even more, CT salts with
complex stoichiometries (i.e., m > n) are usually better electrical conductors than
their counterparts of equal ratio m : n since mixed-valency within the donor stack
is always achieved even for full CT from the donor to the acceptor.17 This is best
illustrated by the significant differences in electrical conductivity between mono-
valent (TTF)Br (10−6 S cm−1) and mixed-valent (TTF)Br0.71-0.76 (> 200 S cm−1).23

Therefore, it is expected that substoichiometric amounts of TCNE give rise to more
significant increases of electrical conductivity in (TCNE)xM2TTFTB compared to
higher amounts. This will be further supported by experimental data obtained from
the electrical conductivity measurements of (TCNE)xM2TTFTB, see section 2.4.
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2.2.2 Crystallinity of TCNE-loaded M2TTFTB Metal-Organic Frameworks

With the (TCNE)xM2TTFTB series at hand, the crystallinity of the samples is eval-
uated via PXRD in dependence of the guest content. As shown in Figure 4, only
small intensity changes are observed in the diffractograms of (TCNE)xM2TTFTB
compared to the pristine M2TTFTB MOFs, which is expected for MOFs that main-
tain their structure upon guest loading. Pawley profile fits of the individual PXRD
patterns of pristine and guest-loaded M2TTFTB (chapter 6, Figure 49-58) reveal
the absence of any significant changes of lattice parameters or trends thereof as
a function of TCNE loading (Figure 5). On the other hand, there are considerable
changes seen for the relative diffraction peak intensities, most notably for the (100)
and (200) reflections which monotonically decrease with increasing TCNE content
in the (TCNE)xM2TTFTB series (Figure 6). This trend can be explained by the
orientation of the helical π-stacks of the TTFTB in M2TTFTB along the crystallo-
graphic c axis and in parallel to the (100) plane. A decrease in reflection intensity
in PXRD corresponds to a lower electron density in that plane (chapter 10) and
correlates well with the increase in TCNE content in (TCNE)xM2TTFTB because
of an increasing degree of TTFTB linker oxidation. Structural distortions causing
relative intensity changes are unlikely in this case since there are no observable
lattice parameter changes with increasing x, which points at relatively strong
chemical interactions between TCNE and the TTFTB linker, this first indication
being substantiated even further by the vibrational analysis of the redox-sensitive
vibrations in TTFTB and TCNE (section 2.3). Similarly strong interactions between
guests and MOFs resulting in continuous diffraction peak intensity changes were
observed in the case of TCNQ@Cu3BTC2, in which case the (111) reflection
intensity increases with increasing TCNQ content.28 This was rationalized by the
increase of electron density within the (111) plane when TCNQ coordinates to
the open metal sites (OMS) of the Cu2 paddle-wheel SBUs in a bridging fashion,
thereby being oriented in the (111) plane of Cu3BTC2 (cf. chapter 4). In contrast
to TCNQ@Cu3BTC2, however, the PXRD patterns of (TCNE)xM2TTFTB show
no additional reflections that might point at symmetry-lowering processes.15,28

Based on this evidence, M2TTFTB is confirmed to not undergo structural changes
upon loading with TCNE, but is subject of strong electronic host-guest interactions.
Importantly, the diffraction intensity changes are generally less pronounced in
(TCNE)xCd2TTFTB than (TCNE)xZn2TTFTB, which serves as a first indication
that the host-guest interactions in the former are less pronounced than in the latter
(Figure 6). These will be also supported by the vibrational spectroscopic analysis
of the MOFs.
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Figure 4. PXRD patterns of (TCNE)xM2TTFTB (Zn: top, Cd: bottom). The blue highlighted area
emphasizes the (100) reflection (and the absence thereof in the Cd-series.
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Figure 5. Cell parameters of (TCNE)xM2TTFTB determined via Pawley profile fits.

2.2.3 TCNE Distribution in M2TTFTB Crystals

Insights on the morphology of M2TTFTB crystals in the presence of TCNE, as well
as the phase homogeneity within individual crystallites are obtained by means of
electron microscopy (chapter 13). In regard to the crystal morphology, scanning
electron microscopy (SEM) images of (TCNE)xM2TTFTB were recorded (chap-
ter 6, Figure 72-83). Upon infiltration of M2TTFTB with TCNE, the hexagonal
morphology of the MOF crystallites remains unchanged. Crystal morphologies
different from the hexagonal structure of M2TTFTB are not observed, this obser-
vation being in line with the phase purity as shown via PXRD. In the next step,
the TCNE distribution in (TCNE)xM2TTFTB is probed using STEM in combina-
tion with energy-dispersive x-ray spectroscopy (EDS). The samples 1, 3, and
5 were chosen as representatives for each of the applied synthesis conditions
(Figure 7-9). Note that the fluorescence yield of low-Z elements, such as C, N,
and O is much lower compared to heavy elements, so the experimental data
does not allow to formulate quantitative statements about the distribution of these
elements. The STEM-EDS maps do not show any significant concentration gra-
dients of the respective elements for all tested samples, pointing at an only little
pronounced diffusion limitation of TCNE in the pores of Zn2TTFTB and its uniform
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Figure 6. Relative reflection intensities of (TCNE)xM2TTFTB.
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(a) (b)

(c) (d)

(e) (f)

Figure 7. (a) dark-field (DF)-STEM images of 1 and EDS mapping of the K lines of elements (b)
C (purple), (c) N (red), (d) O (blue), (e) S (yellow), and (f) Zn (green).
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(a) (b)

(c) (d)

(e) (f)

Figure 8. (a) DF-STEM images of 3 and EDS mapping of the K lines of elements (b) C (purple),
(c) N (red), (d) O (blue), (e) S (yellow), and (f) Zn (green).
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(a) (b)

(c) (d)

(e) (f)

Figure 9. (a) DF-STEM images of 5 and EDS mapping of the K lines of elements (b) C (purple),
(c) N (red), (d) O (blue), (e) S (yellow), and (f) Zn (green).
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distribution throughout the MOF crystals. However, these findings are somewhat
in conflict with CO2 sorption experiments which show smaller equilibration times
of 5 compared to 1 and 3 which translates to a better overall distribution of TCNE
for samples prepared at high temperatures, and thus expectedly better diffusion
of TCNE (vide infra). A likely explanation for this observation lies in the probable
crystallite size in STEM which requires electron-transparent (i.e., thin) samples,
whereas the average particle size of M2TTFTB MOFs ranging from 1–30 µm is
much larger than that. It can be expected that diffusion limitations are more sig-
nificant in bigger crystals and that surface concentrations are higher than bulk
concentration, to some extent. This is probably most pronounced for sample 1
in which the experimentally observed TCNE content deviates the most from the
expected value. Nonetheless, the absence of trends of TCNE distribution with
time and temperature seen in STEM-EDS, the absence of strain effects in the
diffraction patterns, and the almost quantitative loading in all samples points at a
predominantly uniform distribution of guest throughout the MOFs crystals.

2.2.4 Porosity Changes of TCNE-Loaded M2TTFTB

In agreement with the previous analytical data, the BET surface areas of of
(TCNE)xM2TTFTB further support the successful guest incorporation (Figure 10).
Both Zn- and Cd2TTFTB exhibit type I N2 and CO2 adsorption isotherms in
line with their microporosity (cf. chapter 11) and exhibit BET surface areas of
724±1 m2 g−1 and 537±1 m2 g−1, respectively. In contrast, TCNE-infiltrated frame-
works are nonporous for N2, and very long equilibration times are observed for
CO2 in the cases of 1, 3, 5, which suggests some remaining porosity in these
materials. Still, these long equilibration times hindered the measurement of the
whole CO2 sorption isotherm. On the other hand, all Cd-based MOFs remained
nonporous even for CO2, from which is concluded that (TCNE)xM2TTFTB can
be generally considered nonporous with uniform distribution of TCNE within the
frameworks.

2.3 REDOX-SENSITIVE VIBRATIONS AS A PROBE FOR

CHARGE-TRANSFER

By means of FTIR and Raman spectroscopy, it is possible to study the electronic
interactions and CT between TCNE and M2TTFTB due to the sensitivity of the
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Figure 10. Sorption isotherms of (TCNE)xM2TTFTB. Probe gases are shown in the graph titles, the
respective MOFs in the legends. Filled and empty marker branches correspond to the adsorption
and desorption branch, respectively.
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C ––– N and internal C –– C vibrational modes in TCNE and TTFTB to their oxidation
state, respectively.30–34

2.3.1 FTIR of TCNE Species in (TCNE)xM2TTFTB

In full agreement with the previous data, FTIR spectra of (TCNE)xM2TTFTB show
all signals of pristine M2TTFTB, confirming an intact MOF structure after TCNE
incorporation (Figure 11). However, additional signals appear at 2250–2170 cm−1,
1360–1200 cm−1, and 1200–1040 cm−1. The region at 2250–2170 cm−1 is as-
signed to the vibrational modes of the C ––– N group of TCNE, in which the in-
dividual contributions of neutral TCNE0 and the radical-anion TCNE− overlap.
Deconvolution of this broad signal results in five peaks at 2178, 2197, 2214, 2227
and 2245 cm−1, the first three being assigned to TCNE−26,33 and the other two
to TCNE0.26,35 By means of integration of the intensities for each peak, the rel-
ative contribution of TCNE− to the C ––– N signal can be calculated according to
r =

∫
(TCNE−)/

∫
(TCNE0), i.e., a higher r value corresponds to a higher concen-

tration of TCNE− in (TCNE)xM2TTFTB, and thus to a higher degree of CT from
TTFTB to the guest. Comparison of the FTIR spectra of the Zn- and Cd-series
reveal that r is much larger in samples of the former series than in those of the
latter, pointing to a higher reactivity of Zn2TTFTB (Figure 12) towards TCNE than
Cd2TTFTB (Figure 13). The r values of each sample are summarized in Table 2.
Remarkably, a substantial amount of TCNE− is present in 1 with r = 1.92 (en-
try 2.1), which then decreases upon further increasing the loading in 2 (r = 1.36,
entry 2.2). This suggests a certain saturation level of Zn2TTFTB with TCNE at
which CT occurs; if this level is exceeded, the remaining TCNE is not reduced by
TTFTB and contributes to the TCNE0 signal. This may be explained by a reduction
of the electron-donating strength of the TTFTB π-stack when electron-density is
constantly withdrawn from the assembly. Furthermore, Raman analysis shows that
the CT process is accompanied by the formation of electron-accepting TTFTB2+

dications, for which the parent-dication TTF2+ is known for its electron-accepting
properties (vide infra).36,37 Looking at (TCNE)xCd2TTFTB, r is ≈1 in 7 (entry 2.7)
and decreases even further at higher TCNE loadings, analog to the Zn-based
series. This suggests that the previously mentioned saturation level of CT from
Cd2TTFTB to TCNE is significantly lower, resulting in larger TCNE0 contents
of guest-loaded MOFs. Interestingly, consistently lower ratios are observed in
(TCNE)xZn2TTFTB when the samples are kept at 200 °C for 30 d (3: r = 1.44,
entry 2.3) instead of 10 d, and even more so at 300 °C for 30 d (5: r = 1.19, en-
try 2.5). No clear trend was observed for (TCNE)xCd2TTFTB. From these results
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Figure 11. FTIR spectra of (TCNE)xM2TTFTB (Zn: top, Cd: bottom).
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Table 2. Integrals of the fitted FTIR peaks corresponding to TCNE – or TCNE0 and their ratio in
(TCNE)xM2TTFTB.

Entry M No.
∫

TCNE – ∫
TCNE0 r=TCNE – /TCNE0

2.1

Zn

1 28.21 14.66 1.92
2.2 2 24.49 17.99 1.36
2.3 3 27.22 18.91 1.44
2.4 4 21.44 18.95 1.13
2.5 5 23.77 19.99 1.19
2.6 6 20.39 18.79 1.09
2.7

Cd

7 21.39 20.88 1.02
2.8 8 19.32 20.54 0.94
2.9 9 23.44 18.10 1.30
2.10 10 17.38 20.83 0.83

follows that the anticipated CT occurs from TTFTB to TCNE, more pronounced in
the Zn-series compared to the Cd-series.

2.3.2 Raman of TTFTB Species in (TCNE)xM2TTFTB

Proceeding with the TTFTB species, Raman spectroscopy is particularly useful for
the identification of the redox-sensitive symmetric vibrations of the molecule.30,31

In the Raman spectra of pristine M2TTFTB, prominent peaks appear at 1606,
1570, 1550, 1489, 1413 and 516 cm−1 (Figure 14). With respect to CT, the most
relevant are the C –– C stretching modes of the TTF core in TTFTB correspond-
ing to its neutral state, TTFTB0, at 1570 and 1550 cm−1, and the C – S stretch-
ing at 516 cm−1, while the remaining ones can be assigned to benzene C –– C
modes (1606 cm−1) and the carboxyl-related modes (1489 cm−1).38–40. Moreover,
the signal at 1413 cm−1 comes from the C –– C stretching mode of radical-cationic
TTFTB+.31,38 With increasing TCNE content, the bands at 1570 and 1550 cm−1 in
pristine M2TTFTB shift to 1534 and 1509 cm−1 in (TCNE)xZn2TTFTB, matching
well with previous reports of the symmetric C –– C stretching bands of the external
C –– C bonds in TTF+.35 Furthermore, the signal of the internal C –– C stretch of
TTFTB+ at 1413 cm−1 splits into two bands at 1438 and 1393 cm−1 when TCNE
is introduced to Zn2TTFTB. Such a splitting can be ascribed to the formation of
CT vibronic bands as a result of the electronic interaction between the donor and
acceptor, a phenomenon that is also observed in the CT complex TTF-TCNE,
where the equivalent bands are observed at 1453 and 1404 cm−1.35 Consistent
with the FTIR data of (TCNE)xCd2TTFTB and other analytical results, the band at
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Figure 12. Deconvolution of CN stretching peak in FTIR spectra of 1-6 (see titles of subfigures),
showing the experimentally observed (black) and simulated peak (orange), the latter consisting of
the individual contributions P1-5.
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Figure 13. Deconvolution of CN stretching peak in FTIR spectra of 7-10 (see titles of subfigures),
showing the experimentally observed (black) and simulated peak (orange), the latter consisting of
the individual contributions P1-5.
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Figure 14. Raman spectra of (TCNE)xM2TTFTB (Zn: top, Cd: bottom). The wave-like intensities
in the spectrum of Zn2TTFTB from 1650–2500 cm−1 are caused by heating of the sample during
the laser irradiation.
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1438 cm−1 in the Raman spectra of the same series is much less pronounced and
the band at 1404 cm−1 is more intense than in the Zn series, which amounts to a
weaker interaction between the TCNE guest and Cd2TTFTB. Additional signals
were detected at 1340 and 1300 cm−1 that match well with TTFTB2+ based on the
expected wavenumber shift of the signal by ≈100 cm−1 for each oxidation step
from TTF0 to TTF+, and likewise from TTF0 to TTF2+.41 These bands become
more intense with further loading of Zn2TTFTB with TCNE, suggesting that more
TTFTB units get oxidized to the dication. The dication formation is unexpected
since TTF with its strong oxidizing power reacts to form TTF-TCNE that exhibits
only a partial CT with ρ = 0.54, whereas the linkers in M2TTFTB exhibit higher
oxidation potentials relative to TTF, meaning that they should be more difficult to
oxidize as a component of the framework.38 However, the high synthesis tempera-
ture are a likely explanation for the oxidation to the dication, which was shown to be
only a quasi-reversible process in solid-state cyclic voltammetry.38 As previously
mentioned, TTF2+ dications exhibit π-accepting properties that might decrease
the electron-donating ability of TTFTB, and thus to a decreasing r value at higher
TCNE contents in (TCNE)xM2TTFTB when the CT saturation level inherent to
M2TTFTB is reached.36,37 Interestingly, only one report has reported the unusual
TTF+/TTF2+ mixed-valency and the incorporation of TTF2+ in a hybrid organic-
inorganic material,42 while (TCNE)xM2TTFTB is the first material with three-fold
mixed-valency of TTF0/TTF+/TTF2+. In closing, these results show that CT from
TTFTB to TCNE in (TCNE)xM2TTFTB yields mixed-valent host-guest complexes.
Five different species can be observed in the vibrational spectra, namely TTFTB0,
TTFTB+, and TTFTB2+, as well as TCNE0 and TCNE−. Because of the higher
reactivity of Zn2TTFTB, the degree of CT, r, is consistently higher in the respective
series than in Cd2TTFTB.

2.4 INFLUENCE OF THE HOST-GUEST INTERACTIONS ON THE

ELECTRICAL CONDUCTIVITY OF

Electrical conductivity measurements of (TCNE)xM2TTFTB (two-contact pellet
probe, cf. section 9.4) revealed ohmic behavior in the voltage range of −0.1–0.1 V
(chapter 6, Figure 93). The specific conductivities were calculated based on the
slope of the graphs and the geometry of the pellet and plotted against the series
members (Figure 15). Here, the pristine MOFs exhibited electrical conductivities
of 1.34×10−7 and 1.74×10−6 S cm−1 for Zn2TTFTB and Cd2TTFTB, respectively,
which are in general agreement with the trends of the single-crystal electrical con-
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ductivities of Zn2TTFTB (3.95×10−6 S cm−1) and Cd2TTFTB (2.86×10−4 S cm−1).14

Deviations from these values can be explained by intergrain boundary resistances
between crystals in pressed pellets.43 Both MOFs show increasing electrical con-
ductivity upon TCNE infiltration (1: 1×10−5 S cm−1, 7: 7.85×10−6 S cm−1), which re-
main nearly constant at higher loadings (2: 1.17×10−5 S cm−1, 8: 8.12×10−6 S cm−1).
In comparison, the electrical conductivities decrease again for longer reaction
times (3: 2.42×10−6 S cm−1, 9: 2.28×10−6 S cm−1) and even more so at higher
temperature (5: 1.37×10−6 S cm−1). Discrepancies of the electrical conductivity of
samples synthesized at equal conditions but with different TCNE loading amounts
fall in the range of the measurement error influenced by the intergrain boundary
resistances and inconsistent pellet thickness. Generally, increasing the loading
amount of TCNE gives rise to a higher percentage of TCNE0 in the materials
as shown via FTIR, which does not contribute to the doping of the frameworks
and the electrical conductivity. Remarkably, Zn2TTFTB shows much higher re-
sponsiveness to TCNE infiltration compared to Cd2TTFTB, with a nearly 100-fold
higher electrical conductivity for 1 compared to Zn2TTFTB vs. a 4-fold increase for
4 compared to Cd2TTFTB. This is assigned to the higher reactivity of Zn2TTFTB
to TCNE according to vibrational spectroscopy. The Cd-based MOF series also
exhibits TTFTB2+ dications, which implies that other mechanism might influence
their electrical conductivity. Shorter interplanar distances found in single crystals
of Cd2TTFTB14 than in Zn2TTFTB13 that can facilitate the formation of insulating
π-[TTFTB]2+2 dimers within the stack might be one possible explanation.38 Another
could be the potential disorder of the TTFTB units in the MOF linker π-stacks
as indicated by the absence of the (100) reflection in the diffraction patterns of
(TCNE)xCd2TTFTB, thereby reducing electron mobilities. Intriguingly, the electri-
cal conductivities of the materials studied here are much larger than those of the
CT complex TTF-TCNE mentioned in the introduction of this chapter. The striking
difference between TTF-TCNE and (TCNE)xM2TTFTB is that the connectivity of
the MOF fixes the linkers in M2TTFTB in π-stacks of short interplanar distances
that do not allow intercalation of TCNE between the planes. Therefore, TCNE can
only diffuse into the pores that are aligned in parallel to the TTFTB π-stacks, and
the resulting segregation of donor and acceptor radicals gives rise to an increase
of electrical conductivity.
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Figure 15. Summary of the electrical conductivities.

2.5 CONCLUSION

In conclusion, (TCNE)xM2TTFTB is obtained via VPI of M2TTFTB with stoichio-
metric amounts of TCNE. The resulting host-guest complexes are crystalline and
exhibit a uniform distribution of TCNE throughout the crystals. Vibrational spec-
troscopy shows the formation of several species in these host-guest complexes,
including neutral TCNE0 and the corresponding radical-anion TCNE−, as well
as neutral TTFTB0, and the corresponding radical-cation TTFTB+ and dication
TTFTB2+. The ratio of TCNE− and TCNE0, r, is highest at low loadings of TCNE
and for samples synthesized at comparatively low reaction temperature and time
(i.e., 200 °C, 10 d). For higher x, or samples synthesized at higher temperatures
and longer reaction times, this ratio decreases. It turned out that r is an important
measure for the electrical conductivity changes of (TCNE)xM2TTFTB since sam-
ples of high r showed the strongest electrical conductivity changes, and samples
that exceeded the CT saturation limit and contained more TCNE0 lead to only
small differences. Remarkably, Zn2TTFTB is much more reactive toward TCNE
than Cd2TTFTB and 1 exhibits high concentrations of TCNE− with a concomi-
tant increase of the electrical conductivity by two orders of magnitude, whereas
TCNE− concentrations are much lower in Cd2TTFTB, with almost unaltered mate-
rial properties after the infiltration with TCNE in effect. This work illustrates how an
in-depth analysis of vibrational spectroscopic data of (TCNE)xM2TTFTB explains
electrical conductivity trends dependent on x and the nature of the metal cation,
and how host-guest interactions in MOFs with non-innocent guest molecules,
and in consequence their physical property changes, can be rationalized and
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tuned. However, the reasons for the nonlinear CT behavior with higher loadings
and electron-donor strength of the MOFs are still unknown. Here, computational
studies on the electronic structure of these MOFs and their interaction with TCNE
may give further insights into the complex CT processes and their origins.
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3.1 INTRODUCTION

The discovery of metallic electrical conductivity in the CT complex TTF-TCNQ
marks a milestone in the development of electrically active materials beyond
the scope of purely inorganic solids.19,44 As mentioned in Chapter 2, the partial
degree of CT from TTF to TCNQ leads to the formation of segregated stacks of
mixed-valent donor and acceptor species that are arranged along one dimension.
Consequently, the electrical conductivity was found to be strongly anisotropic, with
maximum values observed along the π-stacking direction of the planar molecules
in which the intrastack, intermolecular orbital overlap is much more pronounced as
opposed to the interstack electronic interactions.16,17,24 However, one-dimensional
systems like TTF-TCNQ are prone to undergo a Peierls transition in which the band
formed by the electronic interaction of equidistant members in a one-dimensional
chain is perturbed by the dimerization of units at lower temperatures.45 As a result,
the electronic delocalization vanishes due to the formed energy gaps, leading to a
metal-to-insulator transition below a certain critical temperature.46 By increasing
the extent of the intermolecular overlap within the π-stacks, the dimerization of
units during the Peierls transition is energetically less favored than maintaining
a delocalized electronic band and a metal-to-insulator transition occurs either
at lower temperatures or not at all. One way of increasing the intermolecular
overlap is using selenium- or tellurium-based donors, of which the orbitals are
more diffuse compared to sulfur and allow more extensive intermolecular orbital
interactions within the π-stack and between those.47,48 For example, the donors
TSF49 and tetratellurafulvalene (TTeF)50,51 form CT complexes with TCNQ; while

33
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(a) (b)

Figure 16. Crystal structure and stacking geometry of donors and acceptors in TTeF-TCNQ.

X

X

X

X

HO2C

HO2C

CO2H

CO2H

Figure 17. Proposed linkers H4TSFTB and H4TTeFTB (X = Se, Te).

TSF-TCNQ49 is isomorphous to TTF-TCNQ, the even heavier chalcogen-homolog
TTeF-TCNQ48 contains segregated π-stacks of donors and acceptors, with the
significant difference of additional close chalcogen-chalcogen contacts between
the TTeF-stacks (Figure 16). Accordingly, the electrical conductivities of these
salts of 800 and 2200 S cm−1, respectively, are much larger than in TTF-TCNQ,
and the metal-to-insulator transition temperature drops within the series from 59 K
(S) to 40 K (Se) to 2 K (Te).48

In the quest of electrically conductive MOFs, π-stacking of redox-active donors was
shown to be a successful strategy to impart electrical conductivity on these mate-
rials while maintaining their porosity at the same time.9 In Chapter 2, M2TTFTB
was introduced as the benchmark example for how organic motifs like TTF that
are well-studied in electrically conductive CT salts can give rise to new hybrid ma-
terials with interesting electrical properties, albeit limited to semiconductivity so far.
Inspired by the improved metallic character of CT salts based on heavy chalcogen
analogs of TTF, one can envision that MOFs based on these analogs may show
even higher electrical conductivities. More specifically, a potential isostructural
series of M2tetraselenafulvalene tetrabenzoate (TSFTB) or M2tetratellurafulvalene
tetrabenzoate (TTeFTB) (or other structures with π-interactions between the link-
ers) would be interesting examples for the systematic study of the chalcogen
effect on the electrical conductivity within the scope of MOFs (Figure 17).
After screening of the available literature on these donors, it is not surprising that
systems based on TSF and especially TTeF neither have found as much use
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in the preparation of CT complexes, nor have ever been used in the construc-
tion of MOFs. Unlike TTF, the synthetic accessibility of TSF or TTeF and their
derivatization is limited to a few chemical transformations and even fewer building
blocks to use for their construction.52,53 Focusing on TSF, its first synthesis was
based on the cyclization reaction of sodium acetylide with selenium and carbon
diselenide, CSe2, to form 1,3-diselenole-2-selenone in a yield of 15–20%, which is
then homo coupled with triphenylphosphine, PPh3, to obtain TSF with a 70–80%
yield (Scheme 1).49

Se

Se

Se
Na

Se, CSe2 PPh3

Se

Se

Se

Se

Scheme 1. First reported synthesis of TSF.

Alternatively, 1,3-diselenolane-2-selenone can be converted to the corresponding
diester 4,5-dicarbomethoxy-1,3-diselenole-2-selenone by the action of dimethyl
acetylenedicarboxylate (DMAD), which is then homo coupled with PPh3 and fi-
nally decarboxylated using lithium bromide in hexamethylphosphoramide (HMPA)
(Scheme 2).54
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PPh3
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Se

Se

Se
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Br CSe2
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CO2Me

CO2Me
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Se
Se

MeO2C

MeO2C

MeO2C

MeO2C

CO2Me

CO2Me

LiBr

(HMPA) Se

Se

Se

Se

Scheme 2. Alternative synthesis of TSF based on CSe2.

Generally, synthetic procedures using CSe2 are often limited to a few steps, for
the central, five-membered building block containing a 1,3-diselenole-2-selenone
unit is easily obtained as shown above. However, synthesis of CSe2 involves
a complicated thermolysis of elemental selenium in a dichloromethane (DCM)
atmosphere at 550 °C, and the compound is unstable and extremely toxic.55 There-
fore, preparations of TSF and its derivatives are often focused on substitution on
CSe2 with less toxic selenium reagents. For example, the more recent synthesis
strategy of parent TSF involves the intermediate 2-methylene-1,3-diselenole (or
diselenafulvene) which is oxidized by iodine in the presence of an amine base
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such as morpholine to TSF, following an unknown reaction mechanism.56,57 Dise-
lenafulvene, originally obtained by the oxidation of acetaldehyde semicarbazone
with selenium dioxide, SeO2, to 1,2,3-selenadiazole58 and subsequent nitrogen
abstraction and dimerization in the presence of potassium tert-butoxide,56 was
also reported to be accessible in one step by a selenium insertion into the carbon-
sodium bond of sodium acetylide and subsequent dimerization of the obtained
selenole in methanol (Scheme 3).57

Se
Na

MeOH

N

N

Se

KOtBu

SeO2

H2N

O

N
H

N

Se

Se I2

N
H

O Se

Se

Se

Se

Scheme 3. New synthesis routes of TSF from diselenafulvene.

This reactivity can be also exploited in the synthesis of disubstituted tetraselena-
fulvalenes, for example in the synthesis of an E/Z -mixture of diphenyltetraselena-
fulvalene from 2-methylene-4-phenyl-1,3-diselenole, but tetrasubstituted TSF is
not accessible (Scheme 4).59

Se

Se I2

N
H

O Se

Se

Se

Se

Ph Ph

Ph

Scheme 4. Synthesis of E/Z -diphenyltetraselenafulvalene.

As for the preparation of functionalized TSF, the synthesis of tetramethyltetrase-
lenafulvalene (TMTSF), for example, avoids the use of CSe2 by employing se-
lenoureas for SN2-like reactions with substituted α-bromoketones, which are
subsequently cyclisized in concentrated sulfuric acid, then converted to the cor-
responding selenones by action of hydrogen selenide, H2Se, and finally homo
coupled with trialkyl phosphites, P(OR)3 (R = Me, Et) to obtain the tetrasubstituted
tetraselenafulvalenes (Scheme 5).60–63 H2Se is synthetically much more acces-
sible compared to CSe2 but poses similar health hazards due to its toxicity, and
thus it was soon replaced with NaHSe generated in situ from the reduction of
selenium with sodium borohydride, NaBH4 (Scheme 5).64
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Scheme 5. CSe2-free synthesis of tetrasubstituted tetraselenafulvalenes.

To the best of the author’s knowledge, the chemistry shown in Scheme 4 and
5 is the only example in the literature that yield TSF molecules with aromatic
substituents that are not fused to the TSF core.
The "titanocene-route" is another strategy of synthesizing functionalized TSF.52 El-
emental selenium can be reduced with lithium triethylborohydride to obtain lithium
pentaselenide, Li2Se5, which can be quenched with titanocene dichloride to ob-
tain the stable titanocene pentaselenide and then converted to the corresponding
4,5-dicarbomethoxy-1,3-diselenole-2-titanocene using electrophilic DMAD in a
Diels-Alder-like reaction (Scheme 6).65,66 These titanocene complexes serve as
masked 1,3-diselenolates which can be trapped with electrophilic reagents such as
thiophosgene to obtain the corresponding 1,3-diselenole-2-thione (Scheme 6).66

Se

LiBEt3H

Cp2TiCl2
Cp2Ti

Se Se

Se

SeSe MeO2C CO2Me

Se
Cp2Ti

Se CO2Me

CO2Me Se

Se CO2Me

CO2Me

S
Cl

S

Cl

Scheme 6. Titanocene-route to 4,5-dicarbomethoxy-1,3-diselenole-2-thione.

However, when this 1,3-diselenole-2-thione with electron-withdrawing substituents
is homo coupled using trialkyl phosphites, a "chalcogen-scrambling" occurs in
which triselenathiafulvalenes are observed as the only products.67,68 In order
to keep the 1,3-diselenole functionality during the coupling reaction, a prior
conversion of the 2-thiones to the 2-ones with mercuric acetate, Hg(OAc)2, is
necessary.52,69

1,3-Diselenoles can be also synthesized via a deprotonation of acidic protons,
subsequent selenium insertion into the carbon-metal bond, and trapping of the
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intermediate with titanocene dichloride.70 After phosgenation with triphosgene
and homo coupling with triethylphosphite, bis(ethylenedithio)tetraselenafulvalene
(BEDT-TSF) can be obtained (Scheme 7).

S

S LDA

Se S

S SeLi

SeLi S

S

Se
TiCp2

SeCp2TiCl2 O O

O Cl
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Scheme 7. Synthesis of BEDT-TSF.

Similarly, selenium insertion can also occur into lithiated species obtained by a
bromine-lithium exchange, where complexation with titanocene dichloride serves
as a purification and isolation step of the reactive intermediate (Scheme 8).71,72
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Scheme 8. Titanocene complexes as intermediates for the synthesis of mixed tetrachalcogenaful-
valenes.

In addition, the previously introduced selenadiazoles are also useful precursors
for the synthesis of functionalized tetraselenafulvalenes.73,74 Serving as masked
nucleophilic selenolates, they can be converted with titanocene dichloride and
subsequent quenching with thiophosgene to the corresponding 1,3-diselenole-2-
thiones (Scheme 9),73 or directly with CSe2 to 1,3-diselenole-2-selenones, as in
the synthesis of dibenzotetraselenafulvalene (Scheme 10).74

N
N

Se Cp2TiSe5

Se
TiCp2

Se Cl Cl
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Scheme 9. Titanocene complexes obtained from selenadiazoles.
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Scheme 10. Synthesis of dibenzotetraselenafulvalene.

The protons of TSF are sufficiently acidic for deprotonation with amide bases such
as lithium diisopropylamide (LDA), which is particularly useful for the synthesis of
tetrasubstituted TSF directly from the parent molecule.57,75–77 The tetralithiotetrase-
lenafulvalene intermediate is most often converted with disulfides or diselenides
to obtain the corresponding tetrasubstituted alkyl- or arylthio- or selenoethers,
but other electrophiles such as chloroformate or CO2 were reported, as well
(Scheme 11).75

Se

Se

Se

Se

LDA

S
S

Se

Se

Se

SeS

S S

S

0 °C, 1 h
(THF)

Scheme 11. Tetralithiation of TSF and quenching with dimethyl disulfide.

Looking beyond the scope of simple electrophiles, this reactivity opens up the
possibility for the functionalization of TSF with more complex electrophiles such
as aromatic halides which require transition-metal catalysis. For instance, the
lithiated species could potentially be transmetalated with metals such as zinc or
tin that are useful in Negishi or Stille couplings.78–80 This would present the key
synthetic transformation to tetra-aryl-substituted TSFs which are of interest for
the preparation of new MOFs isostructural to M2TTFTB. Interestingly, no cross
coupling reactions have been reported yet for TSF. The only available report for
a transition-metal catalyzed coupling reaction of TSF is the homo coupling of
mono-stannylated TSF in the presence of stoichiometric amounts of Pd(OAc)2 or
Cu(NO3)2 ·3 H2O to bi-TSF (Scheme 12).81
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Scheme 12. Homo coupling of stannylated TSF to bi-TSF.

Due to the stability of tetralithiotetraselenafulvalene, transmetalation of the tetrali-
thio species with zinc salts that may yield the corresponding zincated reagent
accessible to Negishi couplings seems plausible. Similar Negishi coupling reac-
tion conditions were already established for zincated TTF species.82 Therefore,
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Negishi coupling of zincated TSF appears to be a reasonable strategy for the
preparation of tetrasubstituted aryl-TSFs (Scheme 13).
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Scheme 13. Proposed direct arylation of zincated TSF using Pd catalyzed Negishi coupling.

On the other hand, a potential transition-metal catalyzed direct arylation of TSF
would proceed without the use of pre-functionalization and yield the desired tetra-
substituted compounds in a one-step reaction.83–85 The analogous direct arylation
reaction of TTF yielded tetrasubstituted aryl-TTFs in high yield.86 Therefore, direct
arylation of TSF under similar reaction conditions to obtain arylated TSFs seems
like a very promising strategy (Scheme 14).
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Scheme 14. Proposed direct arylation of TSF using Pd catalysis.

The following chapter presents the author’s efforts to synthesize tetra-arylated
TSFs. Beginning with a critical discussion on the available modern synthetic routes
to parent TSF, which are not straightforward, the following section will cover the
attempted direct arylation of TSF. TTF can be arylated directly in high yield with
aryl bromides in the presence of Cs2CO3 as base, and tri-tert-butylphosphonium
tetrafluoroborate, PtBu3 ·HBF4 and Pd(OAc)2 as the catalyst, using tetrahydrofu-
ran (THF) or dioxane as solvent.86 These results were a strong indicator that TSF
might exhibit similar reactivity, for the chemistry of TTF and TSF is usually quite
similar. Various catalysts, bases, additives, and reaction conditions were tested,
and the results will be discussed in the following. After this, coupling reactions of
functionalized TSF were examined. Two routes were considered as most promis-
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ing: the first route was tetralithiation of TSF with subsequent transmetalation with
zinc salts, followed by reaction with an aryl halide in the presence of a catalyst.
The second route was desulfitative Liebeskind-Srogl type coupling reactions which
make use of thio- and selenoethers as leaving groups during the oxidative addition
of a catalyst into a comparatively weak C – S or C – Se bond, using zincated or
boronated compounds as transmetalation reagents.87–90 As previously mentioned,
the tetrasubstituted thio- and selenoethers of TSF are readily available by tetralithi-
ation and subsequent quenching with disulfides and diselenides, respectively.
Next, various functionalizations of parent TSF were tested. In the last section,
efforts to synthesize functionalized TSF in a "bottom-up" approach, i.e., attach-
ing aryl groups to a 1,3-diselenole containing heterocycle without the need to
synthesize parent TSF will be summarized and discussed.

3.2 SYNTHESIS OF TETRASELENAFULVALENE

The precursor of TSF, 2-methylene-1,3-diselenole or diselenafulvene, can be
synthesized in a one-pot procedure from action of sodium acetylide with elemental
selenium at −78–0 °C, followed by a hydrolysis in methanol (Scheme 3).57 Gram-
scale yields of ≈25% were reported to be possible. Originally, diselenafulvene
was obtained by the reaction of 1,2,3-selenadiazole with potassium tert-butoxide,
which probably leads to the formation of an acetylenic selenolate that is able
to dimerize after protonation.56,57 The same reaction intermediate can also be
obtained via a selenium insertion into the carbon-sodium bond of sodium acetylide.
However, when the synthesis starting from sodium acetylide is reproduced follow-
ing the same reaction conditions, TSF is only obtained in a yield of 2% at best
(for more experimental details, Chapter 6). In comparison, if diselenafulvene is
synthesized via the semicarbazone route (Scheme 3) and then converted to TSF
with iodine/morpholine, acceptable gram-scale yields of 12% are obtained. Hence,
it is likely that the purity of isolated diselenafulvene differs strongly between the
two routes, and thus is responsible for the worse yields in the one-step reaction.
The semicarbazone route employs SeO2 as the selenium source for the prepa-
ration of 1,2,3-selenadiazole and the product is distilled prior to the next step.
Then, pure diselenafulvene is afforded after the reaction of the selenadiazole with
KOtBu and crystallizes as big off-white platelets. On the other hand, selenium
insertion into sodium acetylide is performed at 0 °C yielding a brown mixture,
and hydrolysis of the reaction intermediates and work-up of the reaction gives
a red-brown solid. Although not identified, it seems plausible that the colored
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side products either correspond to a low purity of diselenafulvene which in turn
results in an overall low yield of TSF in the following step, or they inhibit the
following coupling reaction. Typical for selenium chemistry, brown colors often in-
dicate the presence of polyselenide species, whereas fully reduced selenides are
colorless.91 Likewise, a quantitative insertion of selenium into sodium acetylide
should also result in colorless solutions of sodium organoselenides. It seems
plausible that the nucleophilicity of sodium acetylide is insufficient to cleave all
Se – Se bonds of the polymeric chains in black selenium, and that the reaction
intermediates consist of a large amount of acetylene substituted polyselenides,
HC ––– C – (Se)n – Se– (n ≥ 1). After hydrolysis, the red-brown organic solution
would then contain diselenafulvene as the dimerization product of acetylene se-
lenol, but also other polyselenols which would not dimerize or yield big selenium
heterocycles containing Se – Se bonds. Furthermore, selenols are prone to un-
dergo aerobic oxidation, further underlying the instability of such compounds.92

This may also serve as an explanation for the extensive decomposition observed
during the work-up of the reaction concomitant with a coating of all glassware
with what was most likely red selenium, even at lower temperatures. Although
diselenafulvene was reported to be light-sensitive and only stable for two weeks
even at low temperature under an inert atmosphere,56 the compound turned out
to be rather moderately temperature sensitive and storage at −32 °C did not affect
the quality of the product even after a period of months when synthesized via
the semicarbazone route. Thus, the decomposition of products obtained via the
sodium acetylide route are most likely caused by the unwanted polyselenide
side products. A possible way to avoid the formation of these side products and
increase the yield and purity of diselenafulvene could be the use of red selenium,
which consists of small selenium rings and is more reactive than black or gray
selenium, or by performing the selenium insertion into sodium acetylide at more
forcing reflux conditions under an inert atmosphere until colorless solutions are
observed. Nevertheless, the semicarbazone route was chosen for the synthesis
of TSF during the course of this project, for it was more reliable and gave better
yields of the final product.
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3.3 DIRECT ARYLATION

3.3.1 Palladium Catalysis

As previously mentioned, the chemistry of TTF and TSF is usually quite similar, so
a direct arylation of TSF which employs the same reaction conditions of the direct
arylation of TTF seemed highly promising to obtain the desired tetra-arylated
TSFs. However, an analogous reaction of TSF with ethyl 4-bromobenzoate in THF
showed only very little conversion of TSF (Table 3, Entry 3.1). In contrast, the
same reaction in dioxane showed full conversion of TSF (Entry 3.3) and trace
amounts of mono- and disubstituted products were observed via liquid injection
field desorption ionization (LIFDI)-MS (cf. Chapter 15), but the main product was
identified as bis(4-ethoxycarbonylphenyl) selenide via NMR (Scheme 15, for more
information on NMR cf. Chapter 14).93

Se

Se

Se

Se

Pd(OAc)2

PtBu3
.HBF4

Cs2CO3

CO2Et

Br
Se

EtO2C CO2Et

Scheme 15. Conversion of TSF to diaryl selenide at direct arylation reaction conditions.

A total destruction of TSF and conversion to the same diaryl selenide was also
observed in other dipolar-aprotic solvents such as N,N-dimethyl formamide (DMF)
(Entry 3.4). Changing the phosphine ligand to 2,2’-bis(diphenylphosphino)-1,1’-
binaphthyl (BINAP) had no effect on the selectivity of the reaction (Entry 3.5).
Weaker bases such as K2CO3 or KOAc resulted in no reaction (Entries 3.6,
3.11), as did the replacement of the phosphine ligand with less electron-rich
PPh3 (Entry 3.7). N-heterocyclic carbene complexes of palladium like 1,3-bis-
(2,6-diisopropylphenyl)imidazol-2-ylidene(3-chloropyridyl)palladium(II) dichloride
(PEPPSI-IPr) did not catalyze the reaction at all (Entry 3.8). In highly dipolar-
aprotic DMF, the conversion of TSF to diaryl selenide proceeded even without any
phosphine ligand at higher temperatures when ethyl 4-bromobenzoate was used
(Entry 3.9), whereas little conversion was observed for the analogous aryl iodide
(Entry 3.10). Adding CuI did not improve the selectivity (Entries 3.12, 3.13).
A possible explanation for the differences in reactivity between TTF and TSF is the
weaker C – Se bond strength compared to C – S, which facilitates bond cleavage
by means of either oxidative addition to an electron-rich metal atom or by Lewis
acid assisted nucleophilic attack of basic species at electrophilic selenium. The
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Table 3. Attempted Pd-catalyzed direct arylation of TSF with ethyl 4-bromobenzoate. a45 mol%.
b60 mol%. c120 mol%. dethyl 4-iodobenzoate was used. e30 mol%.

Se

Se

Se

Se

CO2Et

Br

Se

Se

Se

Se

EtO2C

EtO2C CO2Et

CO2Et

catalyst (30 mol%)
ligand (90 mol%)

base (6 eq.)

(T / °C), 24 h
(solvent)

+

(6 eq.)

Entry Catalyst Ligand Base Additive Solvent
T

(°C)
Conv.
(%)

Yield
(%)

3.1 Pd(OAc)2 PtBu3 ·HBF4 Cs2CO3 THF 80 little trace
3.2 Pd(OAc)2 PtBu3 ·HBF4 Cs2CO3 PhMe 110 little trace
3.3 Pd(OAc)2 PtBu3 ·HBF4 Cs2CO3 dioxane 110 full trace
3.4 Pd(OAc)2 PtBu3 ·HBF4 Cs2CO3 DMF 110 full trace
3.5 Pd(OAc)2 BINAPa Cs2CO3 DMF 110 full trace
3.6 Pd(OAc)2 PtBu3 ·HBF4 K2CO3

tBuCO2Hb THF 110 little 0
3.7 Pd(OAc)2 PPh3

c Cs2CO3 dioxane 110 little 0
3.8 PEPPSI-IPr PtBu3 ·HBF4 Cs2CO3 dioxane 110 0 0
3.9 Pd(OAc)2 Cs2CO3 DMF 150 full trace
3.10 Pd(OAc)2 Cs2CO3 DMF 120 little 0d

3.11 Pd(OAc)2 KOAc DMF 150 little 0
3.12 Pd(OAc)2 Cs2CO3 CuIe DMF 150 full 0
3.13 Pd(OAc)2 Cs2CO3 CuIe DMF 150 full 0d

latter seems more reasonable, for diaryl selenides are often synthesized from aryl
halides and various selenium sources such as elemental selenium or potassium
selenocyanate, using copper salts as catalysts, carbonates or hydroxides as
bases, in polar solvents such as DMF, dimethyl sulfoxide (DMSO), or water.94–98

Based on this, several key aspects can be identified that need to be addressed
for increasing the selectivity of the reaction towards the direct arylation of TSF.
A possible oxidative addition of the C – Se bond that opens the heterocyclic ring
should be avoided by employing less electron rich metals in higher oxidation
states. The base needs to be strong enough to abstract the acidic protons of
TSF, whereas excess basicity would favor nucleophilic attack at selenium and ring
opening. Oxidative addition of the carbon-halide bond in the aromatic coupling
partner should proceed at mild conditions.

3.3.2 Copper Catalysis

Copper catalyzed direct arylation are often performed for heterocyclic substrates
with acidic protons.99–101 The initial hint that copper might be catalytically active
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in the direct arylation of TSF was the observation that TSF was fully converted
when Pd(OAc)2 was used without any ligand, although only the corresponding
diaryl selenide was formed (Entry 3.9). By replacing Pd(OAc)2 with CuI, the selec-
tivity of the reaction could potentially be shifted more towards the direct arylation.
Similarly to Pd catalysis, no reaction was observed in dioxane as solvent (Table 4,
Entry 4.1). Interestingly, full conversion was observed when PPh3 was added
to the reaction, but it led to the full destruction of the molecule, even without
formation of the diaryl selenide (Entry 4.8). When the solvent and temperature
were changed to DMF and 130 °C, respectively, NMR revealed the presence of a
new species which causes signals of aromatic protons at 7.23 and 7.87 ppm in
CDCl3, both doublets with coupling constants of 8.3 Hz (Figure 18, purple). Due
to the chemical similarity between TSFTB and TTFTB, and the latter causing
NMR doublet signals of its aromatic protons at 7.26 and 7.91 ppm, it is very likely
that the proton chemical shifts of TSFTB are found at similar positions since the
distance between substituent protons and core chalcogen atoms is too large to
inflict greater deshielding. Besides ethyl 4-iodobenzoate (Figure 18, yellow) and
bis(4-ethoxycarbonylphenyl) selenide (green), another species is detected with
doublets of aromatic protons at 7.60 and 8.04 ppm and coupling constants of
8.4 Hz (turquoise), of which the structure could not be identified. Separation of
the compound of interest via column chromatography proved to be somewhat
difficult, but a brown solid was finally obtained in a yield of 10% which showed
only the expected NMR signals at 7.87 ppm (d, 3J = 8.3 Hz, 8 H), 7.23 ppm (d, 3J

= 8.3 Hz, 8 H), 4.34 ppm (q, 3J = 7.1 Hz, 8 H), and 1.37 ppm (t, 3J = 7.1 Hz, 12 H)
(Figure 19) and was identified as Et4TSFTB using LIFDI-MS (Figure 20).
Variation of the reaction conditions were conducted to further increase the selec-
tivity towards direct arylation. Bases stronger than Cs2CO3, such as K3PO4 or
LiOtBu, led to the full destruction of TSF and isolation of an uncharacterizable
slurry (Entries 4.6, 4.12), while other alkali carbonates or CsOAc were ineffective
(Entries 4.9–4.13). The initial choice of CuI turned out to be the optimal catalyst
because other copper sources such as copper powder or CuOAc were either
too reactive (Entries 4.18, 4.21) or gave more side products like CuCl and CuBr
(Entries 4.19, 4.20). Choosing the right reaction temperature is important since
no reaction occurs below 90 °C (Entries 4.16, 4.24), whereas at 150 °C only di-
aryl selenide is formed (Entry 4.25). NMR yields of the product are significantly
increased when the reaction is performed at 110 °C (Figure 21, green) and even
more at 100 °C (Figure 21, orange). This observation is in line with the previous
assumption that more forcing conditions lead to ring opening and subsequent
side product formation. Unfortunately, it was impossible to separate the product
from an unidentified side product with signals of aromatic protons at 8.02 and
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Table 4. Cu-catalyzed direct arylation of TSF with ethyl 4-iodobenzoate. a12 eq. b40 mol%. cNMR
yield. dethyl 4-bromobenzoate was used. ebased on NMR, less side product detected. fworse than
CuI, more side products. g1 g scale, incomplete conversion to tetra-substituted TSF, tri-substituted
was detected as major, inseparable product.

Se

Se

Se

Se

CO2Et

I

Se

Se

Se

Se

EtO2C

EtO2C CO2Et

CO2Et

catalyst (10 mol%)
ligand (10 mol%)

base (6 eq.)

(T / °C), 24 h
(solvent)

+

Entry Catalyst Ligand Base Solvent
T

(°C)
Conversion

(%)
Yield
(%)

4.1 CuI Cs2CO3 dioxane 100 0 0
4.2 CuI Cs2CO3 DMF 130 full 10
4.3 CuI Cs2CO3

a DMF 130 full 0
4.4 CuIb Cs2CO3 DMF 130 full 10c

4.5 CuI Cs2CO3 DMF 150 full 0d

4.6 CuI K3PO4 DMF 130 full 0
4.7 CuI PPh3 Cs2CO3 DMF 130 full 0
4.8 CuI PPh3 Cs2CO3 dioxane 140 full 0
4.9 CuI Li2CO3 DMF 140 little 0
4.10 CuI Na2CO3 DMF 140 little 0
4.11 CuI K2CO3 DMF 140 little 0
4.12 CuI LiOtBu DMF 140 full 0
4.13 CuI CsOAc DMF 130 0 0
4.14 CuI CsOAc MeCN 110 0 0
4.15 CuI Cs2CO3 DMF 25 0 0
4.16 CuI Cs2CO3 DMF 80 0 0
4.17 CuI Cs2CO3 DMF 110 full 10e

4.18 Cu Cs2CO3 DMF 130 full 0f

4.19 CuCl Cs2CO3 DMF 130 full littlef

4.20 CuBr Cs2CO3 DMF 130 full littlef

4.21 CuOAc Cs2CO3 DMF 130 full 0
4.22 CuI Cs2CO3 DMF 130 full 10g

4.23 CuI Cs2CO3 DMF 100 full 10
4.24 CuI Cs2CO3 DMF 90 little trace
4.25 CuI Cs2CO3 DMF 150 full 0
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Chemical Shift / ppm

7.27.37.47.57.67.77.87.98.08.1

Figure 18. NMR spectrum of the crude product obtained after Cu-catalyzed direct arylation of
TSF with ethyl 4-iodobenzoate.
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Figure 19. NMR spectrum of Et4TSFTB.
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Figure 20. LIFDI-MS of Et4TSFTB (purple) and simulated pattern (orange).

7.157.257.357.457.557.657.757.857.958.058.15
Chemical Shift / ppm

Figure 21. NMR spectra of the crude products obtained after Cu-catalyzed direct arylation of TSF
with ethyl 4-iodobenzoate at 130 °C (blue), 110 °C (green), and 100 °C (orange).
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Figure 22. LIFDI-MS of tri-arylated TSF (purple) and simulated (orange).

7.45 ppm via column chromatography due to their equal retention times, which
could be undersubstituted arylated TSFs, pointing at an incomplete reaction at
these lower temperatures. Furthermore, upscaling of the synthesis at 130 °C to a
1 g scale led to similar problems where the incomplete reaction gave mixtures of
the product and the presumably undersubstituted TSFs mentioned above. This is
further supported by a LIFDI-MS analysis of the product where only tri-substituted
TSF was observed (Figure 22).
In summary, simple CuI can catalyze the direct arylation of TSF with aryl iodides
without the need of additional ligands, thereby presenting the first cross coupling
reaction using TSF as substrate in general. The reaction temperature and time is
the most important handle to drive the selectivity towards arylation and suppress
the competing ring opening carbon-selenium coupling. Although this route is suc-
cessful in producing arylated TSFs, other synthetic routes that could potentially
produce arylation products more selectively without diaryl selenide formation and
in higher yield were also examined and will be discussed in the next section.
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3.4 CROSS COUPLING OF FUNCTIONALIZED

TETRASELENAFULVALENE

3.4.1 Negishi Coupling

The Negishi coupling is an often used and mild cross coupling reaction for a broad
variety of substrates.102–104 Like most cross coupling reactions, it is based on
the oxidative addition of a palladium catalyst to a weak carbon-halide bond of
an aromatic substrate, using aryl zinc reagents for transmetalation and transfer
of the coupling agent to the palladium catalyst prior to reductive elimination of
the desired product. Aryl zinc reagent are often prepared via the transmetalation
of lithiated organic species with zinc salts.105,106 Tetralithiotetraselenafulvalene
is obtained by fourfold deprotonation of TSF with LDA and can be quenched by
electrophiles such as disulfides or diselenides to produce the tetrachalcogenated
TSFs.75 Since this intermediate is stable, it should be possible to transmetalate
the carbon-lithium bonds with zinc salts to obtain the tetrazincated TSF species,
which in turn could be useful for Negishi coupling reactions with aryl halides.
Negishi couplings were performed on monozincated TTF,82 so applying the same
conditions to TSF seemed promising. However, no conversion was observed
when Pd(PPh3)4 was used as the catalyst at RT as was reported for TTF (Table 5,
Entry 5.1).82 Equally ineffective were using PEPPSI-IPr or Pd(dibenzylideneacet-
one (dba))2 in combination with 2-dicyclohexylphosphino-2’-(N,N-dimethylamin-
o)biphenyl (DavePhos) (Entries 5.2–5.4). Only by increasing the temperature to
100 °C full conversion of TSF was observed but no products were formed, most
likely due to decomposition of the metalated TSF at higher temperature (Entry 5.5).
Using the strong kinetic bases 2,2,6,6-tetramethylpiperidinylmagnesium chloride
lithium chloride (TMPMgCl ·LiCl)107 and 2,2,6,6-tetramethylpiperidinylzinc chlo-
ride lithium chloride (TMPZnCl ·LiCl),108 which allow the facile and regioselective
deprotonation of (hetero-)aromatics, had no beneficial effect (Entries 5.9–5.11). A
possible explanation for the lack of reactivity may be a poor rate of transmetalation
of the tetrazincated (or lithiated) TSF species to oxidatively added aryl halide
at palladium, or inhibited reductive elimination of the arylated product. Another
reason may be the high charge on the tetrametalated TSF, for cross coupling
reactions with multiple metalated substituents are rare.109 Hence, the Negishi
coupling strategy of metalated TSF was dismissed.
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Table 5. Attempted Pd-catalyzed Negishi coupling of zincated TSF with ethyl 4-iodobenzoate. aNo
ZnCl2. bMgCl2 used instead of ZnCl2. c1-methyl-2-pyrrolidone (NMP). d50 mol%. e10 mol%. f4 eq.
gtri-(2-furyl)phosphine (tfp). haddition at 0 °C. iaddition at RT. jethyl 4-bromobenzoate was used.

Se

Se

Se

Se

CO2Et

I

Se

Se

Se

Se

EtO2C

EtO2C CO2Et

CO2Et

catalyst (20 mol%)

ligand (60 mol%)

base (4.2 eq.)

ZnCl2 (4.3 eq.)

(T / °C), 24 h
(solvent)

+

Entry Catalyst Ligand Base Additive Solvent
T

(°C)
Conv.
(%)

Yield
(%)

5.1 Pd(PPh3)4 LDA THF RT 0 0
5.2 PEPPSI-IPr LDA THF RT 0 0
5.3 PEPPSI-IPr LDA THF RT 0 0a

5.4 Pd(dba)b2 DavePhos LDA THF RT 0 0b

5.5 Pd(PPh3)4 LDA THF/NMPc 100 full trace
5.6 Pd(PtBu3)2

d LDA THF/NMP 100 full 0
5.7 CuIe LDA LiClf THF/DMF 100 0 0
5.8 Pd(dba)2 tfpg LDA THF RT full 0
5.9 Pd(dba)2 tfp TMPMgCl ·LiClh THF RT 0 0
5.10 Pd(PtBu3)2 TMPZnCl ·LiCli THF 50 full 0a,j

5.11 PEPPSI-IPr TMPZnCl ·LiClh THF 80 full 0a,j

3.4.2 Dechalcogenative Coupling

Since the high charge density on tetrametalated TSF was speculated to be prob-
lematic for the Negishi cross coupling, a solution would be to reverse the order of
organic halide and transmetalation reagent, i.e., use a charge-neutral tetrahalo-
genated TSF with an aryl zinc reagent. However, tetrahalotetraselenafulvalene
(chloro-, bromo-, iodo-) cannot be obtained by deprotonation of parent TSF with
LDA and subsequent quenching with suitable halogen sources, but are synthe-
sized from cyclization of trimethylsilylacetylene with selenium and CSe2 to obtain
the corresponding 1,3-diselenole-2-selenone, substitution of the trimethylsilyl
group with another halogen, and final phosphite-mediated coupling.110 The read-
ily accessible tetrakis(thio- or selenoether)-substituted TSFs pose an attractive
alternative to the tetrahalogenated TSFs, which are used in Liebeskind-Srogl
type couplings for substrates where the halogenated congeners are unstable.88

Three different chalcogen-etherified TSFs were tested for the coupling reactions:
thiomethyl ( – SMe), synthesized from quenching of Li4TSF with dimethyl disulfide,
selenophenyl ( – SePh), synthesized analogously using diphenyl diselenide, and
selenobutyl ( – SeBu), from dibutyl diselenide. Various transmetalation agents
such as boronic acid or aryl zinc have been used, catalysts, ligands, and additives
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Table 6. Attempted Pd-catalyzed Liebeskind-Srogl couplings of tetrachalcogenated TSF deriva-
tives. aCopper(I) thiophene-2-carboxylate (CuTC). bwith Zn(OAc)2 (2 eq.). cwith Cs2CO3 (6 eq.).
d2-dicyclohexylphosphino-2’,6’-dimethoxybiphenyl (SPhos). eCs2CO3 (8 eq.) was used. f2-dicyc-
lohexylphosphino-2’,4’,6’-triisopropylbiphenyl (XPhos). g2-dicyclohexylphosphino-2’,6’-diisoprop-
oxybiphenyl (RuPhos). h1,1’-ferrocenediyl-bis(diphenylphosphine) (dppf). i(oxydi-2,1-phenylene)-
bis(diphenylphosphine) (DPE-Phos).

Se

Se

Se

Se XR1

XR1

R1X

R1X
Se

Se

Se

Se

EtO2C

EtO2C CO2Et

CO2Et

catalyst
ligand

additive

temperature, time
(solvent)

CO2Et

R2

+

Entry R1 R2 Catalyst
(mol%)

Ligand
(mol%)

Additive
(eq.)

Solvent
T

(°C)
Conv.
(%)

Yield
(%)

6.1 SMe B(OH)2 Pd2dba3 (20) tfp (80) CuTCa (5) THF 90 little 0
6.2 SMe B(OH)2 Pd(PPh3)4 (20) CuTC (5) dioxane 90 0 0
6.3 SMe B(OH)2 Pd(PPh3)4 (20) CuTC (5) THF 90 0 0b

6.4 SMe B(OH)2 Pd(PtBu3)2 (20) CuTC (5) THF 90 0 0
6.5 SMe B(OH)2 Pd(PtBu3)2 (20) CuTC (5) THF 90 0 0c

6.6 SMe ZnI ·LiCl Pd(OAc)2 (10) SPhosd (20) THF 90 0 0
6.7 SMe ZnI ·LiCl PEPPSI-IPr (10) THF RT 0 0
6.8 SePh B(OH)2 Pd(PPh3)4 (40) Cu(OAc)2 (8) DMF 80 little trace
6.9 SePh B(OH)2 Pd(OAc)2 (40) BINAP (60) Cu(OAc)2 (8) DMF 80 0 0
6.10 SePh B(OH)2 Pd(OAc)2 (40) BINAP (60) Cu(OAc)2 (8) DMF 80 0 0e

6.11 SePh B(OH)2 Pd(OAc)2 (40) PtBu3 (60) Cu(OAc)2 (8) DMF 80 0 0e

6.12 SePh B(OH)2 Pd(OAc)2 (40) XPhosf (60) Cu(OAc)2 (8) DMF 80 0 0e

6.13 SePh B(OH)2 Pd(OAc)2 (40) SPhos (60) Cu(OAc)2 (8) DMF 80 0 0e

6.14 SePh B(OH)2 Pd(OAc)2 (40) RuPhosg (60) Cu(OAc)2 (8) DMF 80 0 0e

6.15 SePh B(OH)2 Pd(OAc)2 (40) dppfh (60) Cu(OAc)2 (8) DMF 80 0 0e

6.16 SeBu ZnI ·LiCl Ni(acac)2 (40) DPE-Phosi (60) DMF 80 0 0e

(Table 6). In all cases, only little to no conversion of the corresponding TSF was
observed, which points at a very high stability of these substituted TSFs compared
to parent TSF. Therefore, this functionalization strategy was also dismissed.

3.5 CONCLUSION

In conclusion, the first cross coupling route of TSF with aromatic halides was
established. Yields are comparatively low due to a competing destructive, ring-
opening carbon-selenium coupling to form diaryl selenides, but yields can be
increased by adjusting the reaction temperature and time. Other functionalization
routes, such as Negishi coupling of zincated TSF, or Liebeskind-Srogl type cou-
plings of chalcogenoether-substituted TSF failed to give any reaction. Although
only one coupling partner was tested, for the motivation of the whole project laid
in the preparation of TSF based MOFs that use carboxylic acids as linkers, it
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can be expected that many more aryl iodides are suitable coupling partners. In
the context of MOFs, however, the herein presented synthetic route is the most
promising for the preparation of the H4TSFTB linker, which is believed to provide
a new family of electrically interesting MOFs with unique properties.





4
Tuning Negative Thermal Expansion in

Metal-Organic Frameworks

4.1 INTRODUCTION

NTE describes the physical properties of some materials that show an unintuitive
volume decrease with increasing temperatures.111–114 The thermal expansion
coefficient αV , which is defined as

αV =
1

V

(
∂V

∂T

)
p

(4.1)

describes the extent of the volume change V with temperature T (at constant
pressure p) and is < 0 for NTE materials. Likewise, the linear thermal expansion
coefficient αi describes the change in length l of one of the principal axes i with
temperature, which is equal for all directions in isotropic (cubic) materials but may
differ for materials with lower symmetry:

αi =
1

li

(
∂li
∂T

)
(4.2)

Typically, materials expand with increasing temperature because the additional
energy input gives rise to the population of energetically higher vibrational states.
This results in larger mean bond lengths between atoms due to the shape of
the Morse potential, in which the slope for bond elongation is smaller, and thus
energetically more favorable than bond contraction (Figure 23).115,116 Although
the same physical principles apply for the bond lengths in NTE materials, the
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re

r
E

Figure 23. Illustration of the mean bond length (re) increase with increasing temperature due to
population of energetically higher vibrational states. The dashed line indicates the mean bond
length at the initial temperature.

magnitude of bond length induced expansion is far outweighed by the effects of
other mechanisms that ultimately lead to a volume contraction. These can be
roughly divided into electronic or structural NTE mechanisms, of which the latter
are arguably the most common.117 More precisely, structural NTE is related to
transverse vibrations of supramolecular units in rather flexible framework mate-
rials as in oxides,118–120 perovskites,121–123 or prussian blue analogues,124–126 for
example, in which corner-sharing polyhedra oscillate perpendicular to the bond
direction, resulting in an effective contraction of the distances between the centers
of mass of connected polyhedra (in spite of the atomic bond lengths increasing
with temperature).113 Additionally, polyhedra can also rotate along their connecting
axis and cause effective volume contraction (Figure 24). A benchmark example for
structural NTE is ZrW2O8, which consists of ZrO6 octahedra that are connected
to six WO4 tetrahedra via corner-sharing oxygen atoms, and the WO4 tetrahedra
are only connected to three other ZrO6 octahedra, so one oxygen remains unco-
ordinated (Figure 25).127 Remarkably, this material exhibits an NTE temperature
range of 0.3–1050 K because of the corner-sharing octahedra and tetrahedra
tilting more when these transverse vibrational modes become more favorable with
increasing temperature. Importantly, different transverse modes can contribute
differently to the overall magnitude of NTE. Mathematically, this corresponds to
the Grüneisen parameter γ, which correlates with α according to112

αV =
γCV

BV
(4.3)

where CV is the specific heat capacity. The Grüneisen parameter γ itself is
calculated using
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(a) (b)

Figure 24. Illustration of volume shrinkage caused by rotation of equally sized tiles. The orange
square on the right spans across the new tile centers and is smaller than the former (dark green)
square when tile angles are 90°.

Figure 25. Crystal structure of ZrW2O8 with corner-sharing ZrO6 octahedra (green) connected to
six WO4 tetrahedra (blue). WO4 tetrahedra contain one terminal oxygen atom.
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γ = − 1

2ω2

∂ω2

∂s
(4.4)

where ω is the vibrational frequency and s is the applied strain on the solid during
this vibration.112 The two previous equations show that the sign of γ determines
whether a mode leads to a negative or positive contribution to α, and that the
absolute value of γ increases for low frequency, that is, low energy modes. The
implication of this relationship is that some mode contributions to NTE, which
have higher ω, are rather negligible compared to certain other modes. In other
words, NTE materials contain rigid units in which modes are comparably stiff
because they involve electrostatically unfavorable deformation of coordination
polyhedra, and thus can be neglected for the interpretation of the NTE behavior
in comparison to more flexible modes caused by linkages between rigid units,
termed as rigid-unit modes (RUMs).112,113

MOFs are a new family of materials that generally exhibit NTE, as well.128–132

The presence of RUMs in these materials may not seem surprising given the
fact that flexible linkages between rigid units are innate to the concept of reticular
chemistry, that is the modularity of MOFs composed of SBUs and organic linkers
that self-assemble to supramolecular, porous architectures via coordination bonds
(cf. Chapter 7). In comparison to structurally less complex oxides, the expansion
between SBUs with carboxylates as linkers increases the number of possible
modes that can contribute to NTE. Besides the transverse vibrational modes and
rotations of coordination polyhedra or SBUs, the aromatic rings of the linkers
are often found to exhibit a trampoline-like transverse motion that lead to NTE
over a wide temperature range.131–134 This is further amplified by the usually large
void space in MOFs, which also typically exhibit a low bulk modulus because of
their porosity and comparatively weak coordination bonds.117 Consequently, NTE
behavior is common in these materials.
Structural NTE in MOFs can be manipulated by interactions of the framework with
guest molecules in the pore space. In fact, it was often discovered that fully evac-
uated MOFs show higher percentages of volume contraction, whereas pore filling
with gases, solvent, or functional molecules can affect the expansion properties
considerably. For example, decreased NTE of MOF-5 was observed after increas-
ing the helium pressure, which was ascribed to a damping of the transverse linker
motion when pores are filled.135 Theoretical calculations suggest that the degree
of NTE of MOF-5 can be controlled by the concentration of solvent molecules
such as benzene or isopropanol, or other gases like propane in the MOF pores
with possible switching between NTE and positive thermal expansion above a
certain threshold.136 A systematic study of the influence of host-guest interactions
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Cu3BTC2

NN

N N

TCNQ

TCNQ@Cu3BTC2

Figure 26. Retrofitting of Cu3BTC2 with TCNQ. The guests are oriented within the crystallographic
(111) plane of Cu3BTC2.

on NTE was conducted for the MOF Cu3BTC2 that is filled with stoichiometric
amounts of TCNQ to obtain the series xTCNQ@Cu3BTC2 (x = 0.2, 0.4, 0.6, 0.8,
1.0).137 TCNQ@Cu3BTC2 is known for its high increase of electrical conductivity
after TCNQ is post-synthetically incorporated ("retrofitted"15,138) into the structure
of electrically insulating Cu3BTC2 (cf. Chapter 7).28,139 Theoretical calculations
and experimental data indicate that TCNQ coordinately bridges two OMS of two
adjacent copper paddle-wheel SBUs to create additional linkages within the (111)
crystallographic plane of the MOF (Figure 26).28,139,140 Upon loading with TCNQ,
αV of xTCNQ@Cu3BTC2 increases gradually from −15.3×10−6 K−1 for x = 0 to
−8.4×10−6 K−1 for x = 1.0.137 This was ascribed to an overall stiffening of the MOF
accompanied by the cross-linking of SBUs with TCNQ, thereby increasing the
bulk modulus of the material.
Subsequent work identified other dinitriles that are potentially suitable cross-linkers
for retrofitting of Cu3BTC2 via theoretical modeling of the nitrile-Cu3BTC2 interac-
tions, and for some cases of the presented library such as 1,2-dicyanobenzene
(DCB), 1,2,4,5-tetracyanobenzene (TCB), and 3,4-dicyanothiophene (DCT) the
successful incorporation into the MOF was shown, as well.15 The possibility of
introducing several functional cross-linkers poses the question whether these
dinitriles are also able to induce a decrease of NTE with increasing guest loading.
Furthermore, a possible chemical influence on the retrofitted MOF properties, for
instance via variation of sterics, or of the electronic structure and ligand donor
strength of the applied cross-linker would further expand the toolbox of post-
synthetic modification of NTE in MOFs. Accordingly, the following chapter deals
with the synthesis and characterization of five different series of guest-loaded
Cu3BTC2, using the guests DCB, TCB, DCT, as well as 2,3-dicyanonaphthalene
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CN

CN

(a) DCB

CN

CN

NC

NC

(b) TCB

CN

CN
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(c) DCP
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CN

(d) DCN
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(e) DCT

NC

NC CN

CN

(f) TCNQ

Figure 27. Cross-linkers used for the synthesis of (Guest)xCu3BTC2 (x = 0.5, 1.0).

(DCN), 4,5-dichlorophthalonitrile (DCP), and TCNQ for a better comparability of
the results with previous literature, using the VPI approach introduced in Chap-
ter 2. The thermal expansion coefficients α and relative volume changes are
determined via variable temperature (VT)-PXRD of (Guest)xCu3BTC2 (x = 0.5,
1.0) in a temperature range of 100–400 K and Pawley fitting of all obtained PXRD
patterns to extract lattice parameters and cell volumes.

4.2 GUEST INFILTRATION OF CU3BTC2 WITH OPEN METAL SITE

BRIDGING DINITRILES

The different series of (Guest)xCu3BTC2 were obtained by enclosing stoichio-
metric amounts of activated Cu3BTC2 and 0.5 or 1.0 eq. of dinitriles shown in
Figure 27 in evacuated, flame-sealed ampules, which are then kept at 180 °C
for 7 d in the oven. Under these conditions, the guest molecules sublime and
diffuse into the highly porous structure of Cu3BTC2. The resulting powders are
summarized in Table 7. Phase purity was confirmed by the absence of guest
related reflections in the diffractograms of the host-guest complexes, which points
at a full incorporation of the guests into Cu3BTC2 (Figures 34–46). This is in
line with previous observations that Cu3BTC2 can accommodate up to 1.0 eq.
of TCNQ, DCB, TCB, and DCT.15 Lattice constants of the various host-guest
complexes were obtained via Pawley profile fitting of the PXRD patterns in depen-
dence of the measurement temperature (Figures 59–71) and are summarized in
Tables 11–23. The absolute and relative volume changes of (Guest)xCu3BTC2

show varying temperature dependencies for different guests in the MOF pores
(Figure 28). Pristine Cu3BTC2 exhibits an αV value of −21.2±1.7×10−6 K−1, which
is in reasonable agreement with literature (−15.3×10−6 K−1,137 −12.3×10−6 K−1131).
Generally, the incorporation of a guest molecule into the empty MOF leads to
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Table 7. VPI of Cu3BTC2 with 0.5 and 1.0 eq. of dinitriles at 180 °C for 10 d.

Cu3BTC2
Guest

180 °C, 7 d
(Guest)xCu3BTC2

Dinitrile No. eq. of dinitrile

DCB
I 0.5
II 1.0

TCB
III 0.5
IV 1.0

DCP
V 0.5
VI 1.0

DCN
VII 0.5
VIII 1.0

DCT
IX 0.5
X 1.0

TCNQ
XI 0.5
XII 1.0

an increase of αV (decrease in NTE capability), as can be observed from the
smaller volume changes in the VT-PXRD patterns (Figure 28), and increasing
x enhances this effect even further. On one hand, this can be explained by the
reduced pore volume and the presence of guest molecules within the pores that
attenuate transverse motions of linkers and SBUs.135 On the other hand, the dini-
triles serve as bridging coordinating linkers of two copper paddle-wheels via their
OMS and the resulting "retrofitting" enhances the bulk modulus of Cu3BTC2, and
thus reduces αV according to equation 4.3.15,137 Increasing the concentration of
cross-linkers (increasing x) reduces pore volumes even further and bridges more
paddle-wheels, resulting in lower NTE capability. Focusing on the members of the
(Guest)0.5Cu3BTC2 series, interesting differences become apparent between the
individual guests (Figure 29). For DCB and DCN, the respective compounds I and
VII show the highest αV values of (−1.9±1.8) and −1.9±1.3×10−6 K−1, followed by
IX (DCT) and XI (TCNQ) with αV of (−4.1±2.2) and −7.0±0.8×10−6 K−1. The last
value is in good agreement with previously reported thermal expansion coefficients
of 0.5TCNQ@Cu3BTC2 (≈−9×10−6 K−1).137 The lower absolute value observed in
this study can be explained by a longer reaction time for the VPI, which is expected
to give a better distribution of guests within individual MOF crystals and lead to a
higher degree of retrofitting. This is emphasized even more by the comparison
of αV of XII with 1.0TCNQ@Cu3BTC2 (2.3±1.1×10−6 K−1 vs. −8.4×10−6 K−1).137

Looking at TCB and DCP, more striking thermal expansivities are observed for
III and V with αV values of (−8.8±0.9) and −15.6±4.8×10−6 K−1, the latter com-
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Figure 29. Thermal expansion coefficient αV and unit cell volume V at 100 K of (Guest)xCu3BTC2.

pound showing considerably higher NTE compared to the other series members
at equal concentrations. Note that the calculated αV values have comparatively
high errors due to the hysteresis effects observed in the temperature-volume plots,
which lead to a bad fit of the regression line through the measurement points
(Figure 28). Nevertheless, the data shows clear differences in NTE behavior for
different guests in Cu3BTC2.

4.3 VIBRATIONAL ANALYSIS OF RETROFITTED (GUEST)xCU3BTC2

A possible method to explain these differences has been previously discussed
by describing the bridging cross-linkers as quasi-harmonic springs with different
spring constants between two OMS at adjacent copper paddle-wheels, where
higher spring constants correlated with a higher bulk modulus, and thus lower
absolute thermal expansion coefficients.137 In the previous study, higher spring
constants were translated with increasing cross-linker concentrations within the
MOF. However, these could also be described as different bond strengths between
the cross-linker and OMS, where cross-linkers with different electronic structures
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may yield architectures in which the cross-linkers interact more strongly with
the framework than others. Note that this approximation ignores bond strength
changes within the guest molecule, or other deformation processes that might
occur. FTIR and Raman spectroscopy have previously been used to probe the
phonon modes of Cu3BTC2 in the far-infrared regime below 400 cm−1.133,137,141,142

Additionally, screening of the nitrile stretching region between 2100–2300 cm−1 of
the different guests prior and after the VPI may also allow insight into the interac-
tion of the nitrile functional group of the guest with the copper OMS. Nitriles are
able to partake in π-backbonding in a coordination bond with a metal cation, and
thus the nitrile stretching frequency can serve as a probe of the coordination bond
strength.143,144 Looking at the FTIR spectra of (Guest)xCu3BTC2, only small shifts
are observed between pristine guests and the host-guest complexes (Figure 30).
Common for all samples except XII, the absorbances are all on a similarly low
scale due to comparably low concentrations of the guest in the samples. In XII,
the higher absorbances might be a result of the Cu(TCNQ) side phase formation
as indicated by the signal at 2170 cm−1.28 While the concentration of dinitriles in I
seems to be too low to detect any signal, this changes for higher loading amounts
as in II. Interestingly, TCB-loaded MOFs (III, IV) and TCNQ-loaded MOFs (XI,
XII) are the only samples that exhibit a red-shift of the C ––– N stretching frequency
with incorporation into Cu3BTC2, with the differences between the pristine guest
and peak maximum in the spectrum of the host-guest complex increasing with
increasing guest loading. For instance, while ∆ν is close to zero in the spectra
of III and XI, it increases to −6 and −17 cm−1 for IV and XII, respectively. A likely
explanation for the different ∆ν values is that the electron affinity of TCNQ is
higher than for TCB as can be deduced from the different reduction potentials of
−0.25 and −1.18 V (vs. Fc0/+) for TCNQ and TCB, respectively.145 This could be
interpreted as a stronger interaction between Cu and the C ––– N bonds of TCNQ.
On the other hand, the remaining host-guest complexes all exhibit a blue-shift of
the C ––– N stretching frequency compared to the pristine guest molecule. The ∆ν

values for the higher loaded MOFs with DCB (II), DCP (VI), DCN (VIII), and DCT
(X) are 5, 4, 11 and 12 cm−1, respectively, and similar values are obtained for the
corresponding MOFs with lower guest contents. While this generally points at a
weaker interaction between the guest and Cu3BTC2, it is not suitable to explain the
striking differences between V and similarly behaving I, VII and IX. Nevertheless,
these results indicate that at a substoichiometric level of guest within the MOF,
the materials containing guests with electron-deficient substituents at the aromatic
core, such as additional nitrile ligands or chlorine substituents as in III, V, and
XI, combined with a low ∆ν in the FTIR spectrum, leads to smaller quenching of
the RUM modes responsible for the NTE in Cu3BTC2. Note that only negligible
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energetic differences have been observed computationally between DCB and
TCB, so the mechanisms at play here go beyond a simple geometric matching
of guests and coordination sites.15 At higher guest concentrations, this effect is
outweighed by the higher degree of retrofitting that inevitably increases the bulk
modulus and leads to smaller thermal expansivity.

4.4 CONCLUSION

In conclusion, a series of infiltrated (Guest)xCu3BTC2 with varying guests and
x were obtained by using the VPI approach which allows easy control over the
guest amount. VT-PXRD measurements revealed that crystallinity is retained
and that the series members exhibit considerable residual NTE compared to
the pristine MOF dependent on the nature of the guest, at least at lower con-
centrations. Analysis of the FTIR spectra shows that TCB and TCNQ exhibit a
red-shift of the C ––– N stretching frequency after incorporation into the MOF at high
concentrations, which might be a result of CT to these highly electron-deficient
ligands. The electron-deficiency seems to be a crucial parameter for the NTE
behavior of (Guest)xCu3BTC2, for the more electron-deficient linkers TCB, DCB,
and TCNQ exhibit the strongest NTE in the host-guest complexes at substoichio-
metric amounts. At higher concentrations, these effects become largely irrelevant.
At this stage, it is clear that there are other factors that have considerable effect
on the changes of NTE because electronic considerations alone cannot explain
the striking differences between less electron-deficient DCP in V. Looking for-
ward, FTIR measurements in the far-infrared regime may yield further insight
into the effects of the guests at the phonon modes of Cu3BTC2 and how they
are modulated by the presence of different guests. Computational studies may
contribute further to the explanation of the mechanisms taking place. Altogether,
the study shows that the potential of retrofitting reaches beyond structural aspects
of MOF chemistry and that different functionalities and physical properties of
applied cross-linkers may lead to clever post-synthetic design of MOFs exceeding
the current state-of-the-art.



66 Tuning Negative Thermal Expansion in Metal-Organic Frameworks

��


���

×����

�

���	

����

���	
×����

��

���

��	

×����

���

���

���

×����

�


���	

��	�

×����




���	

��	�

×����


�

�

�

×����


��

�

�

×����


���

�

�
×����

��

�

�

�

×����

�

��	� ���� ��	� ����

�




×����

��

��	� ���� ��	� ����

�

�

�
×����

���

��
��

��
��

��

ν�����−1

Figure 30. FTIR spectra of (Guest)xCu3BTC2 with focus on the nitrile stretching frequency region
at 2100–2300 cm−1. Nitrile signals of free-standing guests are indicated as a black dashed line.



5
Conclusion

MOFs have shown incredible potential in the design of multifunctional materials
with modular structures and properties. Especially the exploitation of the pore
space to introduce new functionality, which is not inherent in the pristine MOF,
significantly expands the designing possibilities. However, this synthetic freedom
also leaves behind a huge parameter space that is important to study in order to
rationalize the effects of small changes between the interactions of MOFs and
functional guests for the resulting material properties. The objective of this thesis
was to unveil some of these influences and expand the knowledge of to which
extent guests can alter the MOF host properties and how these changes can be
manipulated in a controlled fashion.
In the first study, CT processes in the host-guest complexes of reducing TCNE and
the M2TTFTB (M2+ = Zn, Cd) were at the center of attention. TCNE was expected
to diffuse into the pores of M2TTFTB during the VPI process and induce a CT
from electron-rich TTFTB linkers to oxidizing TCNE, a process that is known to
significantly enhance the electrical conductivity in other TTF-based CT complexes
such as TTF-TCNQ. In fact, structural integrity was observed for TCNE-loaded
MOFs, but their electrical conductivity showed significant differences based on the
employed reaction conditions during VPI. These differences could be rationalized
by a detailed vibrational spectroscopic analysis of the signals of TTFTB and
TCNE, which present a probe of the oxidation state of these compounds due
to the comparably large structural changes their bonds undergo upon a redox
event. Especially the in-depth analysis of the C ––– N stretching frequencies in
(TCNE)xM2TTFTB gave a deep understanding of the composition of these host-
guest complexes, which could be deduced from a deconvolution of the C ––– N band
into the corresponding contributions of neutral TCNE0 and radical-anionic TCNE•– .
Strikingly, not the absolute concentration of TCNE•– in (TCNE)xM2TTFTB, but

67
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rather the ratio between TCNE0 and TCNE•– was the determining factor in the
electrical conductivity changes from pristine MOF to host-guest complex, and
this ratio was dependent on the employed reaction condition. This study aimed
at answering the first two research questions formulated in the beginning of this
thesis, and it is believed to be a valuable contribution to the better understanding
of host-guest interaction mechanisms and the control thereof.
In the second study, which is directly related to the topic of the first study, the
higher goal was to investigate the electrical properties of a expectedly similar
MOF using a TSF-based linker. CT complexes based on TSF are known for
their higher electrical conductivity compared to their TTF congeners, so they are
very interesting to explore. However, research on the functionalization of TSF,
especially such including aromatic substituents, is surprisingly scarce. Not soon
after the beginning of this study, it moved from a MOF related topic to a quest
of finding a synthetic route towards aryl-substituted TSF. This is because the
palladium-catalyzed direct arylation route of TTF to aryl-substituted derivatives,
which initiated research of TTFTB-based MOFs, led to a full destruction of the
TSF molecule. A library of different routes and reaction conditions were tested,
which were mostly all ineffective or led to the destruction of TSF. Finally, a ligand-
free copper-catalyzed direct arylation with aryl iodides as substrates was the
long-awaited success, albeit with moderate yields. The target compound of these
syntheses could be characterized using NMR and MS, but its isolation still proves
to be challenging. Nevertheless, this study presents the first successful efforts to
directly functionalize TSF and is encouraging subsequent work to improve yields.
More research, including computational and mechanistic studies, are needed to
fundamentally understand the peculiar reactivity of TSF and the mechanisms of
the copper catalyzed direct arylation of the same.
In the last study, the NTE of Cu3BTC2 was explored in the presence of different
functional guests in its pores. This MOF is known to experience a reduced NTE
capability when loaded with TCNQ, which was ascribed to a stiffening of the entire
framework. Using this knowledge, the question arose how different guests with
similar dinitrile moieties affect the resulting NTE of Cu3BTC2, which also serves
the purpose of providing answers for the third research question of this thesis.
Previous computational research showed that a whole library of dinitrile guests
is able bridge adjacent copper paddle-wheels in Cu3BTC2 with little energetic
differences between them.15 The study focused on the guests DCB, TCB, DCP,
DCN and DCT, while also comparing to TCNQ-loaded Cu3BTC2 as a reference.
Generally, all host-guest complexes observed reduced NTE for (Guest)1.0Cu3BTC2,
which is in line with previous literature.137 On the other hand, differences appeared
for the series of (Guest)0.5Cu3BTC2, i.e. with reduced concentration of guests
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in the pores. Here, the generally more electron-deficient dinitriles containing
electron-withdrawing substituents as in the case of TCB, DCP, and TCNQ were
less effective in quenching the NTE in comparison to the more electron-rich guests
DCB, DCN, and DCT. Vibrational analysis of the host-guest complexes showed a
red-field shift of the C ––– N stretching band for TCB and TCNQ, while the bands
DCB, DCN, and DCT were blue-shifted, which may be an indicator of the different
material properties. However, DCP with the strongest NTE in V also showed a
blue-shifted C ––– N band in the FTIR spectrum, which points at other mechanisms
possibly playing a significant role which are still unknown at this stage. Taken as a
whole, this study shows that supposedly small changes in the functional guest
molecules can induce unexpectedly large differences in the resulting properties
of the host-guest system, but more research is needed to quantify such effects.
In conclusion, the thesis has provided some answers for the above-mentioned
research question and has revealed the rich chemistry and analytical issues of
host-guest complexes in MOFs. Providing general answers to how one guest will
interact with a MOF may always remain difficult, but comparing different guests
in a series and correlating the material properties of these series members with
the guest concentration and nature allows to acquire some knowledge about
interaction mechanisms and general reactivity trends. This is further complicated
by how these interactions are often in a low-energy regime, and subtle changes in
their physical and chemical properties are more difficult to extract from analytical
data. The use of specific functional molecules that act as “tags” such as TCNE
with redox-sensitive vibrational signals is of big advantage in these endeavors
and the conclusions drawn from experiments with these systems can be also
transferred to guests that are more difficult to study. Generally speaking, the
ability to understand host-guest interactions in MOFs is strongly linked to the
accuracy of theoretical models and strategies to make seemingly small energetic
changes spectroscopically visible. Looking at possible applications of guest-loaded
MOFs, this thesis underlines the potential of (fine-)tuning of physical and chemical
properties of these highly diverse systems, a process which will be of large
importance for their use as new multifunctional materials beyond the academic
scale.





6
Experimental

6.1 GENERAL

Unless otherwise stated, chemicals were obtained commercially and used with-
out further purification. Organic solvents such as n-pentane, n-hexane, toluene,
diethyl ether, THF, DCM, and acetonitrile were dried using a MBRAUN solvent
purification system, in which solvents were passed through consecutive adsor-
bent columns by application of argon pressure gradients. All other solvents were
dried using standard purification procedures, e.g., by passing through a column
of activated alumina under inert atmosphere, storing over activated molecular
sieves, or distillation. Such treated solvents exhibited a purity above 99% and
water contents below 5 ppm, as verified by Karl-Fischer titration. Solvents were
degassed by freeze-pump-thaw cycles and subsequent saturation with argon.
Unless otherwise stated, column chromatographic purifications were carried out
using silica gel (particle size distribution 60−210 µm). MOF synthesis was carried
out in Schott flasks (100 mL volume) or teflon screw cap scintillation vials (20 mL).
All MOF reactions were conducted in standard laboratory ovens (Memmert UN55).
Air-sensitive samples were stored in an argon-filled glovebox (MBRAUN LAB-
master Pro Glove Box Workstation, M. Braun Inertgas-Systeme GmbH; argon
purity 99.996%, Westfalen AG; O2 level < 0.5 ppm, H2O level < 0.5 ppm). VPI
of M2TTFTB powder with TCNE, and Cu3BTC2 with various dinitriles was per-
formed in borosilcate glass ampules of approx. 10 cm length that were prepared
from borosilicate glass tubes (10 mm diameter, 1 mm wall thickness). The tubes
were dried in an oven at 120 °C before use. Then, they were transferred into the
glovebox, filled with educts, and closed with a quick-fit. Outside of the glovebox,
the tube was evacuated and flushed with argon one time and then evacuated
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again until a pressure of ca. 3×10−2 mbar was reached. Next, the ampule was
flame-sealed using a propane/O2 burner, resulting in a closed, evacuated sys-
tem. Reactions containing selenium often produced red or black coatings on
the inner sides of the glass flask which could not be removed using standard
KOH-isopropanol-water baths. These were cleaned using piranha solution (7:3
mixture of concentrated H2SO4 and H2O2 (30%)). Note that the forming water-
soluble selenates are highly poisonous, so cleaning steps should be performed
carefully wearing adequate safety equipment. Lithium bases such as LDA or
lithium 2,2,6,6-tetramethylpiperidide (LiTMP) were titrated against menthol in
diethyl ether at 0 °C in the presence of 1,10-phenanthroline (phen) as indica-
tor prior to use. TMPMgCl ·LiCl and TMPZnCl ·LiCl were synthesized according
to a literature procedure and titrated against benzoic acid in THF at 0 °C with
4-(phenylazo)diphenylamine as indicator.82

6.2 ANALYTICAL METHODS

6.2.1 Infrared Spectroscopy

FTIR measurements were performed with solid samples in air on a PerkinElmer
Frontier FTIR spectrometer equipped with a Ge attenuated total reflectance unit
at room temperature in the range from 700–4000 cm−1 with a resolution of 4 cm−1

and a deuterated triglycine sulfate (DTGS) detector. Twenty scans were recorded
per measurement. Spectra were processed with the supplier software and further
analyzed using Matplotlib (python program library), with the aid of the lmfit146

and rampy147 python packages. Absorption bands are consecutively reported as
position (wavenumber in cm−1).

6.2.2 Raman Spectroscopy

Raman spectra were recorded on an inVia Reflex Raman microscope equipped
with a research grade optical microscope (Leica DM2700M, magnification 50×)
coupled to a high-performance Raman spectrometer (Renishaw). A 532 nm laser
(RL532C, class 3b) was used as the excitation source. Samples were flame-
sealed in borosilicate capillaries under inert atmosphere prior to the measurement.
Spectra were processed with the supplier software and further analyzed using
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Matplotlib (python program library). Absorption bands are consecutively reported
as position (wavenumber in cm−1).

6.2.3 Nuclear Magnetic Resonance Spectroscopy

NMR spectra were recorded on a Bruker Advance III AV400 US spectrometer in
CDCl3 or DMSO – d6. Chemical shifts (in δ) are described in ppm and referenced
to the residual solvent resonances as internal standards (1H: CDCl3 7.26 ppm,
DMSO – d6 2.50 ppm; 13C: CDCl3 77.16 ppm, DMSO – d6 39.52 ppm). 13C- and
77Se-NMR were conducted in fully proton decoupled modes. The spectra were
processed and analyzed using the MestreNova (Mestrelab Research S. L.) soft-
ware, version 14.2.1. Multiplicities are abbreviated as s = singlet, d = doublet,
t = triplet, q = quartet, p = quintet, h = sextet, dd = doublet of doublets, m =
multiplet.

6.2.4 X-Ray Diffraction

PXRD data were collected in a 2θ range of 5° to 50° in steps of 0.01° on
a PANALYTICAL EMPYREAN equipped with a Cu Kα1 radiation source (λ =
1.540 598 03 Å) operated at 45 kV and 40 mA. Samples were filled into borosili-
cate capillaries of 0.7 mm diameter and placed in a capillary spinner. A focusing
beam mirror equipped with a 0.0625° divergence slit and 0.02 rad soller slits
was used as the incident beam optic. The diffracted beam was detected by a
PIXcel1D detector in receiving slit mode equipped with a 0.125° antiscatter slit
and 0.02 rad soller slits. Patterns were normalized to the highest intensity reflec-
tion. VT-PXRD was performed in capillary mode in transmission geometry on a
STOE STADI P (Darmstadt, Germany) diffractometer equipped with a Mo Kα radi-
ation (λ = 0.7093Å) source, a curved Ge(111) monochromator and a DECTRIS
Mythen 1K detector. Voltage and current were 50 kV and 40 mA, respectively. The
measurement range was from 2° to 30° (2θ). An Oxford Habcryo-X Cryostream
700 Cobra was used for temperature control with steps of 20 K. The obtained
diffraction patterns were analyzed by performing a Pawley profile fit analysis using
TOPAS Academic v6 in combination with jEdit for creating the input files.148,149
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6.2.5 Gas Sorption

Gas sorption experiments were performed on a Micromeritics 3flex. Approx. 40 mg
of MOF was used, which was activated at 200 °C for pristine MOF samples and at
40 °C for (TCNE)xM2TTFTB prior to the first measurement on a SmartVacPrep.
Purity of the gases used was 99.999%. Nitrogen isotherms were measured at 77 K.
CO2 isotherms were measured at 196 K. The BET surface area was calculated
from data points in the relative pressure range from 0.01 to 0.1. Sorption data were
processed using the 3Flex Software Version 5.01 of Micromeritics Instrument Corp.
For the samples 1, 3, and 5, it was not possible to measure the full relative pressure
range due to long equilibration times and other indications pointing at strong
helium adsorption in the remaining, ultra-narrow pore volume of these samples
which was not accessible for N2 and CO2. Combined with a generally low gas
uptake, this leads to large systematic errors which only allow a semi-quantitative
comparison of porosity changes between these materials.150 Therefore, dead
volumes of sample tubes was determined after the adsorption measurement
using He to avoid interference effects and minimize errors.

6.2.6 Elemental Analysis

Elemental analysis for the elements C, H, N, and S was carried out on a EuroEA
Elementaranalysator (HEKATECHANALYSENTECHNIK) at the microanalytical
laboratory of the Technical University of Munich (TUM). The weight percentages
ωE for each element in (Guest)x(MOF) were calculated according to

ωE =
mE,t

mt

=
nE,t ×ME

mt

(6.1)

where mE,t is the total mass of an element E in the compound of total mass mt,
which can be rewritten as the total moles of atoms of said element nE,t multiplied
by the elemental molecular weight ME. The total moles of elements is the sum of
moles of elements from the MOF and the guest molecule, so

nE,t = nE,MOF + nE,Guest. (6.2)

These terms can be expressed in terms of the moles of MOF and guest via
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nE,MOF = iE,MOF × nMOF (6.3)

and

nE,Guest = jE,Guest × nGuest (6.4)

where i, j are the coefficients of the element in the sum formula of MOF and guest,
respectively. Rewriting nGuest as

nGuest = x× nMOF (6.5)

leads to an expression independent of nMOF :

ωE =
iE,MOF × nMOFME + jE,Guest × x× nMOFME∑

E,i iE,MOF × nMOFME +
∑

E,j jE,Guest × x× nMOFME

=
iE,MOF ×ME + jE,Guest × x×ME∑

E,i iE,MOF ×ME + x
∑

E,j jE,Guest ×ME

=
ME (iE,MOF + xjE,Guest)

MMOF + xMGuest

(6.6)

Accordingly, the guest content x (in equivalents per formula unit of MOF) is
calculated by solving the previous equation for x and inserting the experimentally
determined value of ω.

x =
ωEMMOF −MEiE,MOF

MEjE,Guest − ωEMGuest

(6.7)

In the case of (TCNE)xM2TTFTB, the pristine MOF does not contain nitrogen (i.e.,
iE,MOF = 0), so the reaction is simplified even further (here: M = Zn):

x =
ωN × 811.49 gmol−1

14.01 gmol−1 × 4− ωN × 128.09 gmol−1
. (6.8)
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6.2.7 Electron Microscopy

Top-view SEM images of MOF powders were obtained on a JEOL JSM-7500F field
emission scanning electron microscope equipped with an EDS-System (Oxford
Instruments) using an X-Max detector and INCA-Software and an accelerating
voltage of 1 kV. Samples were not coated with metal prior to the measurement.
DF-STEM micrographs and EDS elemental mapping were recorded with a JEM
NEOARM microscope (JEOL) with a cold field-emission electron source operated
at 200 kV. Samples were prepared by depositing a small amount of the crystalline
products onto carbon coated copper grids (200 mesh), i.e., without using any
solvent to prevent possible dissolving of the guest molecules.

6.2.8 Mass Spectrometry

LIFDI-MS data were measured on an Exactive Plus Orbitrap system by Thermo
Fisher Scientific equipped with an ion source (LIFDI) from LINDEN CMS GmbH.
The samples were dissolved in either dry toluene or THF and filtered over a syringe
filter under an inert atmosphere. Spectrometric data was processed using the
supplier software and further analyzed using Matplotlib (python program library).
MS results are given in m/z.

6.2.9 Electrical Conductivity

The two-contact probe method was used to measure the electrical conductivity
of the series of (TCNE)xM2TTFTB. Approximately 50 mg of the samples was
pressed into pellets of 1 cm diameter between two hardened steel pistons, which
also function as the electrodes, at a total pressure of 0.3 GPa in special cell
casings that have been reported by Janek and coworkers.151 They were mounted
in aluminum frames with a 10 N m torque to maintain the pressure on the pellet.
Current-voltage curves were recorded using a PGSTAT302N Metrohm potentiostat
by measuring three cycles of the current-voltage response between −0.1–0.1 V,
starting from 0 V (open circuit voltage (OCV)). The thickness of the pellet was
determined using a caliper gauge after the measurement.
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6.3 SYNTHETIC PROCEDURES

6.3.1 Tetraethyl tetrathiafulvalene tetrabenzoate (Et4TTFTB)

S

S

S

S

EtO2C Br

Pd(OAc)2

Cs2CO3

PtBu3
.HBF4

S

SS

S

CO2Et

CO2EtEtO2C

EtO2C

90 °C, 24 h
(THF)

Scheme 16. Reaction scheme for the synthesis of Et4TTFTB.

The compound was synthesized following a slightly modified literature procedure.86

To a flame-dried two-neck round-bottom Schlenk flask (500 mL) were added anhy-
drous cesium carbonate, Cs2CO3 (28.70 g, 88.09 mmol, 6 eq.), palladium acetate,
Pd(OAc)2 (0.99 g, 4.40 mmol, 0.3 eq.), and tri-tert-butylphosphonium tetrafluorob-
orate, PtBu3 ·HBF4 (3.83 g, 13.21 mmol, 0.9 eq.) in the glovebox. To a separate
Schlenk flask (250 mL), TTF (3.00 g, 14.68 mmol, 1 eq.) was added in the glove-
box. After transfer to the Schlenk line, dry and degassed THF (100 mL) was added
to the catalyst and base mixture via syringe. A flame-dried reflux condenser kept
under argon and connected to an overpressure valve was mounted on the second
neck of the flask. It was sealed and the mixture was stirred and heated to 90 °C for
45 min. During this period, the color of the solution lightened up from a red-brown
to a bright yellow. In the meantime, dry and degassed THF (100 mL) was added
to the second flask containing TTF, and ethyl 4-bromobenzoate (16.82 g, 12.0 mL,
73.41 mmol, 5 eq.) was added via syringe. The catalyst and base mixture was
cooled down and the THF solution containing TTF and ethyl 4-bromobenzoate
was added via Teflon cannula in one portion. Then, the flask was sealed again
and heated to reflux conditions (90 °C) for 24 h. A dark red color indicating product
formation forms rapidly at higher temperature. After that, the reaction was cooled
down to RT. At this point, inert working conditions are no longer necessary. The
mixture is filtered over a glass filter frit (porosity P4) and the filter cake is washed
with DCM until the washings are colorless. The filtrate is concentrated using a
rotary evaporator to a dark, crude oil, which is dissolved again in DCM (50 mL)
and transferred to a separatory funnel. The organic phase is washed with brine
(3×50 mL), dried over Na2SO4, then filtered and concentrated to a dark, crude oil.
The compound is purified using column chromatography on silica gel (5×20 cm)
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using DCM as eluent until excess ethyl 4-bromobenzoate was eluted, then 0.5%
ethyl acetate in DCM is used until Et4TTFTB is eluted (Rf = 0.17). The product
fractions are combined and concentrated on the rotary evaporator to obtain a
dark red solid (8.78 g, 75%). 1H-NMR (400 MHz, CDCl3): δ (ppm) = 7.91 (d, 3J

= 8.3 Hz, 8 H, Ar – H), 7.26 (m, 8 H, Ar – H), 4.36 (q, 3J = 7.1 Hz, 8 H, CH2CH3),
1.38 (t, 3J = 7.1 Hz, 12 H, CH2CH3) (Figure 84).

6.3.2 Tetrathiafulvalene tetrabenzoic acid (H4TTFTB)

S

S S

S

EtO2C

EtO2C CO2Et

CO2Et

S

S S

S

HO2C

HO2C CO2H

CO2H

1) NaOH

    100 °C, 16 h

    (MeOH/THF/H2O)

2) HClaq

Scheme 17. Reaction scheme for the synthesis of tetrathiafulvalene tetrabenzoate (H4TTFTB).

The compound was synthesized following a slightly modified literature procedure.13

Et4TTFTB (5.40 g, 6.78 mmol, 1 eq.) is added to a Schlenk flask (250 mL) and the
flask is evacuated and flushed with argon three times. Then, dry and degassed
THF (50 mL) and dry methanol (50 mL), which was degassed via five cycles of
evacuation of the flask in an ultrasonication bath and subsequent flushing with
argon, were used to dissolve Et4TTFTB. NaOH (3.43 g, 85.71 mmol, 12.7 eq.)
solution in water (37 mL), which was degassed analogously to methanol, was
added to the ester solution. A reflux condenser connected to an overpressure
valve was mounted on top and flushed with argon, then the reaction mixture was
refluxed (100 °C) for 16 h (over night). The red solution was concentrated in vacuo
using the Schlenk line to obtain a red crude, which was acidified using 1 M HClaq

(220 mL). Immediately, a red precipitate is formed, which is filtered over a glass
filter frit and washed with water until the washings are pH-neutral. The solid is
dried in vacuo to obtain a dark red solid in nearly quantitative yield (4.59 g, 99%).
1H-NMR (400 MHz, DMSO – d6): δ (ppm) = 13.14 (broad s, 4 H, CO2H), 7.87 (d,
3J = 8.5 Hz, 8 H, Ar – H), 7.35 (d, 3J = 8.5 Hz, 8 H, Ar – H) (Figure 85).

6.3.3 Zn2TTFTB

The compound was synthesized following a literature procedure.13 H4TTFTB
(200 mg, 0.29 mmol, 1 eq.) was dissolved in a DMF-ethanol mixture (3:1, 32 mL)
in a Schott flask (100 mL). Zn(NO3)2 ·6 H2O (319 mg, 1.07 mmol, 3.7 eq.) was
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dissolved in an ethanol-water mixture (1:1, 32 mL) and added slowly to the dark
red linker solution while stirring. Then, the stirring bar is removed from the Schott
flask, the flask is sealed and placed in the preheated oven at 75 °C for 72 h. A
dark red to black precipitate has formed. The colorless supernatant is decanted
and replaced with fresh DMF in which the product is left until the next day. This
washing step is repeated three times. Then, the MOF is solvent-exchanged with
ethanol three times. During the exchange processes, the precipitate is transferred
to a smaller scintillation vial (20 mL). Finally, it is dried and activated at 200 °C
in vacuo over night (Figure 31). Activated Zn2TTFTB was obtained in a yield of
154 mg (65% based on H4TTFTB) (Figure 47).

6.3.4 Cd2TTFTB

The compound was synthesized following a literature procedure.14 H4TTFTB
(103 mg, 0.15 mmol, 1 eq.) was dissolved in a DMF-ethanol mixture (3:1, 8.4 mL)
in a scintillation vial (20 mL). Cd(NO3)2 ·4 H2O (172 mg, 0.56 mmol, 3.7 eq.) was
dissolved in an ethanol-water mixture (1:1, 12 mL) and added slowly to the dark
red linker solution while stirring. Then, the stirring bar is removed from the vial, it
is sealed and placed in the preheated oven at 75 °C for 72 h. Dark red to black,
long (several mm) needles have formed at the bottom (122 mg) (Figure 32). The
colorless supernatant is decanted and replaced with fresh DMF in which the
product is left until the next day. This washing step is repeated three times. Then,
the MOF is solvent-exchanged with ethanol three times. Finally, it is dried and
activated at 230 °C in vacuo over night (Figure 48).

6.3.5 (TCNE)xM2TTFTB

In the glovebox, powders of activated Zn2TTFTB (200 mg, 0.25 mmol, 1 eq.) or
Cd2TTFTB (200 mg, 0.22 mmol, 1 eq.) were mixed with TCNE (0.5 or 1.0 eq. per
formula unit of MOF) and ground in a mortar until a homogeneous mixture of
MOF and TCNE were obtained. The mixtures were then transferred to a round-
bottom glass tube using a glass funnel, ensuring that only the bottom of the
tube was covered with sample and not the position of the tube where it would be
sealed later. These tubes were capped with a quick-fit, taken out of the glovebox,
and transferred to a Schlenk line where they were evacuated. In the meantime,
the propane-O2 burner flame was prepared. To ensure that volatile TCNE does
not evaporate during the flame-sealing process, the bottom of the evacuated
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Table 8. VPI of M2TTFTB (200 mg) with varying eq. TCNE, temperature, and reaction time.

M2TTFTB (M = Zn, Cd)
TCNE
T, time

(TCNE)xM2TTFTB

M No. mTCNE/mg nTCNE/mmol eq. TCNE used time/days T/°C

Zn

1 15.8 0.12 0.5 10 200
2 31.6 0.25 1.0 10 200
3 15.8 0.12 0.5 30 200
4 31.6 0.25 1.0 30 200
5 15.8 0.12 0.5 30 300
6 31.6 0.25 1.0 30 300

Cd

7 14.2 0.11 0.5 10 200
8 28.3 0.22 1.0 10 200
9 14.2 0.11 0.5 30 200
10 28.3 0.22 1.0 30 200

glass tube was kept in liquid N2 for 1 min. The quick-fit stopcock was sealed and
disconnected from the Schlenk line. Then, after quickly flame-sealing the glass
tube, the evacuated system was placed in a sand bath and heated to a defined
temperature for a certain amount of time in the oven. After cooling, black crystalline
powders of (TCNE)xM2TTFTB were obtained. Excess TCNE resublimed at the
colder side of the ampule. The samples were transferred to the glovebox and
stored under argon (Table 8). Elemental analysis provided the values x for TCNE
content in (TCNE)xM2TTFTB (Table 9). Profile fits of each sample were performed
(Figure 49-58).

6.3.6 Acetaldehyde semicarbazone

H2N N
H

O

NH2
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NaOAc

O

H2N N
H

O

N
0 °C, 1 h

(H2O)

Scheme 18. Reaction scheme for the synthesis of acetaldehyde semicarbazone.

Semicarbazide hydrochloride (124 g, 1.11 mol, 1 eq.) and sodium acetate (142 g,
1.73 mol, 1.6 eq.) are dissolved in water (400 mL, ideally saturated solution) and
cooled to 0 °C in an ice bath. Then, acetaldehyde (110 mL, 86.7 g, 1.97 mol,
1.8 eq.) is added in one portion. In some cases, immediate precipitation of a white
solid occurs, in other cases it takes 1 h for the product to form. After 1 h, the
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Table 9. Elemental analysis of (TCNE)xM2TTFTB with experimental values in wt.%, and simulated
values in parentheses. x is calculated using equation 6.8, and simulated values using equation 6.6.

Entry C H N S x

Zn2TTFTB 49.77 (50.32) 1.97 (1.99) 0 (0) 15.89 (15.81) 0
1 49.56 (50.66) 1.81 (1.87) 2.47 (2.48) 14.6–15.2 (14.91) 0.38
2 50.11 (50.99) 1.70 (1.76) 4.94 (4.96) 14.1–14.4 (14.01) 0.81
3 49.13 (50.72) 1.95 (1.85) 2.95 (2.96) 14.77 (14.74) 0.46
4 50.14 (51.03) 1.69 (1.75) 5.20 (5.23) 14.28 (13.92) 0.86
5 49.01 (50.76) 2.03 (1.84) 3.19 (3.20) 14.63 (14.65) 0.50
6 49.77 (51.00) 1.77 (1.76) 4.99 (5.01) 14.23 (13.99) 0.82

Cd2TTFTB 44.78 (45.10) 1.93 (1.78) 0.47 (0) 13.8–14.2 (14.16) 0
7 44.54 (45.79) 1.87 (1.67) 2.70 (2.73) 13.1–13.6 (13.28) 0.47
8 44.23 (45.94) 1.95 (1.65) 3.34 (3.32) 12.8–13.0 (13.09) 0.58
9 41.65 (45.79) 2.65 (1.67) 2.75 (2.73) 12.39 (13.28) 0.47

10 43.72 (45.97) 2.32 (1.64) 3.40 (3.42) 12.79 (13.06) 0.60

product is filtered over a Büchner funnel, washed with a little amount of cold water,
and dried in air (80 g, 70%). 1H-NMR (400 MHz, DMSO – d6): δ (ppm) = 9.79 (s, 1
H, NH), 7.15 (q, 3J = 5.3 Hz, 1 H, CH), 6.10 (s, 2 H, NH2), 1.80 (d, 3J = 5.4 Hz, 3
H, CH3) (Figure 86).

6.3.7 1,2,3-Selenadiazole

H2N N
H

O

N

N
N

Se

SeO2

Aliquat

RT, 2 h

(H2O/HOAc/DCM)

Scheme 19. Reaction scheme for the synthesis of 1,2,3-selenadiazole.

The compound was synthesized following a slightly modified literature procedure.58

Acetaldehyde semicarbazone (30.0 g, 0.30 mol, 1 eq.) is placed in a round-bottom
flask or Schott flask (1 L) and suspended in DCM (200 mL). The flask is covered
with aluminum foil and placed in a water bath at RT. Ground selenium dioxide,
SeO2 (34.0 g, 0.31 mol) is dissolved in water (200 mL) in a separate flask and
glacial acetic acid (10 mL) and Aliquat (mixture of different long-chain tetraalky-
lammonium salts, 10 mL) are added to the selenium dioxide solution. This solution
is then added to the semicarbazone suspension in one portion, the top of the
flask is also covered with aluminum foil, and the reaction is stirred at RT for 2 h.
Immediately after the addition, gas evolution is observed (N2) and red selenium
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starts to precipitate as byproduct. The reaction is generally done when gas evo-
lution ceases. After that, the reaction mixture is filtered over a Büchner funnel
in the dark to separate the red selenium from the two-phase mixture containing
a pale yellow organic layer, which darkens over time due to the temperature
sensitivity of the product and forms more red selenium byproduct. It is important
to use a vacuum filtration during this step because the fine red selenium clogs
up typical filter papers used for gravity filtration very quickly. The reaction flask
is rinsed twice with a little amount of DCM and poured over the filter cake to
extract more of the product. After that, the two-phase mixture was transferred to
a separatory funnel, the aqueous phase is discarded, and the organic phase is
washed with water (100 mL). It is advisable to use cold water to avoid even more
decomposition of the product. After drying over Na2SO4 and filtration into a (tared)
Schlenk flask, the solution is concentrated without heating using the Schlenk line
and an external cooling trap to remove DCM to obtain a dark, viscous oil. Note
that the product is volatile, as well, so care should be taken to not extend this step
further than necessary. The flask is flushed with argon and then connected to
a second Schlenk flask of adequate size (25 mL) over a bent glass bridge. The
apparatus is then evacuated through the stopcock of the second flask, then this
flask is placed in liquid nitrogen, whereas the flask containing the crude oil is
placed in the oil bath at RT. While stirring, the flask is then heated slowly to 70 °C.
The distillation process is quite fast and begins already at ca. 40 °C, and hence
the whole distillation is done when the oil bath has reached 70 °C. A black tar
remains in the flask and frozen 1,2,3-selenadiazole is collected in the distillation
flask, which quickly melts after removing the flask from the liquid nitrogen bath
to yield a colorless or pale yellow oil (11.8 g, 30%). The density of the liquid was
determined to be 1.97 g mL−1. Furthermore, the product was stored at −32 °C
in the dark until further use; at these conditions, it is stable for long periods of
time. 1H-NMR (400 MHz, CDCl3): δ (ppm) = 9.41 (d, 3J = 3.8 Hz, split into dd
by 77Se with 2J = 40 Hz, 1 H, SeCHCH), 8.72 (d, 3J = 3.8 Hz, 1 H, SeCHCH)
(Figure 87).

6.3.8 2-Methylene-1,3-diselenole

Se

Se

N
N

Se KOtBu

0 °C to RT, 30 min

(DMF/tBuOH)

Scheme 20. Reaction scheme for the synthesis of 2-methylene-1,3-diselenole.
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The compound was synthesized following a slightly modified literature procedure.56

Under argon, a solution of 1,2,3-selenadiazole (6.1 mL, 12.0 g, 90.2 mmol, 1 eq.)
in a dry and degassed mixture of DMF (240 mL) and tBuOH (40 mL) was cooled
to 0 °C in an ice bath in the dark. Then, potassium tert-butoxide, KOtBu (10.1 g,
90.2 mmol, 1 eq.) was added in small portions with waiting intervals in between
until gas evolution ceases (N2). During this period the solution darkened from a
yellow to a red-brown color. After the addition was complete, the ice-bath was
removed and the reaction is stirred for 30 min at RT. In a next step, the solution is
poured into ice-cold water (1 L). Full precipitation of the product takes up to 1 h.
The white platelet crystals are filtered over a Büchner funnel and washed with
water. They contained a brown impurity (1H-NMR (400 MHz, CDCl3): δ (ppm) =
4.75 (s)). The filtrate was transferred to a separatory funnel and extracted with
hexane (3×150 mL), washed with water (3×150 mL), dried over Na2SO4, and
filtered. To remove the impurity, the precipitated crystals were extracted with
hexane and filtered, leaving behind a brown residue on the filter paper. This
extract was dried over Na2SO4, filtered, and combined with the other hexane
extract and concentrated in vacuo without heating using the Schlenk line and an
external cooling trap. 2-Methylene-1,3-diselenole was obtained as an off-white
product (8.5 g, 90%). The product can be stored for months without any noticeable
decomposition at −32 °C. 1H-NMR (400 MHz, CDCl3): δ (ppm) = 6.97 (s, split into
dd by 77Se with 2J = 57 Hz, 2 H, CH), 5.66 (s, 2 H, CH2) (Figure 88a). At some
point, only decomposition products of 2-methylene-1,3-diselenole were observed
in NMR when CDCl3 was used as solvent, the reasons of which are unknown. In
those cases, an NMR of perfectly pure 2-methylene-1,3-diselenole was obtained
in CD2Cl2. 1H-NMR (400 MHz, CD2Cl2): δ (ppm) = 6.99 (s, split into dd by 77Se
with 2J = 57 Hz, 2 H, CH), 5.66 (s, 2 H, CH2) (Figure 88b).

6.3.9 Tetraselenafulvalene

6.3.9.1 Sodium acetylide route

Na

1) Se, -78 °C to 0 °C, 1 h, (THF)

2) MeOH, -78 °C to 0 °C, 2 h

3) I2
.morpholine, RT, 2 h, (DMF)

Se

Se

Se

Se

Scheme 21. Reaction scheme for the synthesis of TSF from sodium acetylide.

The synthesis of TSF from sodium acetylide was attempted following a literature
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procedure.57 Sodium acetylide (18 wt.% slurry in light mineral oil, 32 mL, 4.8 g,
0.1 mol, 1 eq.) was transferred via syringe to a flame-dried Schlenk flask and
suspended in dry and degassed THF (100 mL) under argon in the dark. Then, the
mixture was cooled to −78 °C using a dry ice/acetone and powdered selenium
(7.6 g, 0.1 mol, 1 eq.) was added in one portion. The cooling bath was removed
and replaced with an ice bath at 0 °C, in which the mixture was stirred for 1 h.
During this period, the color of the solution changed to dark brown. After that, the
mixture was cooled again to −78 °C and methanol (dried over magnesium/iodine
and distilled on activated molecular sieves (3 Å), degassed via the ultrasonication
method) (60 mL) was slowly added to the solution via syringe. An exothermic
reaction was observed and the color darkened further. After the addition, the
temperature was increased to 0 °C by switching back to the ice bath and the
reaction was stirred at this temperature for 2 h. Water 120 mL was added and the
mixture was transferred to a separatory funnel where the organics were extracted
with pentane (4×80 mL). Fast decomposition of the product was observed despite
cooling, forming brown layers of material on the used glassware (presumably
red selenium). The organic phase was washed with water (3×60 mL), dried over
Na2SO4, and concentrated in vacuo using the Schlenk line and an external cooling
trap. A dark oil was obtained, which was used directly in the next step without
further purification.57 The oil was dissolved in dry and degassed DMF (stored over
molecular sieves (3 Å), degassed using the ultrasonication method) (140 mL). In
a separate dried flask under argon, iodine (26.5 g, 0.1 mol, 1 eq.) was dissolved
in dry and degassed DMF (150 mL) and morpholine (dried over sodium, distilled
on molecular sieves (4 Å)) (27.5 mL, 27.2 g, 0.3 mol, 3 eq.) was added via syringe.
This mixture was transferred via teflon cannula to a dropping funnel mounted on
top of the flask containing 2-methylene-1,3-diselenole. The iodine-morpholine
mixture was added drop-wise and the reaction flask was kept at RT using a
water bath. After the addition was completed (ca. 1 h), the reaction was stirred
for 2 h at RT. Then, water (100 mL) was added, the solution was transferred to a
separatory funnel, the organics were extracted with DCM (4×50 mL), washed with
saturated Na2S2O3 ·5 H2O solution (2×100 mL), then with water (3×100 mL) and
concentrated in vacuo using the Schlenk line and an external cooling trap. A crude
yield of 2.2 g was obtained which was purified using column chromatography on
silica gel (5×20 cm) using a hexane-DCM gradient (Rf = 0.4, hexane-DCM 2:1).
The product fractions were combined and concentrated on the rotary evaporator
to obtain TSF as a dark red to purple solid of only 2% (212 mg, lit. yield:57 2.2 g,
25%). Centrifugation of sodium acetylide and washing with pentane to remove
the light mineral oil and isolate the intermediate product did not improve yields.
1H-NMR (400 MHz, CDCl3): δ (ppm) = 7.21 (s, 4 H) (Figure 90).
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6.3.9.2 Semicarbazone route

Se

Se

Se

Se

Se

SeI2
N
H

O

RT, 16 h
(DMF)

Scheme 22. Reaction scheme for the synthesis of TSF, starting from acetaldehyde semicar-
bazone.

Under argon and in the dark, 2-methylene-1,3-diselenole (8.5 g, 40.5 mmol, 1 eq.)
was dissolved in a two-neck round-bottom Schlenk flask equipped with a drop-
ping funnel using DMF (170 mL). Dry and degassed morpholine (23 mL, 22.9 g,
263 mmol, 6.5 eq.) was added to this solution. In a separate flask under argon, io-
dine (20.5 g, 81.0 mmol, 2 eq.) was dissolved in dry and degassed DMF (170 mL)
and this solution was transferred to the dropping funnel. A water bath at RT is
placed below the reaction flask and then the iodine solution was added drop-wise
to 2-methylene-1,3-diselenole and morpholine while rapidly stirring. When the ad-
dition was complete, the reaction was stirred for further 16 h (over night). The dark
reaction solution is quenched with brine (100 mL) and the organics were extracted
with DCM (3×100 mL). The organic phase was washed with saturated aqueous
Na2S2O3 ·5 H2O solution (2×100 mL), brine (3×100 mL), dried over Na2SO4, fil-
tered, and concentrated in vacuo using the rotary evaporator to obtain a dark oily
residue. It was purified by performing two column chromatographic sequences, the
first on neutral alumina and the second on silica gel (both 5×20 cm), using only
DCM as eluent (due to poor solubility in hexane-DCM mixtures). Only the red band
was collected, concentrated using the rotary evaporator. After the second column
chromatography, a brilliant red solution was obtained which was concentrated to
give shiny red crystals of pure TSF (1.0 g, 12%). TSF is generally air- but also
temperature-sensitive, as samples were seen to considerably darken after leaving
at RT even under argon in the dark. No darkening was observed for samples
stored at −32 °C under air. Solid TSF can be handled in air at RT for short periods
of time without noticeable decomposition, but should be stored under argon at
−30 °C. 1H-NMR (400 MHz, CDCl3): δ (ppm) = 7.21 (s, 4 H) (Figure 90). In some
cases, CDCl3 needed to be filtered over basic alumina to remove impurities which
lead otherwise to instant decomposition of TSF as indicated by a color change
from red to green (oxidation products).
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6.3.10 Direct Arylation of Tetraselenafulvalene

6.3.10.1 Palladium catalysis

All reactions were carried out under inert conditions in the presence of base
(6 eq.), a palladium (pre-)catalyst (30 mol%), a suitable ligand (90 mol%), organic
solvent (0.05 M), additive, as well as TSF (0.05 mmol) and an aryl halide (6 eq.)
as coupling partner. The procedure was based on the direct arylation procedure
of TTF.86 The mixture was stirred at a defined temperature for 24 h. In all cases,
the catalyst mixture was heated first prior to the addition of the coupling partners
to ensure complete formation of the catalytically active species. After the addition
of TSF, the reaction mixture quickly darkened. After the reaction was finished,
the black solutions were quenched with saturated aqueous ammonium chloride
solution and extracted with DCM. The organic phase was washed with brine three
times, dried over Na2SO4, filtered, and concentrated using a rotary evaporator. The
resulting crude was analyzed using thin-layer chromatography (TLC), NMR, and
LIFDI-MS. In all cases where TSF was converted, bis(4-ethoxycarbonylphenyl)
selenide was observed as the main product, indicating full destruction of the TSF
molecule.

6.3.10.2 Copper Catalysis

All reactions were carried out under inert conditions in the presence of base (6 eq.),
a copper (pre-)catalyst (10 mol%), ligand (10 mol%), organic solvent (0.05 M), as
well as TSF (0.05 mmol) and an aryl halide (6 eq.) as coupling partner. The
procedure was based on procedures for the copper-catalyzed direct arylation
of heteroarenes.152–154 The mixture was stirred at a defined temperature for
24 h. After the addition of TSF, the reaction mixture quickly darkened. When the
reaction was finished, the black solutions were quenched with saturated aqueous
ammonium chloride solution and extracted with DCM. The organic phase was
washed with brine three times, dried over Na2SO4, filtered, and concentrated
using a rotary evaporator. The resulting crude was analyzed using TLC, NMR, and
LIFDI-MS. Diethyl 4,4’-selenodibenzoate was observed as one of the products,
indicating destruction of the TSF molecule to some extent during the reaction
conditions; however, considerable amounts of the desired product are formed, as
well.
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6.3.11 Cross Coupling of Functionalized Tetraselenafulvalene

6.3.11.1 Negishi Coupling of Zincated Tetraselenafulvalene

All reactions were carried out under inert conditions in the presence of base
(4.2 eq.), a palladium (pre-)catalyst (20 mol%), a ligand (60 mol%), ZnCl2 (4.3 eq.),
organic solvent (0.1 M), additive, as well as TSF (0.13 mmol) and an aryl halide
(5 eq.) as coupling partner. The procedure was based on the tetralithiation of
TSF,75,76 as well as the Negishi coupling of mono-functionalized TTF.82 To a
solution of LDA (0.87 M in THF, 4.2 eq.) cooled to −78 °C was added TSF (1 eq.)
in THF drop-wise and stirred at −78 °C for 1 h. Immediately, the red TSF solution
forms a yellow suspension. The dry ice-acetone bath is replaced with an ice bath
and the reaction is stirred at 0 °C for 1 h. After cooling back to −78 °C, anhydrous
ZnCl2 solution in THF (0.5 M, 4.3 eq.) is added drop-wise and the reaction is
stirred at the same temperature for 30 min, then warmed up to RT. A solution of
catalyst, ligand, and aryl halide in THF is added to the reaction mixture and the
reaction is stirred at RT for 24 h. After the reaction is done, it is quenched with
saturated aqueous ammonium chloride solution, extracted with DCM, washed
with brine, dried over Na2SO4, filtered, and concentrated in vacuo. The resulting
crude was analyzed using TLC, NMR, and LIFDI-MS.

6.3.11.2 Tetra(methylthio)tetraselenafulvalene (TSF(SMe)4)

Se

Se

Se

SeS

S S

S

Se

Se

Se

Se

1) LDA, -78 °C to 0 °C, 1 h, (THF)

2) Me2S2, -78 °C to RT, 2 h, (THF)

Scheme 23. Reaction scheme for the synthesis of TSF(SMe)4.

The compound was synthesized according to a modified literature procedure.76 To
a solution of LDA (0.87 M, 2.7 mL, 2.36 mmol, 4.2 eq.) cooled to −78 °C was added
a solution of TSF (220 mg, 0.56 mmol, 1 eq.) in dry and degassed THF (5 mL)
under argon. The reaction was stirred at that temperature for 1 h, then warmed up
to 0 °C and stirred again for 1 h. The yellow suspension was cooled back to −78 °C
and dimethyl disulfide (0.22 mL, 2.47 mmol, 4.4 eq.) was added in one portion.
The reaction is stirred at −78 °C for 1 h, warmed up to 0 °C and stirred at that
temperature for 30 min during which the color of the solution changed from yellow
to dark red, then stirred at RT for 1 h. The mixture was then diluted with toluene,
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washed with water, then brine, dried over Na2SO4, filtered, and concentrated in
vacuo. Purification over silica gel (3×20 cm) using hexane-toluene (5:1) yields an
air-stable dark red solid (230 mg, 71%). 1H-NMR (400 MHz, CDCl3): δ (ppm) =
2.45 (s, 12 H) (Figure 89).

6.3.11.3 Tetra(phenylseleno)tetraselenafulvalene (TSF(SePh)4)

Se

Se

Se

SeSe

Se Se

Se

Se

Se

Se

Se

1) LDA, -78 °C to 0 °C, 1 h, (THF)

2) Ph2Se2, -78 °C to RT, 1 h, (THF) Ph

Ph Ph

Ph

Scheme 24. Reaction scheme for the synthesis of TSF(SePh)4.

The compound was synthesized according to a modified literature procedure.75,155

To a solution of LDA (0.87 M, 2.46 mL, 2.14 mmol, 4.2 eq.) cooled to −78 °C was
added a solution of TSF (200 mg, 0.51 mmol, 1 eq.) in dry and degassed THF
(2 mL) under argon. The reaction was stirred at that temperature for 1 h, then
warmed up to 0 °C and stirred again for 1 h. The yellow suspension was cooled
back to −78 °C and diphenyl diselenide (0.70 g, 2.24 mmol, 4.4 eq.) was added in
one portion. The reaction is stirred at −78 °C for 1 h, warmed up to 0 °C and stirred
at that temperature for 30 min during which the color of the solution changed
from yellow to dark red, then stirred at RT for 1 h. The mixture was then diluted
with toluene, washed with water, then brine, dried over Na2SO4, filtered, and
concentrated in vacuo. Recrystallization from THF-hexane (1:1) yields shiny air-
stable dark purple crystals (332 mg, 76%). 1H-NMR (400 MHz, CDCl3): δ (ppm) =
7.27-7.37 (m, 12 H, m-/p-Ar-H), 7.52-7.60 (m, 8 H, o-Ar-H) (Figure 91).

6.3.11.4 Tetra(butylseleno)tetraselenafulvalene (TSF(SeBu)4)

Se

Se

Se

SeSe

Se Se

Se

Se

Se

Se

Se

1) LDA, -78 °C to 0 °C, 1 h, (THF)

2) Bu2Se2, -78 °C to RT, 1 h, (THF) Bu

Bu Bu

Bu

Scheme 25. Reaction scheme for the synthesis of TSF(SeBu)4.

The compound was synthesized according to a modified literature procedure.155

To a solution of LDA (0.87 M, 2.46 mL, 2.14 mmol, 4.2 eq.) cooled to −78 °C was
added a solution of TSF (200 mg, 0.51 mmol, 1 eq.) in dry and degassed THF
(2 mL) under argon. The reaction was stirred at that temperature for 1 h, then
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warmed up to 0 °C and stirred again for 1 h. The yellow suspension was cooled
back to −78 °C and dibutyl diselenide (0.61 g, 2.24 mmol, 4.4 eq.) was added in
one portion. The reaction is stirred at −78 °C for 1 h, warmed up to 0 °C and stirred
at that temperature for 30 min during which the color of the solution changed
from yellow to dark red, then stirred at RT for 1 h. The mixture was then diluted
with toluene, washed with water, then brine, dried over Na2SO4, filtered, and
concentrated in vacuo. Column chromatography on silica gel with gradient elution
of hexane-toluene (9:1 to 4:1) yields a dark red oil (Rf = 0.5, hexane-toluene
4:1, 332 mg, 76%). 1H-NMR (400 MHz, CDCl3): δ (ppm) = 2.92 (t, 3J = 7.4 Hz, 4
H, SeCH2), 1.72 (p, 3J = 7.4 Hz, 4 H, Se – CH2 – CH2), 1.43 (h, 3J = 7.4 Hz, 4 H,
CH2 – CH3), 0.93 (t, 3J = 75.4 Hz, 6 H, CH3) (Figure 92).

6.3.11.5 Liebeskind-Srogl Type Coupling

All reactions were carried out under inert conditions in the presence of a palladium
(pre-)catalyst, a ligand, an aryl boronic acid or arylzinc reagent (8 eq.) as coupling
partner, additives, using either TSF(SMe)4, TSF(SePh)4, or TSF(SeBu)4. To a
solution of tetrachalcogenated TSF (1 eq.) in THF, catalyst, ligand, additive, and
aryl boronic acid or aryl zinc in THF is added to the reaction mixture and the
reaction is stirred for 24 h with heating. After the reaction is done, it is quenched
with saturated aqueous ammonium chloride solution, extracted with DCM, washed
with brine, dried over Na2SO4, filtered, and concentrated in vacuo. The resulting
crude was analyzed using TLC, NMR, and LIFDI-MS.

6.3.12 Other Functionalizations of Tetraselenafulvalene

6.3.12.1 Bromination with N-Bromosuccinimide
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RT, 16 h
(DMF)

Scheme 26. Reaction scheme for the failed bromination of TSF using N-bromosuccinimide (NBS).

To a solution of TSF (50.0 mg, 0.13 mmol, 1 eq.) in dry and degassed DMF (4 mL)
under argon was added NBS (99.9 mg, 0.56 mmol, 4.4 eq.) in one portion and the



90 Experimental

reaction was stirred at RT for 16 h (over night) in the dark. The color of the solution
changed to dark green. After addition of water, a sticky brown solid precipitated,
which was filtered and washed with water. It was soluble in CDCl3 and the 1H-NMR
showed an intense singlet signal at 4.75 ppm, very similar to the decomposition
product observed during the synthesis of 2-methylene-1,3-diselenole, and the
absence of TSF.

6.3.12.2 Bromination with Bromine
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-10 to 10 °C, 30 min

(Et2O)

Br2/HBr

Scheme 27. Reaction scheme for the failed bromination of TSF with bromine.

The procedure followed here is based on the full bromination of TTF with bromine
in the presence of HBr.156 TSF (50.0 mg, 0.13 mmol, 1 eq.) is dissolved in de-
gassed diethyl ether (3.6 mL) under argon and aqueous concentrated HBr (48%,
3.6 mL) is added. The solution immediately changes color from red to deep pur-
ple. Then, the solution is cooled to −10 °C and a solution of bromine (101.9 mg,
0.64 mmol, 5 eq.) in diethyl ether (3.6 mL) is added drop-wise over 15 min via a
syringe pump while stirring vigorously. A black solid precipitates, then the reaction
is warmed up to 10 °C and stirred at that temperature for 30 min. The mixture is
diluted with DCM and filtered. The obtained amorphous black slurry was unchar-
acterizable and the red color of the organic phase could be completely discolored
by treating with saturated aqueous Na2S2O3 ·5 H2O solution, suggesting that TSF
is fully converted and destroyed during the reaction.

6.3.12.3 Tetracarboxylation
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Se 1) LDA, -78 °C, 1 h, (THF)

2) Cl O

O

-78 °C to RT
(THF)

Scheme 28. Reaction scheme for the failed tetracarboxylation of TSF.
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The synthesis of the compound was reported in the literature.75 To a solution of
LDA (0.87 M in THF, 0.06 mL, 48.3 µmol, 4.2 eq.) cooled to −78 °C was added TSF
(4.5 mg, 11.5 µmol, 1 eq.) and stirred at that temperature for 1 h, then at 0 °C for
1 h. After cooling back to −78 °C, a solution of methyl chloroformate (0.5 M in THF,
0.1 mL, 50.6 µmol, 4.4 eq.) was added in one portion. The color of the solution
changes immediately from yellow to dark red-brown. The reaction was warmed up
to RT and quenched with water. After usual workup, NMR and LIFDI-MS analysis
showed that only a mixture of differently substituted TSF could be obtained (1H-
NMR (400 MHz, CDCl3): δ (ppm) = 3.93 (s), 3.75 (s), 3.68 (s)). The product (Lit.:
1H-NMR (400 MHz, CDCl3): δ (ppm) = 3.83 (s)75) was not detected.

6.3.12.4 Tetraboronation
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Scheme 29. Reaction scheme for the failed tetraboronation reaction of TSF with iPrO – Bpin.

To a solution of LDA (0.87 M, 0.13 mL, 96.6 µmol, 4.2 eq.) cooled to −78 °C was
added TSF (10 mg, 25.5 µmol, 1 eq.) in dry and degassed THF (0.2 mL) drop-wise
and the reaction was stirred at that temperature for 1 h, then at 0 °C for 1 h. After
cooling again to −78 °C, 2-isopropoxy-4,4,5,5-tetramethyl-1,3,2-dioxaborolane
(iPrO – Bpin) was added (8 drops, excess). The reaction was stirred at the same
temperature for 1 h, then warmed up to 0 °C and stirred for 30 min, then to RT
and stirred for 16 h (over night). It was quenched with acetic acid, extracted with
DCM, washed with brine, dried over Na2SO4, and concentrated in vacuo. NMR
and LIFDI-MS showed the presence of only mono- and di-substituted product,
indicating that the four-fold boronated product is unstable.

6.3.12.5 Tetrasilylation

To a solution of LDA (0.87 M, 0.13 mL, 96.6 µmol, 4.2 eq.) cooled to −78 °C was
added TSF (10 mg, 25.5 µmol, 1 eq.) drop-wise and the reaction was stirred at that
temperature for 1 h, then at 0 °C for 1 h. After cooling again to −78 °C, trimethylsilyl
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Scheme 30. Reaction scheme for the failed tetracarboxylation of TSF with various silyl chlorides.

chloride or (2-thienyl)dimethylsilyl chloride was added (excess). The reaction was
stirred at the same temperature for 1 h, then warmed up to 0 °C and stirred for
30 min, then to RT and stirred for 16 h (over night). After usual workup, NMR and
LIFDI-MS showed the presence of only mono- and di-substituted product.

6.3.13 Cu3BTC2

The compound was synthesized following a slightly modified literature procedure.157

H3BTC 10 g, 48 mmol, 1 eq. and Cu(NO3)2 ·3 H2O (20.8 g, 86 mmol, 1.8 eq.) were
dissolved in DMF-ethanol-water (1:1:1, 480 mL). After stirring for 15 min, the solu-
tion was separated into parts of 24 mL in twenty different Schott flasks (100 mL),
the flasks were sealed and placed in the oven at 85 °C for 20 h. The blue crystals
were filtrated while hot using a glass filter frit (P4) and washed with hot DMF. Then
they were solvent-exchanged three times with DMF, three times with ethanol, and
finally three times with DCM (each time leaving the sample in the solvent over
night) prior to activation in vacuo at 180 °C (Figure 33).

6.3.14 (Dinitrile)xCu2BTC2

VPI of Cu3BTC2 was based on a literature procedure.28 Activated Cu3BTC2

(100 mg, 0.17 mmol, 1 eq.) are mixed with various dinitriles, such as DCB, TCB,
TCNQ, DCP, DCN, and DCT (0.5 or 1.0 eq. per formula unit of MOF) by grinding
them in a mortar until a homogeneous mixture is obtained. This is transferred to
round-bottom glass tube via a funnel, ensuring that the sample touches only the
bottom of the tube. After evacuation and flame-sealing, the evacuated system
was placed in a sand bath and heated to 180 °C for 10 d in the oven. After cooling,
the crystalline powders were transferred to the glovebox and stored under argon
(Table 10).
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Table 10. VPI of Cu3BTC2 (100 mg) with varying eq. of dinitriles at 180 °C for 10 d.

Dinitrile No. eq.dinitrile mdinitrile/mg

DCB
I 0.5 10.6
II 1.0 21.2

TCB
III 0.5 14.7
IV 1.0 29.5

DCP
V 0.5 16.3
VI 1.0 32.6

DCN
VII 0.5 14.7
VIII 1.0 29.5

DCT
IX 0.5 11.1
X 1.0 22.2

TCNQ
XI 0.5 16.9
XII 1.0 33.8

6.4 CHARACTERIZATION
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Figure 31. Simulated and as synthesized PXRD data of Zn2TTFTB in a range of 5° to 50°.
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Figure 32. Simulated and as synthesized PXRD data of Cd2TTFTB in a range of 5° to 50°.
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Figure 33. Simulated and as synthesized PXRD data of Cu3BTC2 in a range of 2° to 25°.
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Figure 34. VT-PXRD data of Cu3BTC2 in a range of 2° to 25° from 100–400 K. During heating
between 100 and 400 K, measurements were performed in temperature steps of 20 K. For the
cooling, measurements were performed between 390 and 110 K with the same temperature steps
of 20 K.
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Figure 35. VT-PXRD data of I in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 36. VT-PXRD data of II in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 37. VT-PXRD data of III in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 38. VT-PXRD data of IV in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 39. VT-PXRD data of V in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 40. VT-PXRD data of VI in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 41. VT-PXRD data of VII in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 42. VT-PXRD data of VIII in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 43. VT-PXRD data of IX in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 44. VT-PXRD data of X in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 45. VT-PXRD data of XI in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 46. VT-PXRD data of XII in a range of 2° to 25° from 100–400 K. During heating between
100 and 400 K, measurements were performed in temperature steps of 20 K. For the cooling,
measurements were performed between 390 and 110 K with the same temperature steps of 20 K.
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Figure 47. Pawley profile fit of activated Zn2TTFTB. The experimental data (black) was fitted (red)
using the hexagonal space group P65. The difference curve is given in blue and the Rwp values
are shown in the top right corner.
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Figure 48. Pawley profile fit of activated Cd2TTFTB. The experimental data (black) was fitted (red)
using the hexagonal space group P65. The difference curve is given in blue and the Rwp values
are shown in the top right corner.
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Figure 49. Pawley profile fit of 1. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 50. Pawley profile fit of 2. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 51. Pawley profile fit of 3. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 52. Pawley profile fit of 4. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 53. Pawley profile fit of 5. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 54. Pawley profile fit of 6. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 55. Pawley profile fit of 7. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 56. Pawley profile fit of 8. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 57. Pawley profile fit of 9. The experimental data (black) was fitted (red) using the hexagonal
space group P65. The difference curve is given in blue and the Rwp values are shown in the top
right.
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Figure 58. Pawley profile fit of 10. The experimental data (black) was fitted (red) using the
hexagonal space group P65. The difference curve is given in blue and the Rwp values are shown
in the top right.



Characterization 115

� � 
 � �� �� ��
������

�

����

����

	���

����

��
 �

��
� #

�!3���2�����

�����"��
����!�� �����wp
���	
����������

Figure 59. Pawley profile fit of Cu3BTC2 at 100 K. The experimental data (black) was fitted (red)
using the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are
shown in the top right corner.
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Figure 60. Pawley profile fit of I at 100 K. The experimental data (black) was fitted (red) using the
cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown in
the top right corner.



116 Experimental

� 
 � � �� �� �

�����	

�

���

����

����

����
��
#�
�"
�#&

�����1.0�$3���2

 �"�!%��
����$��#�����wp���
�
�����!����

Figure 61. Pawley profile fit of II at 100 K. The experimental data (black) was fitted (red) using the
cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown in
the top right corner.
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Figure 62. Pawley profile fit of III at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 63. Pawley profile fit of IV at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 64. Pawley profile fit of V at 100 K. The experimental data (black) was fitted (red) using the
cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown in
the top right corner.



118 Experimental

� 
 � � �� �� �

�����	

�

���

���


��

����

����

����

�
��

����
��
#�
�"
�#&

�����1.0�$3���2

 �"�!%��
����$��#�����wp���
�
�����!����

Figure 65. Pawley profile fit of VI at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 66. Pawley profile fit of VII at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 67. Pawley profile fit of VIII at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 68. Pawley profile fit of IX at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 69. Pawley profile fit of X at 100 K. The experimental data (black) was fitted (red) using the
cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown in
the top right corner.
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Figure 70. Pawley profile fit of XI at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Figure 71. Pawley profile fit of XII at 100 K. The experimental data (black) was fitted (red) using
the cubic space group Fm-3m. The difference curve is given in blue and the Rwp values are shown
in the top right corner.
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Table 11. Fitting parameters and crystallographic information for Cu3BTC2.

T/K Rwp Rexp GOF a/Å V/Å3

100 8.82616 7.06810 1.24873 26.28229±0.00079 18154.71524±1.64488
110 9.36690 7.05736 1.32725 26.27546±0.00085 18140.57775±1.76595
120 9.33702 7.13315 1.30896 26.27496±0.00086 18139.53379±1.77617
130 9.06971 7.07658 1.28165 26.27155±0.00082 18132.47956±1.69659
140 8.79414 7.12417 1.23441 26.26951±0.00080 18128.24319±1.65429
150 8.85152 7.10530 1.24576 26.26773±0.00082 18124.55889±1.70523
160 9.09744 7.10066 1.28121 26.25813±0.00084 18104.69384±1.73612
170 8.89957 7.12915 1.24834 26.26151±0.00082 18111.69619±1.69623
180 9.28001 7.12728 1.30204 26.25588±0.00086 18100.04612±1.77902
190 8.66203 7.14326 1.21262 26.25699±0.00079 18102.33768±1.63162
200 8.77650 7.10836 1.23467 26.25136±0.00082 18090.70776±1.68984
210 9.15335 7.14152 1.28171 26.25208±0.00083 18092.20095±1.71601
220 8.61269 7.13803 1.20659 26.24600±0.00077 18079.61638±1.59920
230 8.75718 7.16934 1.22148 26.24900±0.00080 18085.82746±1.65970
240 9.07890 7.13779 1.27195 26.24306±0.00082 18073.54554±1.70022
250 8.90988 7.15770 1.24480 26.24376±0.00081 18074.99015±1.67832
260 8.73568 7.13478 1.22438 26.23985±0.00079 18066.92051±1.62206
270 8.91303 7.15845 1.24511 26.24034±0.00082 18067.93279±1.68722
280 8.85064 7.15305 1.23732 26.23653±0.00081 18060.05670±1.68301
290 8.51412 7.18290 1.18533 26.23654±0.00076 18060.08320±1.57756
300 8.98825 7.15269 1.25662 26.23399±0.00081 18054.82124±1.66962
310 9.01274 7.16451 1.25797 26.23309±0.00082 18052.94954±1.69229
320 8.56562 7.16275 1.19586 26.23568±0.00078 18058.29886±1.60383
330 8.74062 7.18126 1.21714 26.23165±0.00079 18049.98373±1.62797
340 8.83147 7.16593 1.23242 26.23296±0.00080 18052.69585±1.65699
350 8.46729 7.16370 1.18197 26.22796±0.00077 18042.37580±1.59509
360 8.84971 7.16939 1.23437 26.22895±0.00081 18044.41563±1.66537
370 8.18243 7.16891 1.14138 26.22542±0.00074 18037.12999±1.53381
380 8.46338 7.18504 1.17792 26.22565±0.00078 18037.61148±1.59952
390 8.56595 7.18957 1.19144 26.22293±0.00078 18031.97965±1.60498
400 8.26728 7.17788 1.15177 26.22301±0.00074 18032.15815±1.53502
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Table 12. Fitting parameters and crystallographic information for I.

T/K Rwp Rexp GOF a/Å V/Å3

100 11.14186 9.12666 1.22080 26.22687±0.00361 18040.12028±7.45935
110 11.53298 9.11107 1.26582 26.22326±0.00367 18032.66965±7.56185
120 11.49107 9.11056 1.26129 26.21004±0.00341 18005.40289±7.03527
130 11.10923 9.08290 1.22309 26.22207±0.00330 18030.22405±6.81664
140 11.46519 9.09234 1.26097 26.21550±0.00347 18016.66001±7.15617
150 11.13300 9.13890 1.21820 26.22079±0.00317 18027.58456±6.53473
160 11.35058 9.01859 1.25858 26.21655±0.00333 18018.83439±6.87437
170 11.39429 9.06686 1.25670 26.21667±0.00331 18019.07503±6.83171
180 11.79494 9.03462 1.30553 26.21513±0.00328 18015.91052±6.76104
190 11.55424 9.06192 1.27503 26.22348±0.00329 18033.12533±6.78861
200 12.22820 9.01991 1.35569 26.21283±0.00349 18011.15840±7.19302
210 11.27954 9.03487 1.24845 26.22116±0.00316 18028.33852±6.51330
220 10.74856 8.94500 1.20163 26.21817±0.00301 18022.17504±6.19828
230 11.71629 9.04001 1.29605 26.21965±0.00317 18025.22997±6.54431
240 11.54489 9.00027 1.28273 26.21829±0.00302 18022.41487±6.23110
250 11.96704 8.97092 1.33398 26.22241±0.00354 18030.91325±7.31246
260 11.29719 8.98858 1.25684 26.21752±0.00296 18020.82218±6.10600
270 11.52939 9.03321 1.27633 26.21777±0.00303 18021.35685±6.24878
280 11.90599 9.04658 1.31608 26.21223±0.00328 18009.93394±6.75213
290 12.05413 9.02057 1.33629 26.21916±0.00318 18024.21971±6.56889
300 11.88254 9.06644 1.31061 26.21281±0.00305 18011.12476±6.28069
310 12.08990 9.03943 1.33746 26.21526±0.00320 18016.18085±6.59054
320 12.05746 9.00150 1.33950 26.22137±0.00316 18028.76220±6.51180
330 12.39546 9.08357 1.36460 26.21778±0.00313 18021.37318±6.45408
340 11.91303 9.03769 1.31815 26.21457±0.00316 18014.75476±6.51991
350 11.62447 9.05691 1.28349 26.22112±0.00305 18028.24692±6.28804
360 11.69544 9.05041 1.29226 26.21156±0.00314 18008.53696±6.47424
370 11.63116 9.06192 1.28352 26.21613±0.00309 18017.96420±6.37714
380 11.31906 9.04808 1.25099 26.21564±0.00307 18016.96381±6.33534
390 11.29875 9.07516 1.24502 26.21190±0.00303 18009.24152±6.23778
400 11.39140 9.06753 1.25629 26.21628±0.00306 18018.26833±6.31238
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Table 13. Fitting parameters and crystallographic information for II.

T/K Rwp Rexp GOF a/Å V/Å3

100 9.29928 7.65321 1.21508 26.22578±0.00099 18037.86780±2.04460
110 9.21112 7.63367 1.20664 26.21882±0.00099 18023.51553±2.03920
120 9.45392 7.68846 1.22962 26.22170±0.00103 18029.44327±2.12130
130 9.69722 7.67730 1.26310 26.21778±0.00104 18021.36611±2.13752
140 9.37556 7.71044 1.21596 26.22144±0.00102 18028.90590±2.10146
150 9.35637 7.68626 1.21729 26.21891±0.00101 18023.69011±2.09043
160 8.87216 7.71703 1.14969 26.22018±0.00096 18026.32084±1.97522
170 9.47026 7.66528 1.23547 26.21855±0.00100 18022.96454±2.05861
180 8.96466 7.67297 1.16834 26.21363±0.00098 18012.80944±2.01943
190 9.70941 7.66039 1.26748 26.21974±0.00103 18025.41380±2.13355
200 9.20158 7.63862 1.20461 26.21638±0.00100 18018.48435±2.05193
210 9.31477 7.63703 1.21968 26.21940±0.00101 18024.70346±2.09241
220 9.10912 7.61543 1.19614 26.21620±0.00099 18018.11894±2.04381
230 8.86299 7.63638 1.16063 26.22101±0.00095 18028.03202±1.95342
240 9.07710 7.61153 1.19255 26.21734±0.00100 18020.46854±2.05437
250 9.14000 7.62975 1.19794 26.22108±0.00099 18028.17264±2.05143
260 9.14175 7.61250 1.20089 26.21806±0.00096 18021.93883±1.97273
270 8.90989 7.61340 1.17029 26.22121±0.00098 18028.43583±2.01164
280 9.64361 7.59898 1.26907 26.22019±0.00102 18026.34273±2.10718
290 9.20428 7.61757 1.20830 26.22074±0.00098 18027.46861±2.02410
300 9.29358 7.57228 1.22732 26.22006±0.00101 18026.06777±2.08409
310 8.84143 7.61096 1.16167 26.21910±0.00095 18024.08307±1.95121
320 8.92238 7.61253 1.17206 26.21960±0.00095 18025.11394±1.96971
330 8.64435 7.61979 1.13446 26.21971±0.00091 18025.35572±1.88372
340 8.56844 7.61269 1.12555 26.21776±0.00094 18021.31733±1.93906
350 9.28204 7.61424 1.21904 26.21910±0.00098 18024.09679±2.03041
360 9.16093 7.60189 1.20509 26.21731±0.00099 18020.39257±2.03563
370 9.01801 7.60259 1.18618 26.21803±0.00098 18021.87833±2.01140
380 9.02945 7.58606 1.19027 26.21715±0.00098 18020.06123±2.02927
390 8.95967 7.60672 1.17786 26.21724±0.00099 18020.25873±2.04541
400 8.41073 7.61337 1.10473 26.21654±0.00090 18018.81968±1.86296
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Table 14. Fitting parameters and crystallographic information for III.

T/K Rwp Rexp GOF a/Å V/Å3

100 13.81702 10.74028 1.28647 26.22866±0.00157 18043.80830±3.24833
110 13.92859 10.81973 1.28733 26.23065±0.00161 18047.91778±3.32455
120 13.80727 10.81810 1.27631 26.22491±0.00154 18036.08448±3.17353
130 13.86702 10.82532 1.28098 26.23134±0.00159 18049.33428±3.28357
140 14.17685 10.86141 1.30525 26.22335±0.00165 18032.85652±3.40171
150 14.16564 10.88773 1.30106 26.22619±0.00159 18038.70794±3.27910
160 14.26665 10.86636 1.31292 26.22263±0.00163 18031.38090±3.36590
170 14.44390 10.87754 1.32786 26.22526±0.00162 18036.80284±3.34476
180 13.96825 10.81337 1.29176 26.22494±0.00154 18036.13141±3.18739
190 14.71826 10.88804 1.35178 26.22226±0.00166 18030.60656±3.43380
200 14.56284 10.82042 1.34587 26.22357±0.00168 18033.30445±3.46143
210 14.73884 10.85341 1.35799 26.22171±0.00166 18029.48103±3.41683
220 14.44703 10.87226 1.32880 26.22240±0.00162 18030.89171±3.33285
230 14.78593 10.86722 1.36060 26.22022±0.00163 18026.39169±3.35471
240 14.58442 10.87849 1.34067 26.21946±0.00159 18024.82788±3.28023
250 14.47884 10.84910 1.33457 26.21866±0.00159 18023.18000±3.27410
260 14.59593 10.83349 1.34730 26.21821±0.00159 18022.25913±3.27010
270 14.45565 10.78528 1.34031 26.22030±0.00161 18026.56177±3.31234
280 14.66496 10.89628 1.34587 26.21352±0.00163 18012.57750±3.36596
290 14.89928 10.83544 1.37505 26.21598±0.00160 18017.64836±3.30410
300 15.09663 10.87565 1.38811 26.21476±0.00166 18015.13654±3.41607
310 14.95164 10.79806 1.38466 26.21396±0.00162 18013.49483±3.34087
320 15.19837 10.88291 1.39654 26.20993±0.00166 18005.18024±3.41272
330 14.79960 10.86384 1.36228 26.21277±0.00159 18011.04727±3.28187
340 14.94703 10.87581 1.37434 26.21145±0.00166 18008.32128±3.41658
350 14.78654 10.83271 1.36499 26.21026±0.00160 18005.86760±3.30615
360 14.87442 10.85153 1.37072 26.20674±0.00162 17998.62153±3.33922
370 14.66484 10.86549 1.34967 26.20874±0.00156 18002.73186±3.20596
380 14.39849 10.84465 1.32770 26.20717±0.00157 17999.50118±3.22969
390 15.01951 10.86455 1.38243 26.20946±0.00163 18004.20701±3.35241
400 14.87306 10.87210 1.36800 26.20811±0.00159 18001.43807±3.27170
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Table 15. Fitting parameters and crystallographic information for IV.

T/K Rwp Rexp GOF a/Å V/Å3

100 13.69172 11.62217 1.17807 26.18588±0.00182 17955.65999±3.74973
110 13.12704 11.65967 1.12585 26.18572±0.00171 17955.34415±3.52100
120 13.77888 11.70343 1.17734 26.18770±0.00182 17959.41862±3.75061
130 13.12608 11.68149 1.12367 26.18484±0.00183 17953.52690±3.75964
140 13.17817 11.65977 1.13023 26.18871±0.00173 17961.48643±3.55030
150 12.96910 11.65278 1.11296 26.19028±0.00178 17964.72419±3.65317
160 13.35826 11.65365 1.14627 26.18762±0.00180 17959.24238±3.70626
170 13.48924 11.55834 1.16706 26.18437±0.00180 17952.56207±3.70877
180 13.85389 11.64397 1.18979 26.18900±0.00179 17962.07646±3.67944
190 14.05264 11.60499 1.21091 26.18725±0.00195 17958.47905±4.00378
200 13.71140 11.58207 1.18385 26.18560±0.00180 17955.09551±3.71163
210 14.27304 11.54455 1.23634 26.18409±0.00197 17951.99360±4.04365
220 14.06997 11.49658 1.22384 26.18562±0.00189 17955.13723±3.89412
230 14.43475 11.49342 1.25591 26.18708±0.00204 17958.12680±4.18832
240 14.41925 11.46349 1.25784 26.18530±0.00196 17954.47953±4.02440
250 14.53132 11.42172 1.27225 26.18642±0.00195 17956.78024±4.01531
260 14.48676 11.48283 1.26160 26.18696±0.00185 17957.89676±3.80020
270 14.59543 11.46155 1.27343 26.18523±0.00194 17954.33177±3.99977
280 14.20085 11.42766 1.24267 26.18746±0.00197 17958.91310±4.06050
290 15.07074 11.45758 1.31535 26.18397±0.00203 17951.72944±4.16605
300 14.90421 11.41871 1.30524 26.18904±0.00198 17962.17424±4.07012
310 15.63222 11.44186 1.36623 26.18425±0.00211 17952.30293±4.34712
320 14.69201 11.41515 1.28706 26.19032±0.00205 17964.79413±4.22798
330 13.92110 11.39851 1.22131 26.18315±0.00195 17950.04522±4.00555
340 14.49150 11.44103 1.26663 26.18577±0.00191 17955.44125±3.92195
350 15.34081 11.43947 1.34104 26.18484±0.00206 17953.52091±4.24706
360 14.99383 11.46312 1.30801 26.18051±0.00203 17944.61480±4.17791
370 15.07819 11.46672 1.31495 26.18484±0.00207 17953.52978±4.25254
380 15.03207 11.46349 1.31130 26.18222±0.00214 17948.13481±4.41037
390 14.95521 11.46533 1.30439 26.18133±0.00213 17946.30061±4.37997
400 15.18160 11.46155 1.32457 26.17845±0.00210 17940.37658±4.31830
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Table 16. Fitting parameters and crystallographic information for V.

T/K Rwp Rexp GOF a/Å V/Å3

100 10.47811 7.73087 1.35536 26.26813±0.00114 18125.39498±2.36493
110 9.20986 7.68023 1.19916 26.27780±0.00095 18145.41031±1.97232
120 9.71182 7.78513 1.24748 26.26355±0.00103 18115.91073±2.12393
130 8.86037 7.87642 1.12492 26.27546±0.00095 18140.56456±1.96084
140 9.68944 7.80977 1.24068 26.26171±0.00102 18112.09950±2.10318
150 9.25134 8.00675 1.15544 26.27036±0.00101 18130.01813±2.08732
160 9.81296 7.83979 1.25169 26.25822±0.00103 18104.88241±2.13328
170 9.25361 8.47067 1.09243 26.26245±0.00111 18113.64432±2.29141
180 10.03959 7.80270 1.28668 26.25469±0.00108 18097.58998±2.23062
190 10.23889 7.78259 1.31562 26.25106±0.00109 18090.08743±2.24701
200 10.12728 7.80095 1.29821 26.25488±0.00105 18097.98278±2.16966
210 10.03734 7.77752 1.29056 26.24754±0.00107 18082.81484±2.20348
220 10.15485 7.81232 1.29985 26.25456±0.00108 18097.32571±2.23114
230 9.86428 7.75970 1.27122 26.24660±0.00104 18080.86525±2.14058
240 9.62134 7.78801 1.23541 26.25431±0.00101 18096.79782±2.09508
250 10.05343 7.74787 1.29757 26.24540±0.00105 18078.38710±2.16820
260 9.61209 7.77325 1.23656 26.25388±0.00102 18095.90913±2.11218
270 10.03146 7.75142 1.29415 26.24488±0.00107 18077.30996±2.20104
280 9.79334 7.79588 1.25622 26.25281±0.00103 18093.69942±2.12195
290 9.84639 7.76001 1.26886 26.24256±0.00102 18072.51388±2.10464
300 9.40070 7.80632 1.20424 26.26609±0.00097 18121.17310±2.00250
310 9.20242 7.75863 1.18609 26.23947±0.00095 18066.13855±1.95451
320 8.62970 7.82862 1.10233 26.27450±0.00092 18138.57622±1.90918
330 9.20790 7.76087 1.18645 26.23391±0.00095 18054.64581±1.95632
340 8.86514 7.80521 1.13580 26.25932±0.00092 18107.16234±1.91128
350 9.23635 7.76125 1.19006 26.22868±0.00096 18043.86230±1.98071
360 9.73094 7.76705 1.25285 26.23821±0.00103 18063.53557±2.13732
370 9.34330 7.74973 1.20563 26.22524±0.00098 18036.75169±2.02385
380 8.90614 7.76708 1.14665 26.22548±0.00094 18037.25863±1.93027
390 9.10707 7.80556 1.16674 26.22331±0.00095 18032.77513±1.95555
400 9.21676 7.78238 1.18431 26.21969±0.00095 18025.29662±1.96788
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Table 17. Fitting parameters and crystallographic information for VI.

T/K Rwp Rexp GOF a/Å V/Å3

100 8.44635 7.77257 1.08669 26.20638±0.00091 17997.86138±1.88301
110 8.52529 7.76182 1.09836 26.20697±0.00095 17999.09236±1.95970
120 8.38977 7.79945 1.07569 26.20189±0.00091 17988.61631±1.86751
130 8.11597 7.76989 1.04454 26.20566±0.00089 17996.39155±1.83499
140 8.56311 7.79514 1.09852 26.20058±0.00092 17985.92230±1.89054
150 8.51269 7.81649 1.08907 26.20016±0.00093 17985.05604±1.90783
160 8.13965 7.76977 1.04761 26.20167±0.00090 17988.16781±1.86355
170 8.37495 7.80173 1.07347 26.19915±0.00091 17982.97923±1.87384
180 8.35259 7.76752 1.07532 26.19974±0.00090 17984.18563±1.85118
190 8.36976 7.77491 1.07651 26.19931±0.00091 17983.31122±1.86525
200 8.21996 7.73137 1.06320 26.19625±0.00091 17977.00312±1.88015
210 8.45355 7.76171 1.08913 26.19837±0.00090 17981.37539±1.85729
220 8.60251 7.71147 1.11555 26.19474±0.00096 17973.90258±1.96832
230 8.33078 7.71604 1.07967 26.19901±0.00089 17982.68081±1.82471
240 8.19990 7.70443 1.06431 26.19428±0.00091 17972.95129±1.87490
250 8.32890 7.70539 1.08092 26.20004±0.00089 17984.80404±1.83050
260 8.66715 7.66466 1.13079 26.19497±0.00094 17974.38017±1.92523
270 8.61374 7.68909 1.12025 26.20036±0.00092 17985.47146±1.89693
280 8.55728 7.68454 1.11357 26.19631±0.00093 17977.12086±1.91722
290 8.59383 7.70226 1.11575 26.19687±0.00093 17978.29264±1.91481
300 8.54197 7.68231 1.11190 26.19517±0.00093 17974.78635±1.90537
310 8.55484 7.68429 1.11329 26.19712±0.00093 17978.80258±1.90964
320 8.54579 7.68744 1.11166 26.19358±0.00092 17971.50719±1.90298
330 8.43750 7.67746 1.09900 26.19696±0.00089 17978.47189±1.83592
340 8.63663 7.67176 1.12577 26.19457±0.00094 17973.54945±1.94529
350 8.51508 7.67818 1.10900 26.19703±0.00092 17978.61614±1.89743
360 8.48674 7.68158 1.10482 26.19451±0.00090 17973.41948±1.85284
370 8.23922 7.68725 1.07180 26.19465±0.00090 17973.72085±1.85491
380 8.12221 7.66735 1.05933 26.19325±0.00088 17970.83190±1.81978
390 8.28901 7.69867 1.07668 26.19340±0.00090 17971.14750±1.85005
400 8.45094 7.71949 1.09475 26.19410±0.00090 17972.57971±1.84453
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Table 18. Fitting parameters and crystallographic information for VII.

T/K Rwp Rexp GOF a/Å V/Å3

100 8.48437 7.70600 1.10101 26.19707±0.00092 17978.68824±1.90139
110 8.64695 7.74134 1.11698 26.19654±0.00093 17977.61316±1.91778
120 9.12594 7.73994 1.17907 26.19412±0.00100 17972.61559±2.05652
130 8.77548 7.74674 1.13280 26.19680±0.00098 17978.14860±2.00796
140 8.73777 7.74585 1.12806 26.19162±0.00097 17967.48163±1.99128
150 8.52156 7.74431 1.10036 26.19648±0.00093 17977.48920±1.92328
160 8.90176 7.75057 1.14853 26.19241±0.00099 17969.10900±2.04360
170 8.38678 7.73678 1.08401 26.19619±0.00091 17976.88927±1.86548
180 8.56840 7.74722 1.10600 26.19116±0.00093 17966.53168±1.91157
190 8.50409 7.72805 1.10042 26.19546±0.00093 17975.37937±1.91499
200 8.32519 7.71715 1.07879 26.19087±0.00090 17965.92911±1.84981
210 8.95575 7.73044 1.15850 26.19710±0.00098 17978.75342±2.02131
220 8.43190 7.71099 1.09349 26.19140±0.00091 17967.02989±1.87223
230 8.58270 7.70978 1.11322 26.19557±0.00094 17975.61282±1.93377
240 8.19247 7.69049 1.06527 26.18892±0.00089 17961.91578±1.83651
250 8.68598 7.70834 1.12683 26.19541±0.00096 17975.27394±1.97455
260 8.67197 7.68378 1.12861 26.18892±0.00095 17961.91329±1.95127
270 8.29369 7.69550 1.07773 26.19493±0.00091 17974.29897±1.86874
280 8.22012 7.67910 1.07045 26.18833±0.00090 17960.69928±1.85430
290 8.46072 7.70064 1.09870 26.19390±0.00091 17972.17065±1.87539
300 8.64450 7.66480 1.12782 26.18698±0.00095 17957.92838±1.95699
310 8.47535 7.67913 1.10369 26.19476±0.00092 17973.93079±1.89908
320 8.56865 7.67226 1.11684 26.18656±0.00092 17957.06265±1.88767
330 8.08175 7.67785 1.05261 26.19369±0.00088 17971.74325±1.81365
340 8.56243 7.69038 1.11339 26.18797±0.00093 17959.97121±1.90416
350 8.26446 7.68987 1.07472 26.19130±0.00090 17966.82441±1.85895
360 8.35374 7.70508 1.08419 26.18998±0.00090 17964.09398±1.86147
370 8.19963 7.71034 1.06346 26.19276±0.00091 17969.82369±1.87170
380 8.52491 7.69814 1.10740 26.19096±0.00095 17966.11748±1.95857
390 8.25836 7.70266 1.07214 26.19260±0.00091 17969.48429±1.87832
400 8.40772 7.71051 1.09042 26.19251±0.00093 17969.31011±1.91039
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Table 19. Fitting parameters and crystallographic information for VIII.

T/K Rwp Rexp GOF a/Å V/Å3

100 8.17613 7.77730 1.05128 26.18897±0.00086 17962.03175±1.76695
110 8.31266 7.81624 1.06351 26.18795±0.00088 17959.91852±1.80975
120 8.09052 7.81068 1.03583 26.18510±0.00086 17954.06813±1.76566
130 8.31775 7.82739 1.06265 26.18780±0.00087 17959.62235±1.79665
140 8.18556 7.82739 1.04576 26.18278±0.00088 17949.28041±1.80124
150 7.43588 7.40794 1.00377 26.18849±0.00092 17961.04200±1.90100
160 7.91331 7.80046 1.01447 26.18431±0.00084 17952.43500±1.72300
170 8.04692 7.82225 1.02872 26.18794±0.00086 17959.91339±1.77673
180 8.06835 7.78461 1.03645 26.18379±0.00086 17951.36523±1.77867
190 7.53501 7.36796 1.02267 26.18524±0.00092 17954.34000±1.88700
200 8.13916 7.77545 1.04678 26.18253±0.00086 17948.77047±1.77446
210 7.93069 7.75781 1.02228 26.18932±0.00085 17962.74421±1.74340
220 8.40110 7.76771 1.08154 26.18404±0.00089 17951.88310±1.82143
230 8.07331 7.72202 1.04549 26.19028±0.00087 17964.71190±1.78419
240 7.83526 7.74017 1.01229 26.18551±0.00086 17954.90331±1.76884
250 7.87635 7.71517 1.02089 26.18928±0.00082 17962.66572±1.69589
260 7.84561 7.75527 1.01165 26.18263±0.00108 17948.97700±2.22400
270 8.32538 7.25387 1.14772 26.19092±0.00100 17966.02400±2.06200
280 8.39327 7.76998 1.08022 26.17224±0.00092 17927.63137±1.88969
290 7.91720 7.74852 1.02177 26.19164±0.00084 17967.51386±1.72864
300 8.98291 7.78259 1.15423 26.16662±0.00095 17916.06874±1.95591
310 7.88006 7.70507 1.02271 26.19149±0.00085 17967.21630±1.75049
320 8.47533 7.77531 1.09003 26.17080±0.00089 17924.65697±1.83591
330 7.78199 7.70288 1.01027 26.19046±0.00081 17965.08432±1.67434
340 8.12406 7.75089 1.04815 26.17420±0.00088 17931.65273±1.80964
350 7.94246 7.72211 1.02854 26.19054±0.00083 17965.26368±1.71594
360 8.07595 7.77165 1.03916 26.17722±0.00086 17937.85459±1.76834
370 7.81301 7.74658 1.00858 26.18952±0.00084 17963.14733±1.72281
380 8.05258 7.75623 1.03821 26.18203±0.00086 17947.75030±1.76258
390 8.00228 7.74854 1.03275 26.18677±0.00085 17957.49203±1.74371
400 7.76359 7.74846 1.00195 26.18592±0.00084 17955.74399±1.72146
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Table 20. Fitting parameters and crystallographic information for IX.

T/K Rwp Rexp GOF a/Å V/Å3

100 8.94555 7.52263 1.18915 26.21742±0.00102 18020.62694±2.09904
110 8.95236 7.54649 1.18629 26.21467±0.00101 18014.95051±2.07240
120 9.23505 7.55884 1.22175 26.20856±0.00103 18002.37118±2.12233
130 9.48549 7.56573 1.25374 26.21233±0.00106 18010.12398±2.19342
140 9.02229 7.56038 1.19336 26.20739±0.00100 17999.94315±2.06908
150 8.51204 7.57012 1.12443 26.21156±0.00095 18008.53542±1.95113
160 9.21864 7.59024 1.21454 26.20408±0.00104 17993.12459±2.15192
170 9.00458 7.55332 1.19214 26.20878±0.00099 18002.80886±2.04392
180 9.45125 7.58058 1.24677 26.20228±0.00105 17989.42990±2.16045
190 9.09498 7.55515 1.20381 26.20780±0.00101 18000.78884±2.09064
200 9.24123 7.55706 1.22286 26.19788±0.00107 17980.36140±2.19313
210 9.04912 7.53871 1.20036 26.20807±0.00102 18001.34445±2.10135
220 8.60262 7.54935 1.13952 26.19761±0.00096 17979.81604±1.97664
230 9.11668 7.53263 1.21029 26.20853±0.00101 18002.30487±2.08788
240 9.11259 7.54403 1.20792 26.19462±0.00103 17973.64838±2.12550
250 9.10676 7.50497 1.21343 26.20868±0.00103 18002.60672±2.12380
260 8.90420 7.51826 1.18434 26.19741±0.00101 17979.40041±2.07144
270 8.58703 7.51422 1.14277 26.20803±0.00095 18001.27272±1.96227
280 9.16544 7.52067 1.21870 26.19826±0.00102 17981.13828±2.09213
290 8.46422 7.52208 1.12525 26.20948±0.00093 18004.26312±1.91597
300 9.00054 7.53763 1.19408 26.19902±0.00101 17982.70647±2.07201
310 8.40133 7.50801 1.11898 26.20606±0.00096 17997.21994±1.98421
320 8.89101 7.52428 1.18164 26.20030±0.00099 17985.34598±2.04009
330 8.99692 7.52491 1.19562 26.20429±0.00101 17993.55820±2.09081
340 8.77855 7.50650 1.16946 26.20075±0.00097 17986.27089±1.99875
350 9.40413 7.51218 1.25185 26.20397±0.00106 17992.89623±2.18389
360 9.17754 7.50637 1.22263 26.19962±0.00105 17983.94262±2.15971
370 8.71632 7.53497 1.15678 26.20314±0.00097 17991.18588±1.99776
380 8.97890 7.50201 1.19687 26.20050±0.00102 17985.75713±2.10454
390 8.83781 7.49462 1.17922 26.20028±0.00100 17985.29631±2.06047
400 8.30393 7.51479 1.10501 26.20118±0.00093 17987.15574±1.92080
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Table 21. Fitting parameters and crystallographic information for X.

T/K Rwp Rexp GOF a/Å V/Å3

100 9.50693 7.87918 1.20659 26.19255±0.00094 17969.39379±1.93295
110 9.39658 7.87594 1.19307 26.18750±0.00096 17959.00238±1.96807
120 9.24514 7.88808 1.17204 26.18838±0.00093 17960.81854±1.91580
130 9.56324 7.91590 1.20810 26.18659±0.00097 17957.13096±1.99096
140 9.40196 7.92428 1.18648 26.18595±0.00096 17955.81969±1.97959
150 9.26896 7.96157 1.16421 26.18710±0.00095 17958.16901±1.94835
160 9.33771 7.95502 1.17381 26.18640±0.00093 17956.74181±1.90453
170 9.01786 7.95792 1.13319 26.18603±0.00094 17955.97159±1.93104
180 9.02286 7.94137 1.13618 26.18701±0.00094 17958.00076±1.92623
190 9.19119 7.93554 1.15823 26.18596±0.00096 17955.83225±1.97723
200 9.05751 7.93052 1.14211 26.18507±0.00095 17954.00599±1.94911
210 9.04082 7.95273 1.13682 26.18799±0.00096 17960.01522±1.97105
220 9.60314 7.93931 1.20957 26.18575±0.00098 17955.39033±2.02456
230 9.39053 7.92990 1.18419 26.18946±0.00097 17963.02150±2.00274
240 9.15508 7.93208 1.15418 26.18622±0.00095 17956.35757±1.95299
250 9.17678 7.95588 1.15346 26.18890±0.00093 17961.88302±1.91660
260 8.64413 7.93444 1.08945 26.18837±0.00089 17960.77867±1.83294
270 9.04741 7.90085 1.14512 26.19141±0.00094 17967.04903±1.93145
280 9.19287 7.93370 1.15871 26.18717±0.00095 17958.31212±1.95656
290 9.25063 7.91977 1.16804 26.19050±0.00095 17965.18108±1.96254
300 8.99334 7.93367 1.13357 26.18760±0.00094 17959.20539±1.93032
310 8.32667 7.93128 1.04985 26.19043±0.00087 17965.02635±1.78660
320 8.70836 7.92477 1.09888 26.18688±0.00091 17957.73144±1.86565
330 8.80830 7.90351 1.11448 26.19027±0.00090 17964.69018±1.85136
340 8.71005 7.94721 1.09599 26.18796±0.00092 17959.94258±1.89624
350 8.70006 7.92752 1.09745 26.18886±0.00089 17961.79413±1.83902
360 8.85700 7.90915 1.11984 26.18724±0.00091 17958.46040±1.86919
370 9.02291 7.91000 1.14070 26.18733±0.00096 17958.65352±1.96620
380 8.56163 7.95082 1.07682 26.18892±0.00090 17961.92753±1.84368
390 9.42123 7.93563 1.18721 26.18800±0.00099 17960.03527±2.03024
400 8.73287 7.95144 1.09828 26.18792±0.00092 17959.87189±1.89101
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Table 22. Fitting parameters and crystallographic information for XI.

T/K Rwp Rexp GOF a/Å V/Å3

100 8.71372 7.74785 1.12466 26.24379±0.00098 18075.05788±2.02205
110 8.88493 7.67473 1.15769 26.24215±0.00099 18071.66824±2.05511
120 8.13498 7.77966 1.04567 26.23852±0.00093 18064.16471±1.92262
130 8.53672 7.72006 1.10578 26.23934±0.00094 18065.86284±1.93431
140 8.91325 7.78174 1.14541 26.23715±0.00101 18061.33105±2.08321
150 8.53327 7.70947 1.10686 26.23744±0.00095 18061.94474±1.96514
160 8.17842 7.77552 1.05182 26.23638±0.00092 18059.74037±1.89389
170 8.81539 7.70482 1.14414 26.23414±0.00097 18055.12269±1.99447
180 8.02430 7.75504 1.03472 26.23264±0.00091 18052.02312±1.86955
190 8.23537 7.74405 1.06345 26.23395±0.00094 18054.73625±1.93219
200 8.16033 7.70420 1.05921 26.23189±0.00093 18050.47458±1.92439
210 8.40443 7.71768 1.08898 26.23275±0.00096 18052.25006±1.97362
220 8.50307 7.70564 1.10349 26.22963±0.00094 18045.81849±1.94682
230 8.29176 7.68543 1.07889 26.23247±0.00093 18051.67844±1.91376
240 8.39735 7.68437 1.09278 26.22745±0.00094 18041.30744±1.93814
250 8.13793 7.68864 1.05843 26.23080±0.00090 18048.23684±1.86365
260 8.34975 7.68172 1.08696 26.22820±0.00093 18042.86261±1.91772
270 7.87715 7.68814 1.02459 26.23050±0.00089 18047.62031±1.84455
280 8.18246 7.70128 1.06248 26.22625±0.00091 18038.83325±1.86837
290 7.96404 7.69122 1.03547 26.23035±0.00089 18047.29329±1.84657
300 8.14334 7.69474 1.05830 26.22591±0.00091 18038.13073±1.87590
310 8.20515 7.70440 1.06499 26.22850±0.00091 18043.47328±1.87694
320 8.24317 7.67991 1.07334 26.22587±0.00094 18038.04530±1.93574
330 8.21029 7.67941 1.06913 26.22793±0.00092 18042.29661±1.89099
340 8.30517 7.68644 1.08050 26.22680±0.00093 18039.96511±1.92571
350 8.13694 7.69225 1.05781 26.22477±0.00089 18035.77603±1.84666
360 8.29036 7.70719 1.07567 26.22407±0.00094 18034.33201±1.93992
370 8.27356 7.70198 1.07421 26.22477±0.00092 18035.78037±1.89865
380 8.33862 7.70755 1.08188 26.22295±0.00094 18032.04053±1.93904
390 8.28881 7.69284 1.07747 26.22253±0.00093 18031.16909±1.90865
400 8.29330 7.69811 1.07732 26.22125±0.00092 18028.52798±1.89522
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Table 23. Fitting parameters and crystallographic information for XII.

T/K Rwp Rexp GOF a/Å V/Å3

100 9.47226 8.43629 1.12280 26.22833±0.00124 18043.12305±2.56037
110 9.22831 8.45626 1.09130 26.22560±0.00118 18037.50033±2.44425
120 9.70716 8.45388 1.14825 26.22470±0.00129 18035.64976±2.66623
130 9.40021 8.48339 1.10807 26.22656±0.00120 18039.48781±2.48355
140 9.51960 8.50234 1.11964 26.22556±0.00124 18037.40665±2.56357
150 9.98057 8.51579 1.17201 26.22706±0.00129 18040.51771±2.67110
160 10.08917 8.50106 1.18681 26.21997±0.00130 18025.87664±2.67966
170 9.72280 8.48647 1.14568 26.22496±0.00126 18036.18659±2.60920
180 10.00377 8.49615 1.17745 26.22206±0.00129 18030.20093±2.66505
190 9.80486 8.50113 1.15336 26.22779±0.00124 18042.02077±2.56770
200 9.67074 8.48407 1.13987 26.22448±0.00123 18035.18277±2.53904
210 9.49796 8.50295 1.11702 26.22822±0.00121 18042.90529±2.49557
220 9.90612 8.49660 1.16589 26.22470±0.00124 18035.63970±2.55845
230 9.28230 8.47391 1.09540 26.23111±0.00120 18048.87093±2.48352
240 10.17026 8.47234 1.20041 26.22639±0.00127 18039.13696±2.62973
250 10.14813 8.49928 1.19400 26.22938±0.00125 18045.29711±2.58211
260 9.91629 8.46591 1.17132 26.22741±0.00123 18041.24233±2.54055
270 9.64555 8.46729 1.13915 26.23173±0.00122 18050.15746±2.51118
280 9.94554 8.46505 1.17489 26.22632±0.00122 18038.98300±2.51541
290 9.76857 8.45139 1.15585 26.22977±0.00125 18046.10351±2.58227
300 9.67944 8.46524 1.14343 26.22719±0.00121 18040.77572±2.50689
310 10.05169 8.47451 1.18611 26.23120±0.00125 18049.04987±2.57437
320 9.92541 8.45284 1.17421 26.22897±0.00122 18044.45817±2.52091
330 10.51400 8.48073 1.23975 26.23294±0.00131 18052.64911±2.70434
340 9.89488 8.47484 1.16756 26.22835±0.00120 18043.16970±2.47232
350 9.71359 8.47630 1.14597 26.23159±0.00121 18049.86798±2.49203
360 9.63345 8.48260 1.13567 26.22890±0.00119 18044.29838±2.46297
370 9.66079 8.47900 1.13938 26.23033±0.00119 18047.25961±2.44879
380 9.51905 8.49626 1.12038 26.23172±0.00121 18050.11977±2.49535
390 9.92334 8.50586 1.16665 26.22860±0.00124 18043.68028±2.55690
400 10.01307 8.50442 1.17740 26.22904±0.00125 18044.58838±2.58996
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Figure 72. SEM picture of Zn2TTFTB.

Figure 73. SEM picture of 1.
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Figure 74. SEM picture of 2.

Figure 75. SEM picture of 3.
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Figure 76. SEM picture of 4.

Figure 77. SEM picture of 5.
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Figure 78. SEM picture of 6.

Figure 79. SEM picture of Cd2TTFTB.



Characterization 139

Figure 80. SEM picture of 7.

Figure 81. SEM picture of 8.
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Figure 82. SEM picture of 9.

Figure 83. SEM picture of 10.
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Figure 84. NMR spectrum of Et4TTFTB.
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Figure 85. NMR spectrum of H4TTFTB.
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Figure 87. NMR spectrum of 1,2,3-selenadiazole.
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Figure 88. NMR spectrum of 2-Methylene-1,3-diselenole in (a) CDCl3, and (b) CD2Cl2.
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Figure 91. NMR spectrum of TSF(SePh)4.
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Figure 92. NMR spectrum of TSF(SeBu)4.
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Figure 93. Current-voltage curves of (TCNE)xM2TTFTB.
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Figure 94. FTIR spectra of (Guest)xCu3BTC2.



148 Experimental

���� ���� ��	�

��

��

���

��


���� ���� ��	�
����

����

����

����

��


���� ���� ��	�

�	

��

���

���� ���� ��	�

�	

��

���

���� ���� ��	�
����

����

����

�
��

���

���� ���� ��	�

��

��

����

ν�����−1

���
��

�
��
��
��

���
�

Figure 95. FTIR spectra of guests used for the VPI of Cu3BTC2. The peak maxima are indicated
with a black dashed line.
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THEORY AND METHODOLOGY





7
Metal-Organic Frameworks

7.1 INTRODUCTION

Metal-organic frameworks (MOFs) are composed of single metal ions or polynu-
clear metal ion clusters that are interconnected by organic ligands (linkers) to form
crystalline and porous coordination networks.5,6,158–160 Their structures are highly
defined due to the molecularly precise nature of the employed organic ligand,
as well as the coordination chemistry of the discrete metal cations or clusters.
Because of their high synthetic flexibility, MOFs have attracted exceptional atten-
tion in the past 20 years due to their potential applications in a vast spectrum
of fields such as chemical separation,161,162 gas storage,163 catalysis,164,165 and
sensing.166–168 In the following section, their formation, diverse physical properties,
and chemical reactivities will be introduced to the reader prior to the discussion of
their electronic structure and potential in the field of electronics.

7.2 TOPOLOGICAL DESCRIPTION

Generally, MOFs exhibit complex crystal structures with large unit cells containing
many atoms which can complicate their analysis with respect to the arrangement
of their constituents along with their connectivity to each other.169–171 For this
reason, it is advisable to simplify the crystal structures by reducing the information
content gained by the structural analysis from an extensive and chemical repre-
sentation (e.g., nature of atoms, intra- and intermolecular bond distances and
angles) to a purely geometric image of the connectivity. This can be achieved by

153
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a topological elucidation of a MOF structure in which the connectivity is described
in terms of nets that consist of nodes and links.172–174 These are defined by their
points of extension; a node can make several connections depending on the
symmetry and connectivity of the linkers and metal ions constructing the MOF
(e.g., two connections for a ditopic linker with trigonal symmetry, four connections
for a tetratopic metal ion with preferred square-planar coordination geometry),
while a link connects two nodes via its two points of extension.175,176 Importantly, a
net is not characteristic when regarded as a sum of the connectivity and symmetry
of nodes and links alone but also the spatial arrangement of the nodes relative to
each other and the connectivity between them plays a large role. Additionally, nets
are indifferent to bending and stretching and can only be transformed into each
other via the breaking of connections. For example, four-connecting paddle-wheel
complexes M2( – COO)4 and two-connecting benzene dicarboxylate (BDC) can be
topologically reduced to square-nodes and links, respectively, and arranged to an
infinite two-dimensional array as indicated in Scheme 31.

Cu

O

O

O

Cu

O

O
O

O
O

O

OHHO

O

Scheme 31. Illustration of the topological reduction of paddle-wheel complexes and linear dicar-
boxylates into squares and links and their connectivity.

The most prominent example for architecturally and chemically stable MOFs is
MOF-5, which was published in 1999 by Yaghi et al.177 In this MOF, inorganic
units of octahedral Zn4O( – COO)6 composed of four tetrahedral ZnO4 units shar-
ing a central O atom are interconnected by ditopic BDC linkers to construct a
three-dimensional coordination network with primitive cubic (pcu)178 topology
encompassing cubic pores of 15.1 and 11.0 Å size, respectively (Figure 96).
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(a) (b)

Figure 96. (a) Crystal structure of MOF-5. The different pore sizes of 15.1 and 11.0 Å are illustrated
using an orange and a green sphere, respectively. (b) Illustration of the underlying pcu topology of
MOF-5. Green spheres indicate the empty pore space. The Vesta3 software was used for crystal
structure visualization.179

7.3 FORMATION OF METAL-ORGANIC FRAMEWORKS

Generally, the successful synthesis of MOFs is strongly dependent on the chosen
reaction conditions, i.e., linker and metal source, concentration, molar ratios,
temperature, time, solvent combinations, and the nature and concentration of
additives.169,180–196 Typically, the reactions are performed in high-boiling dipolar-
aprotic amide solvents, e.g., DMF is used. Essential to obtaining highly crystalline
products is a slow rate of formation of the framework, which increases with an
increasing concentration of the linker that coordinates to a metal ion.197–201 In
the case of carboxylic acids as linkers, a deprotonation of the acidic proton at
the carboxylic acid functional group needs to take place to release a carboxylate
anion first, and thus forming the reactive, coordinating species. The amide solvent
plays a crucial role since it is unstable at higher temperatures and decomposes
in the presence of water to liberate a basic amine and a carboxylic acid (i.e.,
dimethylamine and formic acid in the case of DMF, respectively).202–205 Both serve
a specific purpose during the reaction; the base needed for the deprotonation of
the carboxylic acid to generate the chelating carboxylate anion needed for the
MOF formation. On the other hand, the carboxylic acid, which can be regarded
as a monotopic linker, acts as a templating agent or modulator that slows down
the formation rate of MOF and improves the crystallinity.206–210 This is because
the lower topicity of the linker does not allow the cross-linking of two metal nodes;
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hence, the coordination process becomes more reversible. Thus, the nature of
the amide solvent determines the base strength and modulating capability of
liberated base and carboxylic acid, respectively, and the reaction temperature
influences the rate of decomposition of the solvent into its hydrolysis products.
After choosing the right reaction conditions, a crystalline and porous material is
obtained together with solvent, potential side products and unreacted starting
materials located both in the mother liquor (supernatant reaction solution) and
inside the pores of the MOF. Thus, a "washing" treatment is necessary in which
side products and unreacted starting materials are washed away with the solvent
mixture used during the MOF synthesis, repeatedly. By soaking the materials in
fresh portions of solvent, impurities inside the MOFs pores are gradually removed.
Then, the encapsulated solvent molecules are replaced by repeated soaking
of the as-synthesized material in a low-boiling solvent (e.g., acetone, ethanol,
dichloromethane). This "solvent-exchange" procedure facilitates the evacuation
process and prevents extensive adhesive (mechanical) forces between the solvent
and the inner MOF surface when high-boiling solvents with large surface tension
are to be removed from the pores. In a last activation step, the solvent molecules
in the pores are removed either by subjecting the MOF to high temperatures
and dynamic vacuum, or by applying more gentle evacuation techniques such as
freeze-drying or super-critical CO2 drying.7,177,211–216

7.4 RETICULAR CHEMISTRY

7.4.1 Historical Background

The topological deconstruction of crystal structures into nodes and links is not
only useful to visualize structural arrangements of each component in a MOF,
it also serves as a basis for the prediction of structures whose topology must
be dictated by the topology and connectivity of incorporated linkers and metal
components. Such a rational design of a coordination network by defining suitable
nodes and links of compatible geometry and symmetry was pioneered by Robson
et al. in 1989 with the publication of the synthesis and structural characterization of
[CuI[C(C6H4CN)4]][BF4] · x PhNO2.217 They proposed that the connection of tetra-
hedral coordination centers with rod-like connecting units may yield coordination
polymers with crystal structures based on either the cubic diamond or hexagonal
lonsdaleite lattice. By substitution of the MeCN ligands in tetrahedrally coordinated
C(C6H4CN)4 with the nitrile substituents of tetrahedrally symmetric C(C6H4CN)4,
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(a) (b)

Figure 97. (a) Crystal structure of [CuI[C(C6H4CN)4]][BF4] · x PhNO2. H, BF4
– , and PhNO2 are

omitted. The orange sphere indicates the void space. (b) Illustration of the underlying dia topology
in the cationic framework [CuI[C(C6H4CN)4]][BF4] · x PhNO2.

a positively charged coordination network of diamond (dia)218 topology charge bal-
anced with BF4

– anions and containing large cavities filled with solvent molecules
precipitates out of the solution, one of the very first MOFs (Figure 97).

7.4.2 Stable and Variable Metal-Organic Frameworks

It was proposed by the same group that connecting large and chemically func-
tionalizable ligands in the same fashion could create materials with large cavities
which render mass transport of various species within the void space possi-
ble, an important material property for applications such as molecular sieving
and catalysis.219 However, the so-called first-generation MOFs, based on neutral
linkers such as bipyridines or dinitriles, are unstable to the removal of solvent
molecules in the crystal cavities via evaporation (activation) due to the weak bond
strength between the neutral ligand and the metal cations, leading to an architec-
tural collapse and decomposition of the frameworks.220–224 To address the stability
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issues in MOFs, anionic linkers such as those containing carboxylate functional
groups are used. These can form charge-balanced, neutral frameworks, obviating
the need of counter-ions in the porous structure of the coordination network. More-
over, the higher bond strength between the metal ions and the linkers increases
the salt-like character of the second generation MOFs, and thus the chemical,
architectural, and thermal stability of the coordination network.5,169,225 In many
cases, the ligator atoms of the carboxylic acid linker molecules and the metal ions
form metal-oxo clusters, so called SBUs, which further contribute to the stability of
MOFs by forming chelated and charge-balanced polynuclear metal clusters with
improved rigidity and directionality of such nodes in comparison to single metal
cations.226–232 The SBUs are formed during the reaction in situ at specific reaction
conditions (e.g., temperature, concentration, ratio of metal ion to organic ligand,
additives) spontaneously and reversibly through self-assembly.233–235 During this
process, comparatively strong coordination bonds are formed that increase the
chemical stability of the resulting frameworks in comparison to those formed by
neutral linkers, yet are sufficiently reversible to correct erroneous connections and
create nearly defect-free architectures. Unlike single metal nodes, whose topicities
are defined by the preferred coordination geometry of the metal ion, SBUs can
adopt many different geometries with a vast range of connectivities, expanding
the scope of possible topologies.162,231,232,236,237 One of the most frequently oc-
curring motifs is the four-connecting dinuclear paddle-wheel M2( – COO)4, which
can be topologically reduced to a square-vertex (cf. Figure 31).238–242 Here, each
metal ion is coordinated by four oxygen atoms in a square-planar fashion and
the carbon backbone from the acetate ligand serves as a bridge to form the
µ-carboxylato –κ2O,O’ complexes known from inorganic acetate complexes of
various divalent transition metals (copper, molybdenum, ruthenium, etc.).243 De-
pending on the valence electron configuration of the complexated metal ions,
metal-metal bonding can occur. The remaining axial coordination site is usually
occupied by water. Both the topology and the coordination geometry of the in-
organic nodes and organic ligands dictate the topology of the framework, and
various topologies can be targeted. For example, the combination of the copper
paddle-wheel SBU and a tritopic linker such as BTC yields the MOF Cu3BTC2

(Hong Kong University of Science and Technology-1 (HKUST-1)) with the twisted
boracite (tbo) topology (Figure 98).242 Cu3BTC2 crystallizes in the cubic space
group Fm-3m and consists of two pores of distinct size, a smaller one with a
diameter of 10 Å and a larger one with a diameter of 18 Å, as well as square pore
openings with a diameter of 9 Å. Notably, there are two versions of the large pore
which differ in the orientation of the Cu dimers. Only one half of those has Cu2

units whose Cu – Cu axis points to the center of the pore, while the other half



Responsiveness to External Stimuli 159

(a) (b)

Figure 98. (a) Crystal structure of Cu3BTC2. The different pore sizes of are illustrated using an
orange, green, and pink spheres. (b) Illustration of the underlying tbo topology of MOF-5. Orange
and pink spheres indicate the empty pore space.

consists of Cu dimers with a tangential orientation. The axial water ligands at the
Cu paddle-wheel SBU can be removed during the activation, affording OMS.244–249

Even more, while maintaining the overall connectivity, it is possible to modify the
building blocks (e.g., changing the metal ions of equal coordination geometry,
substitution of SBUs with similar connectivity, introducing functional groups to
linkers of equal topicity) without changing the MOF topology. This approach coined
as "reticular chemistry" allows the formation of complex hybrid organic-inorganic
materials with vast compositions and geometries in a highly precise and directed
manner.6,169,250–254

7.5 RESPONSIVENESS TO EXTERNAL STIMULI

The third generation of MOFs, also called “soft porous crystals”, contain flexible
frameworks that respond to external stimuli and can change the shape of the pores
without losing crystallinity or regularity of the framework.11,255–259 The MOF termed
Matériaux de l’Institut Lavoisier (MIL)-53 with the sum formula M(BDC)(OH) (M =
Cr3+, Fe3+, Al3+, V3+ contains M3+ cations octahedrally coordinated by four oxygen
atoms coming from the two interconnecting BDC linkers and two hydroxyl groups
in trans position which serve as the corner-sharing ligands for the formation
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MIL-53 (wp)

+ H2O

– H2O

MIL-53 (np)

Figure 99. Breathing behavior of flexible MIL-53 in the presence of water.

of infinite, one-dimensional rod SBUs. Thus, a three-dimensional microporous
structure with SrAl2 (sra)237,260 topology and one-dimensional pores running along
the SBUs are formed. These MOFs show reversible "breathing" behavior in the
presence of guest molecules whereby the structures undergo a single crystal to
single crystal (scsc) transition from one pore form to another with different unit
cell parameters. For example, Cr(BDC)(OH) contracts upon adsorption of water
from its activated wide pore (wp) form to the water-containing narrow pore (np)
form.261 One H2O molecule is located at the center of every pore and stabilized
via hydrogen bonding to the linker carboxylates (Figure 99).262 Generally, the
adsorption of gases induces a transition from wp to the thermodynamically more
stable np form at low pressures and a reverse transition to the wp form at higher
pressures, although the temperature ranges for the observation of these transitions
differ for different probe gases.263–269

7.6 ISORETICULAR EXPANSION

MOFs have potential as next-generation materials in industrial applications be-
cause of their high crystallinity and chemical modularity combined with permanent
porosity and surface area, which results from the steric demand of both the SBU
and the organic linker.270,271 Connecting elongated linkers through coordination
bonds to metal nodes comes with the formation of pores of various sizes and
shapes which can impart the resulting MOFs with different physical properties.
Unlike other porous materials such as zeolites or carbons, the porosity of MOFs
can be easily tuned by altering the organic building blocks without disturbing the
original topology, enabling the formation of isostructural frameworks with different
properties via pore engineering.272–276 For example, the introduction of more func-
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tional groups to the organic ligand increase the steric demand of the linker with the
functional groups dangling in the pores of the MOF and reduce pore sizes in a con-
trolled fashion. In addition, such functional groups can also introduce anchor sites
for new chemical reactivities that are not inherent to the MOF structure (e.g., serve
as anchoring point for post-synthetic modifications of MOFs, vide infra).277–280

On the contrary, using longer organic ligands containing phenylene or acetylene
units as spacer groups between the nodes and points of extension of the linker
will extend the distance between the SBUs and give rise to structures with larger
pores, and thus higher surface areas.281–286 Such an "isoreticular expansion" was
shown for the isoreticular metal-organic framework (IRMOF) series of MOF-5 (IR-
MOF-1), where elongated ditopic ligands were reticulated with Zn2+ ions at similar
reaction conditions to obtain isostructural analogs of MOF-5 with altered pore
dimensions or functionality (Figure 100).213 In many cases, however, the resulting
open space may influence the formation of additional frameworks that are identical
in composition and topology but fill the voids of one framework, thereby forming
mechanically entangled frameworks which cannot be separated from each other.
This phenomenon described as "interpenetration" of MOFs is often concomitant
with lower to no accessible surface area, and many topologies including the pcu
topology is prone to interpenetration (e.g., IRMOF-1 is interpenetrated).287–292

Conversely, some topologies do not exhibit interpenetration, such as the IRMOF
series of MOF-74, which is a MOF built from one-dimensional SBUs connected
by linear 2,5-dioxidoterephthalate (DOBDC) linkers forming a structure of compo-
sition M2DOBDC (M2+ = Mg, Mn, Fe, Co, Ni, Zn) with hexagonal channels.293 The
SBUs contain distorted octahedral M2+ centers which are coordinated by three
oxygen atoms of three carboxyl groups, two hydroxy groups, and one terminal
DMF ligand.237 Symmetry is generally important for the successful isoreticular
expansion of MOFs. This is nicely illustrated in Cu3BTB2 or MOF-14, a MOF
based on the copper paddle-wheel SBU and benzene tribenzoate (BTB), i.e., a
phenylene-extended version of BTC.294 Unlike Cu3BTC2 it exhibits the platinum
oxide (pto)295 topology because of the differences in symmetry of the correspond-
ing ligands. Whereas BTC contains carboxylic acid groups coplanar to the central
benzene rings possessing D3h symmetry, the benzoate groups in BTB are twisted
with respect to the central aryl unit because of the steric repulsion of the aromatic
hydrogen atoms and the molecular symmetry is reduced to C3. In contrast, substi-
tution of the CH units in the central ring in BTB with nitrogen groups gives triazine
tribenzoate (TATB) which avoids steric repulsion of hydrogens and possesses D3h

like BTC. Thus, reticulation of TATB with Cu2+ results in the formation of Cu3TATB2

or porous coordination network (PCN)-6 with tbo topology (Figure 101).281,296
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Figure 100. Isoreticular expansion of MOF-5.
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Figure 101. Dependence of the topology of MOFs obtained via isoreticular expansion on the
linker symmetry.
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(a) (b)

Figure 102. Conceptual illustration of MTV-MOF-5 containing (a) mixed-metal SBUs and (b)
multiple linkers with a variety of functional groups (indicated with different colors).

7.7 CHEMICAL MODIFICATIONS

7.7.1 Pre-Synthetic Modifications

MOFs can be chemically modified by means of the reticular principle to obtain
isostructural frameworks with different chemical and physical properties, e.g., by
adding substituents with specific functional groups to the linker or substituting
the metal ion with one of similar coordination geometry. Even more, multiple
metal ions or linkers of equal dimensions and connectivity but containing different
functional groups can be combined to form solid solutions of crystalline MOF
materials (multi-variate metal-organic frameworks (MTV-MOFs)) with non-linear
performance upgrades in adsorption properties or catalytic activities compared to
the single-component MOFs.297–304

7.7.2 Post-Synthetic Modifications

However, usually the presence of other functional groups in the linker can impede
the MOF formation or lead to new structures with different topologies due to altered
symmetry, geometry, and chemical properties, thereby posing a synthetic limitation
of this methodology of modifying MOFs.10 Similarly, the electronic structure of a
different metal ion can have a large impact on the SBU formation, the reversibility
of the coordination bond between the linker and metal, and thus the crystallinity
of the resulting frameworks.305 Another strategy is the "in situ"-functionalization
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where a desired guest (functional (organic) molecule, nanoparticles, etc.) with
specific chemical or physical activity is added to the reaction mixture of the
MOF synthesis, but similar problems such as incompatibility of guests with the
reaction conditions may occur.10,169 Hence, it is advantageous to introduce new
chemical functionality to the MOF "post-synthetically", i.e., after the MOF has
been formed while simultaneously retaining its structure and crystallinity. Post-
synthetic modification (PSM) can address all components of a MOF: the metal
ions in a SBU,306–308 the organic linker,306,309–313 and the pore space.312,314,315

During the post-synthetic metal-exchange (PSME)316,317 and solvent-assisted
linker exchange (SALE),318,319 a controlled substitution of the components in the
frameworks can be achieved by soaking MOFs in (saturated) solutions of the
respective precursors for defined reaction temperatures and times to get modified
systems which would otherwise not be accessible via a direct synthesis route.
Ligands with specific coordinating anchor points (e.g., bipyridines, porphyrins)
can be used for the post-synthetic metal incorporation (PSMI) to create discrete
metal-organic complexes fixed to the pore walls of the MOF (Scheme 32).306,310,312

7.8 GUESTS IN METAL-ORGANIC FRAMEWORKS

7.8.1 Solvent Effects

Not only the compositions and geometries of the SBU and linker, but also the pres-
ence of "extra-framework" guest species in the pores, i.e., compounds not bound
to the framework via covalent or coordination bonds, can impart MOFs with new
physical and chemical properties. This applies to seemingly trivial guests such
as solvent molecules or counter ions for charge-balancing, as well. As outlined
above, first-generation MOFs consist of charged frameworks in which counter
ions and solvent molecules serve the purpose of providing chemical and archi-
tectural stability of the networks. In second-generation MOFs, the coordination
bond strength between metal nodes and carboxylate linkers, the formation of
SBUs, and the overall neutral charge of the frameworks provide sufficient stabil-
ity, thereby obviating the need for stabilizing solvent in the pores. Nonetheless,
a solvent-exchange process is performed prior to the removal of pore solvent
via evacuation to replace high-boiling solvents with such that have low boiling
points and low surface tension to facilitate the activation process. In this case, the
replacement of internal guest solvent by means of PSM serves the purpose of
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(a) Post-synthetic metal exchange (PSME)

(b) Solvent-assisted linker exchange (SALE)

C
RX

O

(c) Tagging of linkers with new functional groups

(d) Post-synthetic metal incorporation (PSMI)

Scheme 32. Conceptual illustration of the diverse PSM strategies for MOF-5 analogs.
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rendering the resulting frameworks more thermally and architecturally stable to
high temperatures and vacuum. In third-generation MOFs, the mere presence of a
guest in the pores induces structural transformations and imparts the frameworks
with different material properties at proper temperatures and pressures.

7.8.2 Counter Ions

Another aspect is the presence of counter-ions in the pores which enables the
use of MOFs as ion-exchange materials and affects the native properties of
the framework.320 An attractive feature is that MOFs could in principle be de-
signed to show selectivity for one particular analyte in a pool of several ions,
if the interactions and pore dimensions are tailored for an optimal interaction
with a specific ion.321 The first example of anion-exchange was demonstrated
even in [CuI[C(C6H4CN)4]][BF4] · x PhNO2 (cf. Figure 97), the seminal work of
rationalizing the design of coordination networks, where internal BF4

– anions
could be replaced with PF6

– by soaking crystals of the network in a NH4PF6

solution in PhNO2 as evidenced by FTIR.219 After that, a series of other successful
ion-exchange processes have been reported.322–326 Particularly interesting are
anion-exchanging MOFs with high selectivity towards environmentally problematic
species such as the oxo-anions of heavy elements such as chromium, selenium,
arsenic, etc. which can be used as toxin-capturing materials.327–329 Moreover,
the counter-ions can exert an influence on the physical material properties. For
example, post-synthetically exchanging quaternary ammonium ions of negatively
charged frameworks with lithium ions provides MOFs with altered performances
in adsorption of various gases such H2,330 N2,331 and CH4.332

7.8.3 Non-Native Guests

Moreover, non-native functionality can be introduced in the parent framework via
the inherent properties of a guest or through its specific interaction with the hosting
framework.12,333–335 These guests can be of molecular,336–338 polymeric,339–341

or particle size dimensions.342–345 While the possibilities are virtually limitless,
a particularly interesting example for the encapsulation of functional species
inside a MOF is the size-selective preparation of ligand-free nanoparticles of
catalytically active metals such as palladium and platinum. Ultra-small particles
in the nanometer regime are usually prone to agglomeration into architectures
of reduced surface area and Ostwald ripening, i.e., the growth process of few
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small particles to larger crystals with the concomitant dissolution of other smaller
particles in order to achieve minimal surface energy.346 Consequently, the use
of stabilizing capping agents in solution347 or of solid supports348 is mandatory
to prevent the above-mentioned decomposition routes. However, control of size
and shape of such nanoparticles is difficult to achieve via conventional synthesis
methods and poses a multi-parameter problem.349 Here, the use of MOFs offers
the advantage of nano-confinement of reactive species within the microporous
structure with tunable pore properties to enable the successful synthesis of size-
selective particles with superior properties.350,351 For example, the encapsulation
of Pt9 carbonyl cluster compounds352 into zeolitic imidazolate framework (ZIF)-
8353 affords stable Pt clusters containing 12 atoms and a diameter of 1.14 nm
on average after carbonylation residing in the pores of the MOF.351 After acidic
dissolution of the framework, the intact clusters are transferred to a conductive
carbon support and show high catalytic performance in the oxygen reduction
reaction (ORR).354

7.8.4 Retrofitting

As implied before, guests in MOFs do not necessarily impart new functionality
to the parent material only due to the inherent properties of the guest, also
the interaction of guest and framework are important. For instance, during post-
synthetic ligand incorporation (PSLI) it is possible to create new linkages in
the framework which are not accessible via a priori synthesis and improve the
mechanical stability of the materials.355,356 Such "retrofitting" of new linkers within
existing MOF structures was illustrated in MOF-520 which was cross-linked with
biphenyl dicarboxylic acid (BPDC) to yield retrofitted MOF-520-BPDC, a material
stable to hydrostatic compression up to 5.5 GPa (Figure 103).138 Furthermore,
the activation of MOFs can form OMS at the SBUs serving as anchor points
for coordinating guests. In Cu3BTC2, the OMS of two neighboring paddle-wheel
SBUs are in close proximity accessible for bridging coordinating molecules. Thus,
the retrofitting of Cu3BTC2 with TCNQ affords TCNQ@Cu3BTC2, which was
shown to exhibit increased electrical conductivity by seven orders of magnitude
compared to the pristine MOF.139 Similarly to MOF-520, the mechanical properties
of TCNQ@Cu3BTC2 are altered after the retrofitting the OMS with TCNQ in the
crystallographic (111) plane of Cu3BTC2 as shown in reduced NTE behavior of
the framework with increasing guest content (Chapter 4, Figure 26).15,28,137 In the
field of electrically conductive MOFs, the interaction between a guest molecule
and a framework host plays often a large role in the tuning of their electronic
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Figure 103. Retrofitting of BPDC in MOF-520.

properties. These will be discussed separately in the next chapter emphasizing
the electrical conductivity in these materials.





8
Electrically Conductive Metal-Organic

Frameworks

8.1 INTRODUCTION

MOFs have sparked enormous interest in the exploitation of their diverse chemistry
and possible applications in gas storage and separation as a natural consequence
of their tunable and unprecedented porosity. Soon after, these properties have also
become the center of focus with respect to the study of electronic properties of
MOFs.9,27,270,271,357–361 Their high crystallinity and synthetic flexibility concomitant
with a tunable porosity and exceptional surface area provide a foundation for the
discovery of electronic structure-property relationships in hybrid organic-inorganic
materials combined with a rational and modular (reticular) adjustment of their
electronic performances. Manifold applications of custom-designed MOFs can
be envisioned, such as electrochemical supercapacitors where a combination of
large surface areas and electrical conductivities could supersede state-of-the-art
materials such as activated carbons, and related to that electrocatalytically active
MOFs which combine a high electrical conductivity of the framework with metal
ions or linkers in the MOF as active sites for electrocatalysis, among others.
In spite of being an ideal platform for designing multi-functional materials that
exhibit several chemical and physical properties at once, electrical conductivity
is typically not inherent to MOFs. Generally, a high charge carrier density and
mobility are required to produce materials with high electrical conductivity (cf.
chapter 9). The charge mobility is proportional to the delocalization of electron
density between the metal ions and coordinating linkers in a MOF, as well as
within the organic linker itself and is dependent on the orbital overlap between two
neighboring atoms. Commonly used π-delocalized, aromatic ligand systems of

171
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MOFs provide a means of electronic communication within the organic backbone
and are ideal, while aliphatic linker backbones with sp3-hybridized carbons do not
contribute free p-orbitals necessary to the conjugation of bonds in the ligand.362

For the purpose of creating electronic overlap between the metal nodes and linkers,
it is beneficial to use "soft" metals with high electron density, i.e., late transition
metal cations from higher periods of the periodic table in low oxidation states,
and π-conjugated ligands with similarly "soft" ligator atoms such as sulfur.363

However, such coordination bonds of high bond energies come at the expense
of the reversibility of the bond formation due to the larger covalent character
of the coordination bond.364 This in turn negatively impacts the formation of
higher-dimensional architectures with high regularity and crystallinity, for the self-
assembly of metal ions and linkers to form SBUs is too fast and irreversible,
thereby promoting defect formation and amorphicity. MOFs on the other hand
which are usually built from metal cations with high charge density and carboxylic
acids as linkers provide this reversibility of the coordination bond. However, the
resulting frameworks are highly ionic in their nature and low-energy CT pathways
between the metal nodes and linkers are missing, yielding materials with poor
electrical conductivity. Nonetheless, several approaches have been established to
impart electrical conductivity in MOFs despite the various limitations listed before,
and these will be discussed in the following sections with the aid of an exemplary
selection of conductive structures.

8.2 THROUGH-BOND APPROACH

First, the through-bond approach tackles the orbital overlap between the metal
node and the linker by introducing softer ligator atoms in the linker while simultane-
ously maintaining a good reversibility of the coordination bond to obtain crystalline
products. One of the first electrically conductive MOFs based on a metal dithio-
lene unit was realized in the synthesis of CuII[CuII(2,3-pyrazinedithiolate (pdt))2].
This MOF with a tetragonal lattice and pore openings of 3.4 Å×3.4 Å is formed
by the coordination of electron-accepting copper(III) 2,3-pyrazinedithiolate com-
plex to electron-donating Cu(I) via its pyrazine N atoms and subsequent CT to
form only Cu(II) ions. Here, the connectivity can be rationalized as a stacking
of sheets of single-metal node Cu(II) centers which are coordinated by four pdt
in a square-planar fashion to form an infinite two-dimensional sheet and which
are spaced by the dimensions of the [Cu(pdt)2] complex. The presence of only
Cu(II) was proven via analysis of the bond distances between Cu and S (2.264 Å
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in CuII[CuII(pdt)2] vs. 2.182 Å in Na[CuIII(pdt)2]), paramagnetic behavior observed
in magnetic susceptibility measurements, and a CT band detected by FTIR. Elec-
trical conductivity measurements showed semiconductive behavior with a room
temperature conductivity of 6×10−4 S cm−1 and an activation energy of 0.193 eV
(Scheme 33).365

N

N

S

Cu

S

S

S

N

N
−

Na+
CuI

(MeCN)

Scheme 33. Preparation of electrically conductive CuII[CuII(pdt)2] from CuI and Na[CuIII(pdt)2] in
MeCN.

Unlike CuII[CuII(pdt)2], the isostructural Cu[Ni(pdt)2], which can be obtained via
a similar synthetic route, exhibits permanent porosity with a BET surface area
of 385 m2 after activation at 120 °C under dynamic vacuum as indicated via a
type I sorption isotherm using N2 as probe gas at 77 K. However, the electrical
conductivity of 1×10−8 S cm−1 is comparatively low. Similarly to the Cu(pdt)2 com-
plex, Ni(pdt)2 can be easily oxidized according to the reversible redox couple
[Ni(pdt)2]

2 – /1 – at E1/2 = −0.391 eV (vs. Ag/AgCl). Thus, after subjecting an evac-
uated sample of Cu[Ni(pdt)2] to a suitable oxidant like I2 at 50 °C, the electrical
conductivity increased to 1×10−4 S cm−1, and the activation energy decreased
from Ea = 0.45 eV to Ea = 0.18 eV.366

The 2,5-dimercaptobenzene-1,4-dicarboxylate (DSBDC) linker, which is analo-
gous to DOBDC except the two o-standing hydroxyl groups to the carboxylic
acid group are replaced with two thiol groups, can be reticulated with divalent
transition metal cations such as Mn2+ and Fe2+ to form MOFs of the composition
M2DSBDC.367 These MOFs are isomorphous to MOF-74, but contain infinite
one-dimensional (−M−S−)n distorted helical chains. In Mn2DSBDC, two crystal-
lographically independent Mn2+ cations exist in the asymmetric unit where one
is coordinated by four carboxylate oxygen atoms and two thiol sulfur atoms and
the other by two carboxylate oxygen atoms, two thiol sulfur atoms, and two DMF
molecules. In contrast, the Fe2+ cation in Fe2DSBDC exhibits a similar coordina-
tion geometry as the cations in MOF-74 and is coordinated by three carboxylate
oxygen atoms, two thiol sulfur atoms, and one DMF molecule (Figure 104).368 They
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(a) (b)

Figure 104. Crystal structures of M2(DSBDC) (a) M = Mn, (b) M = Fe.

exhibit permanent porosity with BET surface areas of 232 m2 g−1 and 54 m2 g−1 for
Mn2DSBDC and Fe2DSBDC, respectively. Mn2DSBDC shows ten-fold increased
electrical conductivity of 2.5×10−12 S cm−1 due to the improved charge mobility in
the (−M−S−)n chains, compared to 3.9×10−13 S cm−1 in Mn2DOBDC. Switching
from Mn to Fe, the conductivity increases by over 6 orders of magnitude to a value
of 3.9×10−6 S cm−1. While this was first ascribed to a change in the charge den-
sity in Fe2DSBDC compared to Mn2DSBDC because of the additional high-spin
electron in Fe2+, it was discovered later through Mössbauer spectroscopy that Fe
atoms occupy mixed-valent 2+ and 3+ states which strongly enhances the charge
carrier mobility of the system.369 Consequently, a series of electrically conductive
Fe-MOFs have been reported in which the conductivity mechanism relies on the
redox-doping of Fe centers. Examples will be discussed in further detail in the
following.

8.3 MIXED-VALENCY

Mixed-valency is another strategy to afford electrically conductive MOFs which is
largely inspired by electronically completely delocalized, bimetallic organometallic
complexes such as the Creutz-Taube ion, [RuIIRuIII(NH3)10(pyrazine)].370 Accord-
ing to Robin and Day, class III compounds such as the Creutz-Taube ion are
characterized by a completely delocalized valence due to strong electronic com-
munication between the metal centers, leading to an average valence of Ru2.5+.371

In the context of MOFs, such electronic communication of metal ions through the
linkers would positively affect the electronic properties of the material. An illustra-
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(a) (b)

Figure 105. (a) SBU of Fetri2. (b) Structure of FeII
0.67FeIII

0.33(tri)2(BF4)0.33 with dia topology.

tive example of the power of an electrically conductive, mixed-valent Fe-MOFs
based on 1,2,3-triazolate (tri) is Fetri2.372 Each N atom of tri coordinates to one
Fe atom, which in turn is coordinated octahedrally by six tri ligands to form a
tetrahedral SBU containing five Fe atoms. Connecting these affords the Fetri2 with
a dia topology and a pore diameter of 4.5 Å and a BET surface area of 450 m2 g−1

(type I, N2, 77 K). In the presence of air, the MOF exhibits an electrical conductivity
of 0.77×10−4 S cm−1 as observed by a four-probe conductivity measurement on
a pressed pellet, which can be increased further to 1.0×10−3 S cm−1 by exposure
to I2 vapor. However, it was later shown that Fetri2 is highly air sensitive with
immediate partial oxidation of Fe(II) to Fe(III) and that this mixed-valency resulted
in the large electrical conductivity.369 Fetri2 prepared under air-free conditions
exhibits only a conductivity of 1×10−10 S cm−1. After post-synthetic oxidation with
thianthrenium tetrafluoroborate, partially oxidized MOFs of the tunable compo-
sition FeII

1 – xFeIII
x tri2(BF4)x (x = 0.09, 0.22, 0.33), where the maximum loading

corresponds to one BF4
– ion per diamandoid pore, can be obtained which exhibit

electrical conductivities of 0.03±0.02 S cm−1, 0.2±0.1 S cm−1, and 0.3±0.1 S cm−1,
respectively.373 Mössbauer spectroscopy the absence of Fe(III) centers in pristine
Fetri2 and increasing concentrations with higher dopant contents. In addition,
UV−Vis−NIR-spectroscopy shows the emergence of intervalence charge-transfer
(IVCT) transition bands stemming from the interaction of Fe(II) and Fe(III) centers,
pointing to a strong electronic delocalization within the doped MOF.373 Another
conductive Fe-MOF based on 5,5’-(1,4-phenylene)bis(1H-tetrazole) (BDT) is
Fe2BDT3 which forms Fe(III) centers after exposure to air and exhibits maxi-
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(a) (b)

Figure 106. (a) One-dimensional chains of FeN6 octahedra bridged by pyrazolates as SBU. (b)
Crystal structure of Fe2BDP3.

mum conductivities of 1.2±0.4 S cm−1.374 In contrast to the previous examples,
reductive doping of a pure Fe(III)-MOF can result in mixed valency and high
electrical conductivity, as well. Using 1,4-benzenedipyrazolate (BDP) as linker,
Fe2BDP3 is formed by reticulation with Fe(III) sources.375 This MOF consists of
octahedrally coordinated Fe(III) centers which are bridged by three pyrazolates
along the crystallographic a axis to form one-dimensional chains of FeN6 octa-
hedra as the rod-SBU. These are connected via the phenylene bridge of BDP
to form a Kagome lattice with trigonally shaped pores aligned in parallel and
a BET surface area of 1230 m2 g−1 (Figure 106). Stoichiometric reduction with
potassium naphthalenide affords Fe(II) containing KxFe2BDP3 (0≤x≤ 2.0), which
was experimentally proven by the emergence of additional doublets in the Möss-
bauer spectrum caused by Fe(II).376 An increase of the electrical conductivity of
five orders of magnitude was reported after the reduction, from 3.5×10−7 S cm−1

for Fe2BDP3 to 7×10−2 S cm−1 for KxFe2BDP3, both for two-contact pellet mea-
surement. Note that a four-contact pellet measurement of Fe2BDP3 yielded an
electrical conductivity of 9.6×10−3 S cm−1, illustrating the huge disadvantageous
influence of grain boundary resistances on conductivity measurements of pressed
pellets, as well as the large anisotropy of the conductivity pathway in this material
(cf. section 9.4).
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8.4 THROUGH-SPACE APPROACH

Secondly, the through-space approach comprises all efforts to increase the elec-
trical conductivity of a MOF by enabling π-π-interactions between the aromatic
systems of the linkers which create low-energy charge transport pathways. For
this purpose, linkers with extended aromatic or redox-active cores are used
to increase the electronic communication between separate layers.44,377–379 By
reticulation of the TTFTB linker, which contains the redox-active and electron-
donating TTF core, with divalent transition metal cations, isostructural MOFs of
the composition M2TTFTB (M2+ = Mn, Co, Zn, Cd) can be obtained as hexagonal
black needles.13,14 M2TTFTB contains one-dimensional helical columns of corner-
sharing MO6-octahedra as rod-SBUs. Helical π-stacks of the TTFTB-linkers, in
which the TTF moieties are rotated to each other by an angle of 60°, connect
the SBUs and form one-dimensional, cylindrical parallel pores with a van der
Waals diameter of ≈5 nm. Here, the interplanar distances of the π-stacks ranging
from 3.65–3.77 Å for Cd2TTFTB and Co2TTFTB, respectively, are typical for π-π-
interactions.380 Moreover, the M2TTFTB series exhibits permanent microporosity
with type I sorption behavior and BET surface areas ranging from 625–730 m2 g−1

(N2, 77 K). Electrical conductivity measurements reveal increasing values from
4.0×10−6–2.9×10−4 S cm−1 in Zn2TTFTB and Cd2TTFTB, respectively, which is
attributed to the increase in ionic radii going from Zn to Cd, thereby decreasing
the π-π-interstacking and S−S distances between the helical columns of TTF
and improving the orbital overlap. Charge carriers are generated by the in situ
oxidation of TTF during the MOF synthesis as evidenced by electron paramagnetic
resonance spectroscopy (EPR) which gives a signal at g = 2.006 indicative for
organic radicals.
In combination with lanthanide ions, different series of TTF-based MOFs can be
obtained.381–384 For example, the reaction of TTFTB with LnIII(NO3)3 (Ln(III) = Tm,
Yb, Lu) in a DMF/EtOH/water mixture affords the isostructural Ln6TTFTB5.381 The
two SBUs contain each two Ln ions which are coordinated by eight O donor atoms,
where six come from the carboxylate functional groups and the remaining ones
from coordinating water of DMF molecules. Moreover, the unit cell contains of
three crystallographically independent TTFTB linkers, two of which coordinate to
four SBUs via their four carboxylate groups, whereas the third is only coordinated
to two SBUs in a diagonal fashion. This leads to an arrangement of TTF cores
where two units form a dimer which are separated by a distance of ≈3.8 Å. In be-
tween two dimers, the TTF core stemming from the two-coordinating TTFTB linker
of the crystal structure is sandwiched perpendicular to the π-stacking direction
of the dimers, with S−S distances between the central TTF unit and the dimers
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(a) (b)

Figure 107. (a) Crystal structure and (b) π-stacking of TTF units in Ln6TTFTB5 (Ln = Tm, Yb, Lu).

ranging from 4.04–4.41 Å (Figure 107). Two-contact probe pressed pellet electri-
cal conductivities measurements of Ln6TTFTB5 revealed values of 9±7×10−7 and
3±2×10−7 S cm−1 for Ln = Yb and Lu, respectively.381

Three MOFs of different topologies can be obtained with La(III) ions and TTFTB as
linker by slight variation of the reaction conditions.382 Most notably, the TTF-TTF
interplanar distances vary between the three phases, with the shortest S· · ·S dis-
tances of 3.60 Å in La4HTTFTB4, to 4.083±0.003 Å between dimers in LaHTTFTB,
increasing further to 7.072±0.007 Å between trimers in La4TTFTB3 (Figure 108).
Larger stacking distances between TTF moieties lead to smaller electronic com-
munication and delocalization throughout a MOF crystal, which correlates well
with the decreasing observed electrical conductivities, from 2.5±0.7×10−6 S cm−1

in La4HTTFTB4 over 9±4×10−7 S cm−1 in LaHTTFTB, to 1.0±0.5×10−9 S cm−1 in
La4TTFTB3.382

Other linker motifs are known to form π-stacked conductive MOFs as well, for
example N,N’-di(4-pyridyl)-1,4,5,8-naphthalenetetracarboxdiimide (NDI-py).385

When a constant cathodic current is applied to a solution of NDI-py and Cd(NO3)2

mixed in N,N-dimethyl acetamide (DMA), the redox-active and electron-accepting
NDI-py is reduced in situ to radical-anions which tend to form π-stacks.386 By coor-
dination of the pyridinyl groups to Cd(II) ions, one-dimensional chains of Cd-NDI-py
which are connected to a three-dimensional arrangement via π-stacking along the
crystallographic c axis and the 60° rotation of the chains with respect to each other,
thereby forming triangular shaped pores (Figure 109). Interestingly, while this MOF
exhibits an electrical conductivity of only 7.6×10−6 S cm−1 at best, a pressed pellet
of activated Cd-NDI-py shows values of up to 3.7×10−2 S cm−1, which was ascribed
to a rearrangement to form two-dimensional π-stacking arrangements which give
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(a) (b)

(c) (d)

(e) (f)

Figure 108. Crystal structures of (a) La4HTTFTB4, (c) LaHTTFTB, and (e) La4TTFTB3, and their
respective TTF-TTF π-stacking motifs in (b), (d), and (f).



180 Electrically Conductive Metal-Organic Frameworks

(a) (b)

Figure 109. (a) Crystal structure and (b) π-stacking arrangement in Cd-NDI-py.

rise to improved electron mobilities and electrical conductivities across all crys-
tallographic directions.386 It is worth mentioning that such growth of electrically
conductive structures via electrocrystallization is an often employed technique
in the preparation of "organic metals" based on tetrachalcogenafulvalenes and
other redox-active organic molecules with high propensity to form charged rad-
ical species, since mostly only conductive structures will grow on the electrode
surfaces.387

8.5 EXTENDED CONJUGATION

Two-dimensional π−d-extended MOFs are a special case of electrically conductive
frameworks that combine several of the above-mentioned strategies to achieve un-
paralleled electrical conductivities. They consist of multitopic redox-active ligands
based on polyaromatic catecholates, diimines, or dithiolenes, which are linked
to two-dimensional MOF sheets via the square-planar coordination to a single
metal node.388–390 The high oxidation potential of these ligand systems largely
influences the electrical conductivity of resulting MOFs due to the formation of
ligand-based radicals as charge carriers. Within the plane, they are characterized
by significant delocalization of electron density over the linker π-systems and metal
d-orbitals due to the large covalent nature of the coordination bond and beneficial
orbital energy matching. Perpendicular to this plane, honeycomb-like π-stacks
of polyaromatic scaffolds contribute to a large through-space delocalization of
electron density, thereby increasing further the electronic mobility and conductivity
in these systems.
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Figure 110. (a) Molecular structure of chloroanilic acid, H2Cl2dhbq. (b) Crystal structure of the
MOF family [M2Cl2dhbq3]

2 – with view of the ab plane. (c) Stacking of two-dimensional sheets in
[M2Cl2dhbq3]

2 – along the crystallographic c axis.

8.5.1 Dihydroxybenzoquinone Linkers

Reticulation of chloroanilate (Cl2dhbq) with Fe, Ti, and V gives a series of isostruc-
tural MOFs of composition [M2(Cl2dhbq)3]

2 – (Figure 110).391–394 Here, the metal
ion is coordinated by six O atoms coming from three Cl2dhbq linkers to form
distorted isolated MO6 octahedra. These are connected by the ditopic linkers
to form a two-dimensional sheet with hexagonal pores. Subsequent layers are
stacked along the crystallographic c axis in an eclipsed fashion. For example,
heating of a DMF solution containing FeII(BF4)2 and H2Cl2dhbq gives black, hexag-
onal crystals of [Me2NH2][Fe2(Cl2dhbq)3] which can be activated without loss
architectural collapse of the MOF structure and exhibits a BET surface area of
1175±29 m2 g−1.391 Here, Fe cations are only present in the +III oxidation state,
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one of the Cl2dhbq ligands is in its two-fold deprotonated, dianionic state, while
the other two are reduced to the trianionic, radical-form. Upon subsequent post-
synthetic reduction with dicyclopentadiene (Cp) cobalt(II) or cobaltocene, Cp2Co,
(Cp2Co)1.43(Me2NH2)1.57(Fe2(Cl2dhbq)3) is obtained in a scsc fashion where all lig-
ands are now reduced to the radical trianionic form (Scheme 34). Ligand-centered
reduction was proven by the analysis of C−C and C−O bond distances obtained
via single-crystal x-ray diffraction (SCXRD), as well as Raman spectroscopic
analysis of the molecular vibrations.391 Moreover, Mössbauer spectroscopy the
absence of Fe(II) species in the material.
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Scheme 34. Reduction reaction of mixed-valent [Me2NH2][Fe2(Cl2dhbq)3] to mono-valent
(Cp2Co)1.43(Me2NH2)1.57(Fe2(Cl2dhbq)3) with cobaltocene.

Interestingly, two-contact probe electrical conductivity measurements of pressed
pellets the as-synthesized, mixed-valent [Fe2(Cl2dhbq)3 –

2(Cl2dhbq)2 – ]2 – and the
reduced, mono-valent [Fe2(Cl2dhbq)3 –

3]
3 – show that the electrical conductivity

is reduced from 1.4±0.7×10−2–5.1±0.3×10−4 S cm−1, respectively, possibly due
to the removed beneficial mixed-valency. In comparison, the isostructural Zn(II)-
based [Me2NH2][Zn2Cl2dhbq3], which contains ligands only in their dianionic, non-
reduced form exhibits an electrical conductivity of 1.5±0.3×10−9 S cm−1, thereby
emphasizing the importance of radical-containing systems, mixed-valency, and
open-shell metal cations for improving the electron mobility and conductivity of
MOFs.391

If a preformed, molecular [FeIII(Cl2dhbq)3]
3 – complex containing only the non-

reduced form of Cl2dhbq is combined with a solution of FeII(BF4)2 and phenazine
(phz), MOFs of composition [(H3O)(H2O)(phz)3][FeIIFeIII(Cl2dhbq)3], identical con-
nectivity and topology are obtained which contain metal-based mixed-valency in
the form of Fe(II)/Fe(III) instead of Cl2dhbq-based mixed-valency.392 The Br-analog
was obtained by employing bromoanilate (Br2dhbq) in the synthesis. Electrical
conductivities of 0.03 S cm−1 and 0.003 S cm−1 were measured for single crystals
of Cl2dhbq- and Br2dhbq-based MOF, respectively, when contacted parallel to the
crystallographic ab plane (intra-layer conductivity). On the other hand, electrical
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conductivities of only 1×10−4 S cm−1 and 6×10−6 S cm−1 were observed when sin-
gle crystals of the respective MOFs were contacted along the crystallographic c
axis (inter-layer conductivity), illustrating the large electrical anisotropy in these
two materials.392

By heating divalent metal chlorides, MCl2 (M = Ti, V) and Cl2dhbq in DMF, black
crystals of compositions (H2NMe2)2Ti2(Cl2dhbq)3 and (H2NMe2)2V2(Cl2dhbq)3 are
obtained, respectively, which exhibit the same two-dimensional structure as shown
in Figure 110.393 FTIR of the Ti-MOF shows an absorption at 1404 cm−1 which is
best described by a mixture of single- and double-reduced Cl2dhbq; thus, the com-
position of the Ti-MOF is best formulated as (H2NMe2)2TiIV2(Cl2dhbq)3 –

2(Cl2dhbq)4 –

arising from a full metal-to-ligand charge-transfer (MLCT) of Ti2+ to Cl2dhbq. Look-
ing at the FTIR spectrum of the V-MOF, however, the assignment of ligand
oxidation states is not possible due to a strong overlap with a broad absorbance
which falls in the range of the interesting vibrational absorptions. Moreover, dif-
fuse reflectance UV-Vis-NIR spectroscopy shows a broad absorbance over the
mid-IR and near-IR region, which points at a fully delocalized electronic struc-
ture according to a Robin-Day class III compound, with intermediate oxidation
states between the possible extremes [(VIII)2(Cl2dhbq2 – )(Cl2dhbq3 – )2]

2 – and
[(VIII)(VIV)(Cl2dhbq3 – )3]

2 – .393 Consequently, two-contact probe electrical conduc-
tivity measurements with pressed pellets revealed much larger conductivities
of 0.45±0.03 S cm−1 for the electronically more delocalized V-MOF compared to
2.7±0.2×10−3 S cm−1.393 None of these MOFs are architecturally stable towards
activation or exhibit permanent porosity.
Three-dimensional MOFs based on 2,5-dihydroxybenzoquinone (dhbq) can be
obtained by the reaction of 2,5-diaminobenzoquinone and FeSO4 in the presence
of water and tetrabutylammonium bromide to afford black cubic crystals of compo-
sition (NBu4)2[FeIII

2(dhbq)3] (Figure 111).395 This MOF also consists of distorted
octahedrally coordinated FeO6 single metal nodes similarly to the MOFs based on
Cl2dhbq; however, the dhbq linkers are not arranged in one plane but orthogonal
to each other, thereby enabling translation of the connectivity along the third
dimension. Furthermore, the structure is two-fold interpenetrated and remaining
voids are filled with charge-balancing tetrabutylammonium cations, yielding a
nonporous structure as evidenced by N2 sorption experiments. Analysis of the
short Fe−O bonding distances obtained via SCXRD and Mössbauer spectroscopy
of (NBu4)2[FeIII

2(dhbq)3] revealed the presence of only Fe(III) species. Likewise,
the absorption from 1510–1450 cm−1 and the presence of an IVCT at 5200 cm−1

in the UV-Vis-NIR spectrum can be assigned to the presence of mixed valent
dhbq2 – and dhbq3 – , with another signal at 4500 cm−1 characteristic for Robin-Day
class II/III compounds, pointing at a pronounced electronic delocalization within
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Figure 111. Crystal structure of (NBu4)2[FeIII
2(dhbq)3]. For clarity, only one of the two entangled

frameworks is shown. H atoms and tetrabutylammonium cations are omitted.

the MOF.395 As a result, two-contact probe pressed pellet electrical conductiv-
ity measurements of (NBu4)2[FeIII

2(dhbq)3] revealed a value of 0.16±0.01 S cm−1

and a temperature-activated electrical conductivity consistent with a hopping
mechanism.395

8.5.2 Aromatic Catecholates

Triphenylene-based linkers are among the most studied systems in the forma-
tion of electrically conductive, two-dimensional MOFs.396–401 One of the earli-
est works reported the synthesis of Co3(2,3,6,7,10,11-hexahydroxytriphenylene
(HHTP))2. This MOF consists of two different layers. In one layer, an extended
two-dimensional sheet consists of octahedrally coordinated Co(II)O6 units con-
nected by the triphenylene core to form a hexagonal structure, of which four of
the O donor atoms stem from the two equatorial HHTP linkers and the remaining
two come from axially coordinating water. In the other layer, isolated HHTP coor-
dinates to three Co(II) ions, and the remaining coordination sites are saturated
by water (Figure 112). HHTP is in its single-reduced, radical state as evidenced
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(a) (b)

Figure 112. (a) Crystal structure of Co3(HHTP)2 viewed along the crystallographic c axis. (b)
Stacking of extended and isolated layers of HHTP perpendicular to the c axis.

by EPR.398 Electrical conductivities of 1.8×10−1 S cm−1 and 2.1×10−1 S cm−1 could
be measured for two single crystals of Co3(HHTP)2 using a four-contact probe
device. Ar sorption experiments performed at 87 K gave a BET surface area of
490 m2 g−1.398

Isoreticular MOFs based on HHTP are obtained with Cu(II) and Ni(II) ions, al-
though they exhibit different crystal structures as indicated via PXRD and high-
resolution transmission electron microscopy (HR-TEM).401–403 While Ni3(HHTP)2

is isostructural to Co3(HHTP)2, the crystal structure of Cu3(HHTP)2 contains
slipped parallel stacks of two-dimensional sheets of square-planar coordinated
Cu(II) ions bridged by HHTP units.401 Electrical conductivity measurements of
Cu3(HHTP)2 parallel and perpendicular to the sheets revealed values of 1.5 S cm−1

and 0.5 S cm−1, respectively, showing that the electronic structure is largely de-
localized both within the layers as well as along the π-stacking direction.9,401 For
Ni3(HHTP)2, four-point probe measurements showed an electrical conductivity of
0.010±0.003 S cm−1.9,402

Moving to trivalent lanthanide ions, similar two-dimensional, hexagonal MOFs
can be obtained by reticulation of HHTP with Ln3+ = La, Nd, Ho, Yb.404 All MOFs
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(a) (b)

Figure 113. (a) Crystal structure of Ln1+xHHTP. View of the hexagonal sheets in the ab plane. (b)
π-stacking and edge-sharing LnO6 octahedra perpendicular to the sheets.

of composition Ln1+xHHTP are isostructural, crystallizing in the similar hexago-
nal topology as for other two-dimensional MOFs and exhibit permanent porosity
with BET surface areas of 325, 513, 208 and 452 m2 g−1 for La-, Nd-, Ho-, and
Yb-MOF, respectively (Figure 113).404 Remarkably, the Ln ions are not located
within the organic sheet as for transition metal-based two-dimensional frameworks
but in between, pinching the π-stacking distances between the HHTP sheets to
3.07, 3.06, 3.01 and 3.00 Å for La-, Nd-, Ho-, and Yb-MOF, respectively, which
are shorter than in most extended two-dimensional MOFs.404 As a consequence,
the electronic structure of Ln1+xHHTP is dominated by the metallic character of
the Brillouin zone along the π-stacking direction, with little in-plane electronic
delocalization.404 Two-contact probe electrical conductivity measurements on
pressed pellets of Ln1+xHHTP revealed increasing conductivities with decreasing
ionic radius of the employed lanthanide, ranging from 0.9×10−4–0.05 S cm−1 for
La- and Ho-MOF, respectively.404

8.5.3 Aromatic Dithiolenes

Metal dithiolene complexes are well-known for forming electrically conductive
discrete compounds due to their redox-activity and the improved electronic over-
lap between metal ions and the soft S donor ligands.405–407 Likewise, extended,
two-dimensional MOFs based on multitopic dithiolene linkers exhibit the highest
known electrical conductivities in coordination networks as of today. For example,
reticulation of Cu(II) with benzene-1,2,3,4,5,6-hexathiol (BHT) via an interfacial
synthesis strategy gives a densely packed coordination layer as illustrated in
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Scheme 35.408 Here, Cu(II) are coordinated by four S ligands coming from two
BHT linkers to complete the square-planar coordination geometry. The linker in
turn coordinates to six Cu(II) in the same sheet, resulting in the overall compo-
sition Cu3BHT. Electrical conductivity measurements were performed using the
four-point probe method and values of 1580 S cm−1.408 On the other hand, the
combination of Ni(II) and BHT yields the typical two-dimensional MOF structure
with hexagonal pore windows along the crystallographic c axis (Scheme 35).409,410

The electrical conductivity was found to be 1.6×102 S cm−1 by performing conduc-
tivity measurements using the van-der-Pauw method. Density functional theory
(DFT) calculations of the band electronic structure revealed a strong delocalization
of electron density both within the plane and in the interlayer stacking direction,
causing the material to be highly conductive.410 Expanding the ligand leads to
triphenylene-2,3,6,7,10,11-hexathiol (THT), which can be reticulated with Fe(II)
ions via an interfacial synthesis to yield FeIII

3THT2(NH4)3 (Scheme 36).399 Simi-
larly to previous examples, reducing Fe(II) ions undergo MLCT to redox-active
THT upon coordination and hexagonal sheets with delocalized electronic structure
are formed. Time-resolved terahertz spectroscopy (TRTS), which is a contact-
free technique to probe the electrical conductivity, mobility, and mechanism of
charge-transport in a material, revealed an electrical conductivity of 0.034 S cm−1

and an electron mobility of 220 cm2 V−1 s−1, which is the highest reported electron
mobility for a MOF.399

8.5.4 Aromatic Diimines

Analogs to the previously mentioned examples of two-dimensional MOFs are
also known for linkers containing redox-active diimine units.400,401,411–413 For exam-
ple, 1,2,3,4,5,6-hexaaminobenzene (HAB) combines with Cu(II) and Ni(II) salts
to give electrically conductive MOFs of compositions M3HAB2 (M2+ = Cu, Ni)
under basic conditions in the presence of atmospheric oxygen. They contain
eclipsed honeycomb sheets of square-planar coordinated metal ion by two HAB
linkers, with pore sizes of ≈0.8 nm and BET surface areas ranging from 180–
350 m2 g−1.411 The electrical conductivity of the Ni-MOF is 0.70±0.15 S cm−1 and
higher than that of the Cu-MOF with 0.11±0.03 S cm−1.411 Conductive frameworks
based on 2,3,6,7,10,11-hexaiminotriphenylene (HITP), such as Cu3HITP2

413 and
Ni3HITP2

400, are isoreticular expanded versions with a slipped parallel stacking
structure (Figure 114) and two-contact probe pressed pellet electrical conductivi-
ties of 0.2 S cm−1 and 2 S cm−1, respectively. Recently, a single-crystal four-point
probe conductivity measurement of Ni3HITP2 revealed a value of 150 S cm−1.401
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Scheme 35. Structure of the coordination polymer (a) Cu3BHT, (b) Ni3BHT2.
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Scheme 36. Structure of Fe3THT2(NH4)3.

8.5.5 Further Extended Metal-Organic Frameworks

Combination of redox-active pyrazine and highly reducing CrIICl2 affords poly-
crystalline CrIIICl2(pyrazine)2, a two-dimensional structure with staggered layers
orthogonal to the crystallographic c axis in which Cr(III) ions are coordinated by
four pyrazine ligands via N coordination in a square-planar fashion in the equa-
torial ab plane, with two axial Cl ligands completing the octahedral coordination
geometry (Figure 115). X-ray absorption spectroscopy (XAS) proved the oxidation
of Cr(II) to Cr(III) in the MOF, whereas IVCT was observed in the UV-Vis-NIR
spectra, showcasing another example of MOFs with delocalized structures. Here,
an electrical conductivity of 0.032 S cm−1 was detected by two-contact probe
conductivity measurements.414

8.6 GUEST-INDUCED ELECTRICAL CONDUCTIVITY

While the previous examples have proven to be effective strategies for realizing
high electrical conductivity and porosity in MOFs, they demand an often tedious
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(a) (b)

Figure 114. Simulated structure of Ni3HITP2 (a) within the plane, (b) slipped-parallel stacking of
the extended coordination sheets.

and time-consuming screening of suitable metal ion and linker combinations to-
gether with the optimization of synthetic conditions consisting of multiple reaction
parameters (e.g., temperature, pH, solvents, etc.). On the contrary, a myriad of
existing MOF structures with different properties and porosities could be rendered
electrically conductive by the introduction of redox-active guests in a more modifi-
able, post-synthetic fashion as discussed above.
For example, the previously mentioned TCNQ@Cu3BTC2 exhibits an electrical
conductivity of 0.07 S cm−1 (thin film, four-probe), compared to 1×10−8 S cm−1 of
the pristine material (Figure 26).139 To avoid a huge reduction in BET surface
area (i.e., 214.0±0.5 m2 g−1 for TCNQ@Cu3BTC2 vs 1844±4 m2 g−1 for Cu3BTC2)
during the solution-infiltration of Cu3BTC2, it is also possible to expose activated
polycrystalline Cu3BTC2 to vapors of TCNQ in a VPI process. Thus, Cu3BTC2 can
be infused with defined stoichiometries of TCNQ to afford guest-loaded samples
of the composition xTCNQ@Cu3BTC2 (x = 0.1, 0.2, . . . , 1.0) with a maximum elec-
trical conductivity of 1.5×10−4 S cm−1 for 1.0TCNQ@Cu3BTC2 (pellet, two-contact
probe) and BET surface area of 573.7 m2 g−1.28
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Figure 115. Crystal structure of CrIIICl2(pyrazine)2.

Iodine is an often employed oxidizing dopant for the generation of electrical
conductivity in MOFs.415–420 For example, the redox-active V(III)-MOF based on
biphenyl-3,3’,5,5’-tetracarboxylic acid (BPTC), MFM-300(VIII) or [V2(OH)2BPTC],
consists of octahedrally coordinated V(III) ions, where four of the six O atoms
come from the carboxylates and the remaining two are the µ2-OH groups, thereby
forming a corner-sharing one-dimensional, helical rod-SBU. These are connected
by the BPTC to form an open structure with square-shaped pores aligned in paral-
lel to the SBUs along the crystallographic c axis. The isostructural V(IV)-analog
contains bridging oxide ligands instead of hydroxyl groups.421,422 By exposing the
activated MOFs to I2 vapors at 70 °C for prolonged periods of time, they adsorb
I2 and change colors from pale green and brown to dark brown for V(III) and
V(IV), respectively. In the case of V(III), charge-transfer from V(III) to I2 to form
a mixed-valent V(III)/V(IV)-MOF is observed upon adsorption as evidenced by
the changes in V−O bond distances which are sensitive to the oxidation state of
the central vanadium atom.422 Moreover, x-ray photoelectron spectroscopy (XPS)
indicates the presence of two different iodine species which are ascribed to I2 and
I–
3 , whereas only one species corresponding to molecular I2 is observed in the

V(IV)-MOF where no charge-transfer from the metal to the guest takes place.422

Consequently, the electrical conductivities of MFM-300(VIII), MFM-300(VIV), and
I2@MFM-300(VIV) are in the order of 10−10 S cm−1, whereas the mixed valent
I2@MFM-300(VIII/IV) shows increased conductivity by six orders of magnitude with
values up to 1.2×10−4 S cm−1.422

Besides small organic molecules, it is also possible to infiltrate MOFs with
large guests such as fullerene.423–425 When activated NU-901, which consists
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(a) (b)

Figure 116. (a) Crystal structure and (b) helical rod-SBU in V2(OH)2BPTC.

of Zr6(µ3-O)4(µ3-OH)4(H2O)4(OH)4 nodes and 1,3,6,8-tetrakis(p-benzoate)pyrene
(TBAPy) as linker, is exposed to solutions of fullerene, the electrical conductivity
increases from negligibly small values to 10−3 S cm−1.426 A charge-transfer occurs
from electron-donating TBAPy to electron-accepting fullerene as evidenced via
a charge-transfer band ranging from 500–700 nm in the UV-Vis spectrum, which
increases the electronic delocalization in the system.426



9
Electron Theory

9.1 INTRODUCTION

The electrical conductivity σ is an intrinsic physical property of a material that
describes its ability to transport charge (electrons or holes) across an applied
potential.427 The range of electrical conductivities in solid materials can span many
orders of magnitude and it is useful to introduce three material classes which
best represent their physical properties: (1) conductive metals with conductivity
values > 103 S cm−1; (2) semiconductors exhibiting intermediate conductivity from
10−5–103 S cm−1; and (3) electrical insulators having conductivities even lower
than 10−15 S cm−1.428 The differences in electrical conductivities between metals,
semiconductors, and insulators are a direct consequence of their different elec-
tronic structures. In the following, the physical and quantum mechanical properties
of an electron, as well as the electronic band theory will be introduced to the
reader which is crucial for a better understanding of the underlying principles of
electronic conduction. Then, the physics of electrical conductivity will be outlined
based on the introduced band and hopping theory.429–434

9.2 QUANTUM MECHANICS OF THE ELECTRON

An electron is an elementary particle of charge e and is subject to the wave-particle
dualism of elementary particles, i.e., different properties of the electron can be
explained by either regarding the electron as a wave or a particle in space.435–437
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The properties of an electron can be described by the Schrödinger equation:(
− ℏ2

2m
∇2 + V

)
ψ = Eψ (9.1)

where the total energy E of the electron is the sum of the kinetic (Ekin) and
potential energy (V ) of the electron, respectively, m the electron mass and

∇2ψ =
∂2ψ

∂x2
+
∂2ψ

∂y2
+
∂2ψ

∂z2
. (9.2)

9.2.1 Free Electron

A free electron moving in space in one direction with no potential energy, V = 0 is
described by:

− ℏ2

2m

∂2ψ

∂x2
= Eψ (9.3)

The solution to equation 9.3 is

ψ(x) = A exp(iαx) +B exp(−iαx), E =
ℏ2

2m
k2 (9.4)

where k = 2π
λ

is the wave vector in the x-dimension, corresponding to the mo-
mentum of the electron. This means that every energy of a free electron is
permitted.438

9.2.2 Electron in a Box

In contrast, the energetic states of a bound electron, e.g., in an atom, do not
form an energy continuum but are quantized into specific states. An electron
that is confined in a potential well of potential energy V = 0 and infinitely large
potential barriers (i.e., V = ∞) is only located in the potential energy free zone
(Figure 117).439,440

The wave equation is the same as in equation 9.4. For x = 0, ψ = 0, so equa-
tion 9.4 is reduced to A = −B. Similarly, for x = a, ψ = 0, and using the Euler
equation sin(x) = 1

2i
(eix − e−ix), equation 9.4 gives:

0 = Aeiαa +Be−iαa = A
(
eiαa − e−iαa

)
= 2Ai sin(αa) (9.5)
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Figure 117. Schematic illustration of a bound electron in a potential well with infinitely large
potential barriers. The probability function of the electron, ψψ∗, is zero in the forbidden blue area
and on the border to the permitted white area.
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Figure 118. (a) Wave functions, and (b) probability functions for the energy levels of the bound
electron with infinitely large potential barriers.

This can only be fulfilled when sinαa is zero, i.e., if αa = nπ(n = 0, 1, 2, 3, . . . ).
n = 0 can be neglected because that would lead to ψ = 0, meaning no electron
density within the potential well which cannot be true by definition. This yields
the following possible quantized energy states for the electron with the minimum
energy for n = 1:

En =
ℏ2

2m
α2 =

ℏ2π2

2ma2
n2, n = 1, 2, 3, . . . (9.6)

The obtained wave functions and the probability to find an electron within the
potential well, ψψ∗ = 4A2 sin2(αx), are analogous to the harmonic oscillator
(Figure 118).441,442
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x

V

V0

Figure 119. Tunneling of an electron through a potential barrier.

9.2.3 Tunnel effect

The probability of finding the electron within an energy barrier is not zero anymore
if the barrier has a potential of finite height V0. The Schrödinger equation of the
potential free zone and its solution is the same as for the free electron, while the
one for the potential barrier is

(
− ℏ2

2m

∂2

∂x2
+ V0

)
ψ = Eψ (9.7)

and the solution is

ψV = De−γx, γ =

√
2m

ℏ2
(V0 − E). (9.8)

This shows that the wave function decreases exponentially in the potential barrier
and can move through it and continue on the other side if V0 is small enough. This
is known as the tunnel effect (Figure 119).443,444

9.2.4 Electron in the Solid State

The solid state is a periodic repetition of potential wells and potential barriers of
finite height V0. The solution to the Schrödinger equation in the solid state is

P
sinαa

αa
+ cosαa = cos ka, P =

maV0b

ℏ2
(9.9)
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Figure 120. Formation of band gaps for an electron in a periodically varying potential field, also

known as the Kronig-Penney model. (a) Function y = cos(αa) + P
sin(αa)
αa vs. αa for P = 4. (b)

Cutout of the above graph between −1 ≤ y ≤ 1.

where a and b are the length of the potential free zone and barrier, respectively.
Plotting cos(αa)+P sin(αa)

αa
vs. αa for an arbitrary value of P gives the following result

(Figure 120). The dashed lines indicate that a solution is only defined for −1 ≤
cos(αa) + P sin(αa)

αa
≤ 1 because cos(ka) cannot go beyond that range. This means

that the electron in a periodically varying potential field can only occupy certain
energy zones, also called bands, and areas outside of these bands are prohibited.
The larger the term V0b (i.e., the higher the potential barrier), the narrower the
bands will become and resemble sharp energy levels, whereas for small V0b
values the bands become wider and the electrons more mobile.430,445,446

9.2.5 Energy Bands in Crystals

According to equation 9.4, the energy of a free electron is parabola-shaped with
respect to the k-vector. In a crystal with a periodic potential field (equation 9.9)
and for the case that P = 0 (i.e., V0 = 0, free electron in a crystal), equation 9.9 is
simplified to:

cos(αa) = cos(kxa) = cos(kxa+ n2π), n = 0,±1,±2, . . . (9.10)



198 Electron Theory

kx

E

(a)

kx

E

(b)

−π
a

π
a

kx

E

(c)

−2π
a

−π
a

π
a

2π
a

kx

E

(d)

Figure 121. Energy profile of an electron in a crystal. (a) Repetition of the energy profile of a free
electron with periodicity of 2π

a . (b) Summation of the individual energy profiles into a periodic zone
scheme. (c) Reduced zone scheme between kx = ±π

a . (d) Extended zone scheme showing both
first and second Brillouin zones.

Hence,

kx + n
2π

a
=

√
2mE

ℏ2
(9.11)

and a periodic function of parabolas of periodicity 2π
a

is obtained (Figure 121a).447,448

According to Figure 120 the electron exhibits energy discontinuities when cos(kxa) =

±1. This is only the case for kx = nπ
a
, n = ±1,±2, . . . at the intersections of the

different energy parabolas, leading to a new energy profile (Figure 121b). In the
reduced zone scheme, only the section between ±π

a
is shown, which is called

the first Brillouin zone (Figure 121c). In the extended zone scheme, the first and
second (π

a
< kx <

2π
a

and −2π
a
< kx < −π

a
) Brillouin zones are shown and it is

illustrated how electrons in a crystal behave like free electrons except close to
or at kx = nπ

a
(Figure 121d). Metals have characteristic parabola-shaped bands

indicating that the electrons are very mobile similar to free electrons. Moreover,
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Figure 122. Fermi distribution functions. The line changes its shape from a horizontal line at
T = 0 (purple) to a curve with increasing temperature (yellow). Note that at E = EF , F (E) = 0.5
for every temperature.

these bands overlap in metals resulting in no band gaps. In contrast, they do not
overlap in the case of semiconductors and insulators and form the characteristic
band gaps.

9.2.6 Fermi Distribution Function and Density of States

The probability that a certain energy level is occupied is given by the Fermi
Function, F (E):

F (E) =
1

exp
(
E − EF
kBT

)
+ 1

(9.12)

where E is the energy level, EF the Fermi energy where F (EF ) = 0.5, kB the
Boltzmann constant, and T the temperature. Generally, the electrons in a solid
occupy the available energetic states according to their energy level, beginning
at the lowest available energy to succeeding higher levels. At T = 0, only the
energetically lowest energy states are occupied and higher energetic states
become accessible with increasing temperature (Figure 122).449

Each energy level is represented by the quantum number n. Since n is a three-
dimensional vector with the elements nx, ny, and nz for the three space dimensions,
the point n can be envisioned as the sum of the individual vectors in a quantum
number sphere with the radius n, given that n2 = n2

x + n2
y + n2

z (Figure 123).430,438

On the surface of the quantum number sphere with radius n are equal values of
En with different quantum numbers. Consequently, the points within the sphere
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Figure 123. Energy state in quantum number space.

correspond to values of smaller n and En, and the number of energy states is
larger when the surface area of the quantum number sphere is larger (i.e., when
n is larger). The number of all states η is calculated as:

η =
1

8
× 4

3
πn3 =

π

6

(
2ma2

π2ℏ2

) 3
2

E
3
2 (9.13)

The density of states Z(E) is the number of states η per energy increment dE:

dη

dE
= Z(E) =

π

4

(
2ma2

π2ℏ2

) 3
2

E
1
2 =

V

4π2

(
2m

ℏ2

) 3
2

E
1
2 (9.14)

where V = a3 (volume of the crystal). The density of states increases with energy,
meaning that more states are available at higher energies for a free electron. In
turn, this would lead to an infinitely high density of states for increasing energies.
However, the energetic situation of electrons in real crystals is defined by the
structure of the Brillouin zones. Here, the electrons behave like free electrons
for low energies, whereas fewer states are available at higher energies and
Z(E) becomes zero when the whole Brillouin zone is filled, giving rise to the
characteristic profile seen in Figure 124a.430,445

The population density N(E) is the number of electrons per unit energy dE and
obtained via combining equations 9.12, 9.14 and taking into account that every
energy state can be occupied by two electrons according to the Pauli principle:
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Figure 124. (a) Density of states and (b) population density within a band.

N(E) = 2Z(E)F (E) =
V

2π2

(
2m

ℏ2

) 3
2

E
1
2

1

exp
(
E − EF
kBT

)
+ 1

(9.15)

The number of electrons is represented by the population density in an energy
increment (Figure 124b) and is calculated via:

dN∗ = N(E) dE (9.16)

Integration gives the total number of electrons (for T = 0 and E = EF ):

N∗ =

∫ EF

0

N(E) dE =

∫ EF

0

V

2π2

(
2m

ℏ2

) 3
2

E
1
2 dE =

V

3π2

(
2m

ℏ2

) 3
2

EF

3
2 (9.17)

From equation 9.17 the Fermi energy can be calculated:430,450,451

EF =

(
3π2N

∗

V

) 2
3 ℏ2

2m
(9.18)
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9.3 ELECTRICAL CONDUCTIVITY

9.3.1 Classical Definition

The total electrical resistance R with the unit ohm Ω is defined by Ohm’s law
as:431

R =
V

I
(9.19)

where V is the applied voltage with the unit volt V and I the current with the unit
ampere A passing through the material. Since R is dependent on the sample size
dimensions such as length l and cross-sectional area A, the electrical resistivity ρ
with the unit Ωm describes the intrinsic, geometrically independent property as
follows:

ρ =
RA

l
(9.20)

σ is then defined as the inverse of ρ, the corresponding unit is (Ωm)−1 or S m−1:

σ =
1

ρ
=

l

RA
=

Il

V A
(9.21)

Resistance is the scattering of electrons in an electric field by lattice atoms or
defects in the material. If the time between two scattering events is long, the
resistance is low and vice versa. Additionally, the more electrons are capable of
participating in the conduction process the lower the resistance. Thus, σ can be
defined in classical physics microscopically as429–431

σ =
Ne2τ

m
= Neµ (9.22)

where m is the electron mass, N is the number of electrons and τ is the time
between two scattering events. µ is the electron mobility, which is defined as the
velocity of charge carriers normalized to the electric field strength.
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Figure 125. Band population and density of states for (a) insulators, semiconductors, and (b)
metals.

9.3.2 Quantummechanical Aspects

The largest fraction of electrons possesses the Fermi energy EF because the
density of states Z(E) and population density N(E) are highest around the Fermi
level.430 Therefore, the velocity of the electrons can be approximated as the Fermi
velocity νF and the number of electrons participating in conduction is the number
of electrons at the Fermi level EF displaced by an energy increment ∆E. After
consideration of band theory, the following term for the electrical conductivity can
be written:452

σ =
1

3
e2ν2F τN(EF ) (9.23)

Equation 9.23 shows that the conductivity is dependent on the population density
around the Fermi energy. In insulators and semiconductors, the valence band is
completely filled and consequently the population density is very small, resulting
in low electrical conductivities (Figure 125a). Unlike insulators, however, semicon-
ductors show moderate electrical conductivity because they have small band gaps
and excitation of electrons into the empty conduction band is possible via external
stimuli of sufficiently large energy (vide infra). Looking at Figure 125b, it is evident
that metals have only partially filled bands with high population density near the
Fermi level and only little energy is needed to excite electrons into energetically
larger states which is the reason for their large electrical conductivity.430,452

The electrical conductivity in metals decreases with increasing temperature. At
higher temperatures, scattering of the electrons within the crystal occurs more
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Figure 126. Band formation and overlap in a covalent solid with N atoms and interatomic bond
distance aeq. Eg is the energetic band gap between the filled valence band and empty conduction
band.

frequently due to the increase in lattice energy, thereby reducing the relaxation
time between two scattering events and according to equation 9.23 also the
conductivity.431

9.3.3 Semiconductors

In a solid, the atomic energy levels of the individual atoms interact with each other
the smaller the bond distances become, causing a widening of the energy levels
into a band.429–431 Importantly, the energetically higher valence electrons are first
affected by this because the core electrons are more tightly bound to the atom.
Silicon is the prototypical example of a covalent solid and semiconductor which
crystallizes in the diamond-type crystal structure, i.e., one Si atom is bound via
single bonds to four other Si atoms arranged tetrahedrally around the central Si
atom. This bonding situation can be explained by a sp3-hybridization in which
the single 3s orbital and the three 3p orbitals of Si undergo hybridization into
four sp3 orbitals, each containing one electron. Bonding to four neighboring
Si atoms completes the electron shell of the central Si. For N Si atoms in a
crystal, this means the valence band will contain 4N electrons be completely
filled, whereas the conduction band is empty. They are separated by a band
gap (Figure 126).450,453 Intrinsic semiconductors become conducting at higher
temperatures when it is possible to excite electrons from the valence band into the
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conduction band via a thermal energy input. Both the electron in the conduction
band, as well as the hole in the valence band contribute to the resulting electrical
conductivity. The Fermi energy EF is located at in the center of the band gap
because the same number of charge carriers is found in both bands, i.e., n
electrons in the conduction band and n holes in the valence band. The number of
electrons in the conduction band can be calculated via430

Ne =
1

4

(
2mkB
πℏ2

) 3
2

T
3
2 exp

(
− Eg

2kBT

)
= 4.84× 1015 T

3
2 exp

(
− Eg

2kBT

)
(9.24)

The exponential term shows that the number of electrons increases with increas-
ing temperature and decreasing band gap. However, the number of electrons is
relatively low in intrinsic semiconductors, resulting in moderate electrical conduc-
tivities. Both holes and electrons contribute to the conductivity, therefore:430,431

σ = Neµee+Nhµhe (9.25)

Since the number of holes and electrons is equal, the following term for the
conductivity is obtained after insertion of equation 9.24 in 9.25:

σ = 4.84× 1015 T
3
2 e(µe + µh) exp

(
− Eg

2kBT

)
(9.26)

Similarly to metals, the relaxation time of charge carriers in intrinsic semicon-
ductors decreases with increasing temperature due to more frequent scattering
of charges on the crystal lattice atoms. However, the number of charge carriers
increases more strongly with increasing temperature, giving rise to an overall
larger electrical conductivity (Figure 127).427,430,454

Extrinsic semiconductors contain dopants which modify the electron concentration
within the material. Silicon is often mixed with little amounts of either group III
or group V elements which can substitute a Si atom in the lattice and either add
an additional electron (for group V elements such as P, As, or Sb), or lack one
electron in comparison to Si (for group III elements such as B, Al, Ga or In).
In n-doped Si, the additional electron provided by a group V element impurity
provides a loosely bound electron of little binding energy which can be easily
dissociated from its atom and moved around the crystal after application of an
external electric field. These donor electrons can populate the empty conduction
band of Si and increase the electrical conductivity. Similarly, an electron-accepting
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Figure 127. Relationships of charge carrier mobility, density, and electrical conductivity of intrinsic
semiconductors vs. temperature.
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Figure 128. Donor and acceptor levels in (a) n-type and (b) p-type extrinsic semiconductors,
respectively.

group III element provides a hole in p-doped Si and increase the electrical con-
ductivity via conduction of positively charged holes (Figure 128).427,438

There are two types of charge carriers in extrinsic semiconductors. At T = 0, all
donor levels are filled in n-type and all acceptor levels are empty in p-type semi-
conductors, respectively, and the conductivity is zero. With increasing temperature,
the electrons from the donor levels in n-type semiconductors start populating the
empty states in the conduction band, and similarly the the valence electrons
will populate now the empty acceptor levels in p-type semiconductors. This will
cause a fast increase in charge carrier density with increasing temperature until
all possible electrons have been excited, then the number of charge carriers will
remain constant until the intrinsic effects of the semiconductor start to become
relevant. Consequently, the electrical conductivity of extrinsic semiconductors
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Figure 129. Relationship of charge carrier density and electrical conductivity with temperature
for extrinsic semiconductors. The dashed lines indicate the temperature at which intrinsic effects
become apparent. High doping increases the electrical conductivity.

is much larger in comparison to intrinsic ones and increases with higher dop-
ing. Similarly to metals and intrinsic semiconductors, the conductivity will first
decrease with increasing temperature in the low temperature area because of
increasing phonon scattering of electrons and holes, then increase because the
thermal energy is now sufficient to excite electrons from the valence band into
the conduction band. The temperature effect is less pronounced for highly doped
extrinsic semiconductors due to a high concentration of donor electrons in the
conduction band or holes in the valence band, respectively (Figure 129).451,452

In addition, the Fermi energy of extrinsic semiconductors is also highly affected
by the temperature. At low temperatures, more electrons are located in the con-
duction band than holes in the valence band for n-type, and more holes in the
valence band than electrons in the conduction band for p-type extrinsic semicon-
ductors, respectively. Therefore, the Fermi level is located between the dopant
energy levels and the energetically closest band. With increasing temperature,
the intrinsic effects become more dominant and the Fermi level will approach
the value of intrinsic semiconductors, i.e., at higher temperatures the physical
properties will resemble more and more those of an intrinsic semiconductor
(Figure 130).430,452,455,456

9.3.4 Hopping Transport

Hopping transport describes the physical phenomenon of electrical conduction in
materials where localized charge carriers tunnel between specific sites within the
material.457 This type of charge transport dominates in materials where transport
via delocalized states is not possible due to insufficient thermal activation. The
hopping probability can be described by
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Figure 130. Dependence of the Fermi level on the temperature of n-type (blue) and p-type (yellow)
extrinsic semiconductors.

νij = ν0 exp

(
−2rij

α

)
(9.27)

where ν0 is a constant, α is the localization radius (i.e., half-width of the occupied
localized electronic state), and rij is the distance between two centers i and
j. This relationship shows that a tunneling transition becomes less likely with
increasing separation between two localized states, and thus smaller electronic
interaction between two wave functions. Hopping transport can be categorized
into several types. In the simplest case, hopping occurs only between two nearest
neighbors.458 In this model, a hopping transition event takes only place from an
occupied to an unoccupied electronic state and is dependent on the donor energy
state ED and the Fermi energy EF and proportional to

exp

(
−|EF − ED|

T

)
(9.28)

This condition can be only fulfilled at high T , whereas the number of free neighbor
states at low T is too low to match with experimental data. Thus, the variable-
range hopping transport mechanism describes tunneling effects over all possible
distances between two different electronic states. Applying percolation theory, the
following term for the hopping electrical conductivity σh can be formulated

σh = σ0 exp

(
−T0
T

)(d+1)−1

(9.29)

where T0 and σ0 are material-dependent constants and d stands for the dimension-
ality of the material. Equation 9.29 shows that σh always increases with increasing
T .457,458
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9.4 MEASUREMENT OF ELECTRICAL CONDUCTIVITY

The electrical conductivity σ is a characteristic physical property that describes
the ability of a material to conduct an electrical current, and it is dependent on the
measurement conditions such as temperature, pressure, and applied current (cf.
section 9.3).43,364 It is calculated based on Ohm’s law (equation 9.21) in a usually
low voltage range since most materials exhibit ohmic behavior (i.e., the measured
current at a defined voltage can be translated directly into the resistance of the
sample) only for small applied potentials. There are several other problems that
influence the measured values of electrical conductivity. Since most samples
are obtained as polycrystalline powders, grain boundary resistances between
individual crystallites accumulate and result in contact problems and reduced
observed electrical conductivity values.459 For this reason, pressed pellet electrical
conductivities are usually a few orders of magnitude lower than those reported
for single crystals. Related to that, a sufficient contact between electrodes and
the sample can be problematic and appear as a sample-independent resistance
(contact resistance) that influences the measurement. Likewise, the intrinsic
electrical conductivity of the sample can also cause problems. If it is too low, the
effectively measured value is the ohmic drop of the measurement instrument;
if it is too large, the measured value will be limited by the contact resistance
between sample and electrode.364 Moreover, coordination polymers (CPs) often
exhibit anisotropic properties, e.g., higher electrical conductivity along the axis of
propagation in which a one-dimensional CP compared to directions perpendicular
to that axis, which can affect the measurement, as well.
Consequently, different techniques were developed to measure the electrical
conductivity of materials. The most commonly used measurement technique is
the two-contact probe method where two probes are connected to a sample of
known geometry (Figure 131a). This is often used for polycrystalline samples
which are pressed into pellets and the opposite surfaces are connected to a thin
metal foil with conductive adhesive paste such as silver paste. Then, the current
and voltage are measured through these electrodes. In this case, the measured
resistance corresponds to the resistance of the sample, the contacts, and the
wires. These resistances are coupled with each other in series, and therefore, the
sample resistance must be much larger to allow the contact and wire resistance
to be negligible. Usually this technique is used for samples with high resistance
and where sample quantities pose a problem. In the schematic case shown in
Figure 131a, the conductivity is calculated according to9,43
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σ =
Il

V A
=

Il

V ad
. (9.30)

In the four-contact probe method, four parallel in-line contacts are aligned in a
row and connected to the sample by conductive, adhesive paste or pressure
(Figure 131b). The two external ones are used to apply a current to the sample
and two internal ones to measure the voltage drop. Advantageous to this method
is the fact that only the sample resistance is measured while contact and wire
resistances are avoided. This is particularly interesting for samples with low
resistances and comes with a more precise determination of the real electrical
conductivity value. However, a larger sample size is required for reasons of space
for four electrodes compared to two. The electrical conductivity is calculated using
equation 9.30. To account for limited sample amounts, the four-contact probe
method can be replaced by a four-point probe method (Figure 131c). In this
case, four small probes are placed on the surface of the sample separated by a
defined, small distance, and the electrical conductivity is measured similarly to
the four-contact probe method, using9,43

σ =
I

2πlV
. (9.31)

The van-der-Pauw method is best for conductivity measurements of thin films that
do not meet the requirements of the four-point probe method. Here, four small
contacts are glued to the circumference of a thin film of continuous coverage of the
substrate with uniform thickness in a fashion that they are arranged rectangular
(Figure 131d). The electrical conductivity is calculated using9,43

σ =

[
πd

ln 2
×

(
1

2

(
VAB

ICD

+
VBC

IDA

))
× f

]−1

(9.32)

where VAB and ICD are the measured voltages and currents between the two spec-
ified points A and B (or C and D), respectively, and f is a correction factor.9,43
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Figure 131. Measurement techniques for electrical conductivity. (a) Two-contact probe method.
(b) Four-contact probe method. (c) Four-point probe method. (d) Van-der-Pauw method.





10
X-Ray Diffraction

10.1 INTRODUCTION

XRD is an analytical technique used for the structure determination and confirma-
tion of crystalline samples.460–464 It takes advantage of the ordered and periodic
arrangement of atoms in the crystalline state, with the interatomic distances being
similar to the dimensions of x-ray wavelengths. Hence, they are suitable for the
observation of interference effects of x-rays when scattered by crystallographic
planes within the material. Importantly, diffraction leads to constructive interfer-
ence only when the sample of interest is irradiated with x-rays at precisely defined
angles, which in turn yields information about the positioning of atoms and the
interplanar distances of crystallographic planes within a crystal.

10.2 CRYSTALLOGRAPHY

A crystal is defined as a solid with definite chemical composition in which its
constituents (i.e., atoms or molecules) have an ordered arrangement.460 It is based
on one overall defining crystallographic unit or elementary cell which repeats itself
in all three dimensions due to the translational symmetry inherent to crystals.
This unit cell can be characterized with three non-orthogonal reference axes a, b,
and c, as well as the angles α, β, and γ, and is chosen in such a way as to best
represent the symmetry of the crystal structure. Every crystal has an underlying
geometrical lattice which is a regular and infinite arrangement of points.460 There
are 14 lattice types (Bravais lattices) based on seven crystal systems to describe
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the arrangements of lattice points with unique, non-interchangeable symmetry
(Figure 132). For example, a triclinic unit cell describes one with unequal lattice
parameters a, b, c, and unequal angles α, β, γ and contains the least symmetry
elements at the lattice points, i.e., the identity and inversion operation, 1 and 1.460

In a monoclinic unit cell, α and γ are equal to 90°, and a two-fold rotation axis
parallel to a mirror plane at the lattice points appear (2/m). Besides the primitive
cell containing atoms only at the corners of the lattice cell (P), monoclinic cells
can also be face-centered (C). Orthorhombic cells with all angles equal to 90°
exhibit mirror planes in all three dimensions (mmm). The symmetry is further
increased in tetragonal cells where all angles are 90° and a and b are of the
same length, with an additional four-fold rotation axis along c ( 4

m
mm), and even

more so in cubic cells where all angles are 90° and all edges are equal and
a three-fold rotation axis and parallel mirror planes along the space diagonals
become apparent (m3m). While orthorhombic cells can appear as primitive, base-
centered, body-centered (I), and face-centered (F) cells, this is not possible for
tetragonal cells allowing only primitive and body-centered cells because the four-
fold symmetry allows the reduction of potential base-centered and face-centered
tetragonal cells to primitive and body-centered cells with smaller unit volume,
respectively.460 Likewise, a base-centered cubic cell does not exist because it
is equivalent to a primitive tetragonal cell. Thus, only primitive, body-centered,
and face-centered cubic cells exist (Figure 132).460 Hexagonal cells have equal a
and b, as well as α and β equal to 90°, with different parameter c and γ equal to
120°. Here, a six-fold rotation axis exists along c ( 6

m
mm). If this six-fold rotation

symmetry does not exist, the symmetry is reduced to a trigonal cell with equal
lattice parameters but only a three-fold rotation axis along c (3m). A special case
is the rhombohedral unit cell where all lattice parameters are equal, and all angles
are equal to each but unequal to 90° and less than 120°.460

10.3 X-RAYS

10.3.1 Generation of X-Rays

In an evacuated chamber, a high voltage (>40 kV) is applied to a W cathode and
a target anode (for example, Cu or Mo), respectively. As a result of the increasing
temperature, the negatively charged, hot W filament emits electrons which are
accelerated to the positively charged target anode. Importantly, the energy of the
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(a) Triclinic P (b) Monoclinic P (c) Monoclinic C

(d) Orthorhombic P (e) Orthorhombic I (f) Orthorhombic C (g) Orthorhombic F

(h) Tetragonal P (i) Tetragonal I (j) Hexagonal P (k) Trigonal R

(l) Cubic P (m) Cubic I (n) Cubic F

Figure 132. Crystal systems and Bravais lattices. Triclin: a ̸= b ≠ c, α ̸= β ̸= γ ̸= 90°, 120°.
Monoclin: a ̸= b ̸= c, α = γ =90°, β ̸= 90°, 120°. Orthorhombic: a ̸= b ̸= c, α = β = γ =90°.
Tetragonal: a = b ̸= c, α = β = γ =90°. Hexagonal: a = b ≠ c, α = β =90°, γ =120°. Trigonal:
a = b = c, α = β = γ ̸=90°, <120°. Cubic: a = b = c, α = β = γ =90°. P: primitive, C:
base-centered, I: body-centered, F: face-centered, R: rhombohedral.
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Figure 133. Schematic illustration of an x-ray source.

emitted electrons is directly proportional to the applied voltage. At small acceler-
ating voltages the emitted electrons exhibit a spectrum of lower energies. When
these hit the target material, they are strongly decelerated, resulting in the emis-
sion of x-ray quanta with a continuous distribution of energies and wavelengths
("white radiation"). However, at higher voltages the electron energies are suffi-
cient enough to excite core electrons in the atoms of the target material, thereby
creating holes in the lower energetic levels. These are immediately filled via the
relaxation of an electron from higher energy levels, resulting in the emission of
x-radiation of a precisely defined energy and wavelength characteristic of the
material used for the target anode.
Two major contributions to the characteristic x-ray emissions stem from the re-
laxation of an electron from the L shell (n = 2) to the K shell (principal quantum
number n = 1), and from the M shell (n = 3) to the K shell, which are denoted as
Kα and Kβ, respectively. Moreover, both Kα and Kβ are further split into two similar
energies Kα1 and Kα2 (likewise, Kβ1 and Kβ2) due to the energy splitting in the L
and M shells according to the azimuthal quantum number l = n− 1 and the total
angular momentum quantum number j = l ± 1

2
(i.e., j = 1

2
, 3
2

for l = 1). The selec-
tion rule ∆l = ±1 applies. Thus, only electronic transitions from the l = 1 energy
levels in the L and M shells with only two possible j values are allowed to the K
shell with l = 0, thereby giving rise to a fine splitting into two energies of the α and
β x-radiation.461 For diffraction experiments, usage of monochromatic radiation is
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Figure 134. X-radiation spectrum for Cu. The green line indicates the absorption profile of Ni, with
its absorption edge located between the Kα and Kβ lines indicated as a dashed green line.

mandatory (vide infra) and Ni foil is used to absorb most of the unwanted radiation
from a Cu source. Ni fulfills two purposes: 1) it absorbs most of the white radiation
due to the general absorption of x-radiation by all materials, and 2) at an energy
between the Kα and Kβ lines of Cu, Ni exhibits an absorption edge due to the
excitation and ejection of an electron from the Ni L shell, leading to a strong rise
in absorption of the radiation which coincidentally diminishes the energies of the
Kβ rays to negligible values. Then, nearly monochromatic Kα radiation (however,
containing both Kα1 and Kα2) is obtained (Figure 134).460

10.3.2 Scattering at a Crystal - Bragg Conditions

During a scattering event of x-rays at a lattice with interplanar distances d, con-
structive interference can be observed only at specific incident angles θ where the
path difference ∆ between two scattered electromagnetic waves attains values of
nλ (n = 1, 2, . . . ). According to Bragg’s law, the following relationship is obtained
for constructive interference (Figure 135):

2d sin θ = nλ (10.1)

This shows that for every interplanar distance d, an angle θ can be found which
leads to constructive interference. d depends on the lattice parameters and the
quadratic Bragg equation is used to calculate d2 based on the lattice parameters
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Figure 135. (a) Geometric illustration of Bragg’s law. (b) Constructive interference. (c) Destructive
interference.

and the h, k, l values or Miller indices (i.e., the intercepts of the crystallographic
planes at 1

a
, 1

b
, and 1

c
, respectively) as in

sin2 θ =
λ2

4
× 1

d2
(10.2)

with 1
d2

precisely defined for all seven crystal systems.461

10.3.3 Reciprocal Lattice and Ewald’s Sphere

Reciprocal lattices are introduced to simplify the visualization and interpretation
of diffraction patterns.460,461 For instance, the infinite number of parallel crystal-
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lographic planes described by the Miller indices (hkl) in the real space can be
described by a single vector of length d⋆ (i.e., the interplanar distance) and aligned
normal to the family planes. Generally, every point d⋆ in the reciprocal space
can be described the reciprocal unit cell vectors a⋆, b⋆, and c⋆, which are normal
to the bc, ac, and ab planes, respectively. Thus, they are the vector products of
the corresponding vectors in real space divided by the cell volume V to obtain
reciprocal units in Å−1:

a⋆ =
b⃗× c⃗

V
(10.3)

b⋆ =
a⃗× c⃗

V
(10.4)

c⋆ =
a⃗× b⃗

V
(10.5)

From this follows that every point in the reciprocal space corresponds to a re-
flection with the Miller indices (hkl) (Figure 136). The orientation of the crystal
determines the orientation of the reciprocal space. Angles θ that lead to construc-
tive interference can then be determined by construction of Ewald’s sphere and
the Bragg relationship

sin θ =
d⋆/2

1/λ
(10.6)

For instance, if a crystal at position K is irradiated with x-rays, then constructive
interference will occur at an angle θ where the phase difference of the scattered
waves are a integer multiple of the used wavelength according to Bragg’s law.
Using Ewald’s sphere and the reciprocal lattice, it is possible to assign the cor-
responding (hkl) family of planes to all angles θ by rotation of the crystal, and
hence, the reciprocal lattice, at a fixed point (the origin at 000) with respect to the
x-ray beam. Constructive interference occurs when another point of the reciprocal
lattice overlaps with Ewald’s sphere; at this point, P , the Bragg condition for the
P family of planes is fulfilled. An alternative interpretation is that the vector d⃗⋆ to
a point P needs to lie on Ewald’s sphere for constructive interference to occur
(Figure 136).460,461
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Figure 136. (a) Unit cell in real space. (b) Conversion of the real unit cell into the reciprocal unit
cell. Each point in the reciprocal space corresponds to one family of planes in the real space.
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Figure 137. (a) Formation of diffraction cones from polycrystalline samples. (b) One-dimensional
diffractogram obtained by scanning the 2θ diffraction range using a typical PXRD detector.

10.3.4 Powder X-Ray Diffraction

A powder consists of many small crystallites that are randomly oriented with
respect to the x-ray beam. Thus, a whole set of crystals will exhibit the correct
orientation to allow diffraction of x-rays at the right angle θ, thereby creating an
entire ring of reflections at the detector plane consisting of the individual reflected
x-rays for each crystallite. Typically, a line detector is used in PXRD to scan
the 2θ range along one dimension, and diffracted x-rays are detected when the
detector passes the diffraction cones (Debye-Scherrer rings), giving rise to a
one-dimensional line diffractogram with contributions of the individual reflections
(Figure 137).460,461





11
Gas Sorption

11.1 INTRODUCTION

Gas sorption experiments are performed to analyze the porosity and surface of
a material (adsorbent) at a constant temperature to obtain isotherms, i.e., the
graphical relationship of the gas volumetric uptake of a material vs. the relative
pressure p/p0 (p: equilibrium pressure, p0: saturation vapor pressure of the probe
gas (adsorptive) at the adsorption temperature). The interaction of gases with
surfaces (adsorption) is an exothermic process though they can encompass a
large magnitude of different interaction strengths, from weak electrostatic (van-der-
Waals) interactions involved in physisorption to strong chemical bonds of species
to surface atoms in chemisorption. While the latter is the preferred methodology
when a surface is intended to be characterized with respect to its chemical re-
activity (e.g., hydrogen under-potential deposition or carbon monoxide stripping
to determine the electrochemically active surface area of platinum-based het-
erogeneous catalysts), physisorption of weakly interacting gases on surfaces is
the commonly applied technique for the characterization of the whole surface.
Advantages of physisorption are the low degree of specificity and directionality
of the adsorption, which allow to probe the entire extent of the surface using
different adsorptive gases, as well as the short equilibration times due to a low
activation-energy barrier in this adsorption process. Gas molecules which are
adsorbed on a surface are termed adsorbates.
Generally, it is useful to divide porous materials into three classes based on their
pore dimensions: 1) microporosity describes pores < 2 nm; 2) in mesoporous
solids pore dimensions extend from 2–50 nm; and 3) macroporous materials
exhibit pores with > 50 nm size.

223



224 Gas Sorption

11.2 GENERAL EXPERIMENTAL PROCEDURE

For the experiment, porous samples are first degassed by applying a high vacuum
at elevated temperatures to remove all adsorbed species on the surface of the
material. Typically, the surface area is determined via manometric methods at
constant, cryogenic temperature (e.g., 77 K for nitrogen gas, 87 K for argon). A
defined amount of adsorptive is introduced to a confined and calibrated tube of
known volume which contains a precisely weighed amount of adsorbent. Succes-
sive doses of gas are admitted to the measurement cell and the pressure change
within the cell is detected; the pressure drops during the adsorption process until
equilibrium is reached. With this, the adsorbed amount of gas is calculated as the
difference between the dosed in gas and the amount of gas required to fill the
dead space (the space around the adsorbent).465

11.3 SORPTION ISOTHERMS

The shape and dimensions of the pores can affect the behavior of adsorptives dur-
ing the adsorption and desorption (reverse process), and six characteristic types
of sorption isotherms are observed (Figure 138). For all pore types, a monolayer of
adsorbate over the whole surface is first formed at low relative pressures, followed
by pore filling. Type I isotherms are indicative of microporous materials where a
steep increase in volumetric uptake to form a monolayer of adsorbate on the inner
surface of the porous material is observed.466 A distinction can be made between
micropores in the dimensions of the adsorptive gas (< 1 nm, Figure 138a) and
those whose dimensions are somewhat larger than the kinetic diameter of the
adsorptive (< 2.5 nm, Figure 138b) based on the slope of the isotherm in the
low relative pressure region. At the same time the micropores are filled with gas
and a plateau in the volumetric uptake in the gas sorption isotherm is observed.
Type II isotherms are indicative of monolayer formation on the inner surface of
the porous material with subsequent multilayer formation according to the steep
increase of the volumetric uptake at high relative pressures (Figure 138c). In type
III isotherms adsorption occurs at higher relative pressures (Figure 138d). Both
isotherm types are typically observed for nonporous or macroporous powders, but
type II shows no limit in adsorption at relative pressures of p/p0 = 1.465 Another
difference between type II and type III is that the heats of adsorption are less
than the adsorbate heat of liquefaction in the latter, meaning that the adsorptive
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Figure 138. Isotherm types (volumetric uptake vs. relative pressure).

interacts preferably with an adsorbate layer rather than the adsorbent.467 Meso-
porous materials exhibit isotherm types IV and V and are influenced by adsorption
phenomena and condensation of the adsorptive in the pores at lower relative
pressures. Type IV isotherms resemble those of type II where monolayer cover-
age is achieved first until pore condensation occurs, giving rise to another steep
increase in volumetric gas uptake at a specific relative pressure. Depending on
the pore size, a hysteresis can be observed for mesopores > 4 nm (Figure 138e),
whereas a completely reversible isotherm is observed for pore sizes < 4 nm (Fig-
ure 138f).465 Type V isotherms resemble those of type III and are defined by a
weak adsorbate-adsorbent interaction with subsequent pore condensation. Type
VI is representative for layer-by-layer adsorption on nonporous solids.465

11.4 HYSTERESIS

Hysteresis is a result of the capillary condensation of gas in the pores. Unlike the
adsorption branch, the desorption process can be described as a liquid-vapor
transition of a system that is thermodynamically equilibrated.465 The shape of the
observed hysteresis loop allows to make statements about the pore geometry,
connectivity, and size distribution found in the studied material. The most common
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Figure 139. Hysteresis loops (volumetric uptake vs. relative pressure).

types of hysteresis loops are shown below (Figure 139). Type H1 loops are caused
by materials with a narrow range of uniform, cylindrical mesopores with minimal
network effects (Figure 139a). Type H2 loops are formed when network effects
become important, with the distinction between pore-blocking at narrow pore
necks (Figure 139b) and wide pore neck distributions (Figure 139c). Types H3
(Figure 139d) and H4 (Figure 139e) originate in non-rigid aggregates of plate-like
particles and if the network consists of macropores are not completely filled with
pore condensate and have an underlying type II or type I isotherm for H3 and H4
loops, respectively. H5 loops are consistent with structures containing both open
and blocked mesopores (Figure 139f).465

11.5 BET MODEL AND SURFACE AREA DETERMINATION

The BET model describes the process of adsorption of gases on a surface on a
microscopic level as well as the formation of multilayer adsorbates and allows the
determination of a BET equivalent surface area of a porous material. It is based on
the assumption that with increasing relative pressure more energetic adsorption
centers (e.g., surfaces within small pores where the two Lennard-Jones potentials
of each pore walls overlap, atoms with fewer surrounding atoms at surface edges)
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are more likely to interact with the adsorptive to form an adsorbate layer. As the
surface is increasingly covered with an adsorbate layer the probability increases
that another layer forms on top of the first one despite of the incomplete coverage
of the surface to form the first monolayer. Likewise, a third monolayer is more
likely to form on top of a second one at a certain degree of coverage of the first
monolayer with a second monolayer, respectively. Moreover, the highest layer is
in a dynamic equilibrium with the vapor.467

The number of molecules N which contact a square centimeter of surface per
second is given as:

N =
Np(

2πMRT
) 1

2

= kp (11.1)

where N is Avogadro’s constant, p and M are the adsorbate pressure and molec-
ular weight, respectively, R is the gas constant, T the temperature, and k the term
containing all constants in equation 11.1. The number of contacts with uncovered
surface atoms is

N ′ = kpθ0 (11.2)

where θ0 is the fraction of surface atoms with no adsorbate layer on top of it. The
number of contacts of the probe gas with uncovered atoms which then adsorb on
the surface is

Nads = kpθ0A1 (11.3)

where A1 is the condensation coefficient describing the probability of a a molecule
to adsorb on a surface after a contact. On the other hand, the number of adsorbed
atoms desorbing from the surface is

Ndes = Nmθ1ν1e
− E

RT (11.4)

where Nm is the number of adsorbed molecules of a completed monolayer, θ1
is the fraction of the occupied surface, E is the energy of adsorption, and ν1 is
the vibrational frequency of the adsorbate. When the system is in equilibrium,
the rates of adsorption (equation 11.3) and desorption (equation 11.4) are equal,
leading to
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Nmθ1ν1e
− E

RT = kpθ0A1. (11.5)

θ0 = 1− θ1, so

Nmθ1ν1e
− E

RT = kpA1 − kpθ1A1. (11.6)

Rearrangement for θ1 gives

θ1 =
kpA1

Nmν1e
− E

RT + kpA1

. (11.7)

If

K =
kA1

Nmν1e
− E

RT

, (11.8)

then equation 11.7 is reduced to

θ1 =
Kp

1 +Kp
. (11.9)

θ1 can be also described as

θ1 =
N

Nm

=
W

Wm

(11.10)

where N and Nm are the number of molecules in the incomplete and com-
plete monolayer, respectively, and W and Wm their corresponding weight. Equa-
tion (11.10) describes the Langmuir (type I) isotherm for a monocoverage of a
surface. In the BET model, multiple layers can be formed, and the first layer can
be described by equation 11.5

Nmθ1ν1e
− E

RT = kpθ0A1. (11.11)

For the formation of n layers this gives

Nmθnνne
− E

RT = kpθn−1An. (11.12)
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All layers except the first one are considered to have the same values for ν, E,
and A, so

Nmθnνe
− L

RT = kpθn−1A, n > 1. (11.13)

From this follows

θ1
θ0

=
kpA1

Nmν1e
− E1

RT

= α (11.14)

and

θn
θn−1

=
kpA

Nmνe
− L

RT

= β, n > 1 (11.15)

and

θ1 = αθ0 (11.16)

θn = βθn−1 = αβn−1θ0 (11.17)

At equilibrium the total number of adsorbed molecules is

N = Nm(θ1 + · · ·+ nθn) (11.18)

or

N

Nm

= αθ0(1 + · · ·+ nβn−1). (11.19)

If

α = Cβ (11.20)

and
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A1ν2
A2ν1

e
E1−L
RT = C (11.21)

then

N

Nm

= Cθ0(β + · · ·+ nβn). (11.22)

After several other mathematical rearrangement, the following equation is ob-
tained

N

Nm

=
Cβ

(1− β)(1− β + Cβ)
(11.23)

β turns out to be the relative pressure p/p0, so

N

Nm

=
C(p/p0)

(1− (p/p0))(1− (p/p0) + C(p/p0))
=

W

Wm

(11.24)

Rearrangement of equation 11.24 yields the BET equation in its final form:

1

W [(p0/p)− 1]
=

1

WmC
+
C − 1

WmC
(p/p0) (11.25)

Plotting 1
W [(p0/p)−1]

vs p/p0 according to equation 11.25 gives a straight line (usually
in the relative pressure regime 0.05 < p/p0 < 0.35) and allows the determination
of the weight of the adsorbed monolayer, Wm (Figure 140).
Wm can be calculated using

Wm =
1

s+ i
, with s =

C − 1

WmC
, i =

1

WmC
(11.26)

C is the BET constant and calculated using

C =
s

i
+ 1 (11.27)

Finally, the specific surface area S is calculated by

S =
WmNA
Mm

(11.28)
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Figure 140. Schematic illustration of a BET plot.

where A is the cross-section area and m is the weight of the sample.





12
Vibrational Spectroscopy

12.1 INTRODUCTION

Vibrational spectroscopy is a field of study which describes the interaction of elec-
tromagnetic radiation with vibrations of chemical bonds. It allows the identification
and quantification of the bond nature, strength, and presence of chemical func-
tional groups by a characteristic location and intensity of a signal in the vibrational
spectrum.429,431,468,469 The most commonly employed techniques for obtaining vi-
brational spectra are infrared and Raman spectroscopy, which are complimentary
techniques to obtain information about molecular vibrations in solids, liquids, and
gases. Both spectra are a function of the absorbance vs. the frequency of the
light given in reciprocal centimeters (cm−1) and yield similar chemical information,
although they rely on different physical interaction mechanisms of the used light
with the probed molecules.

12.2 MOLECULAR VIBRATIONS

Molecules consist of a specific arrangement of N atoms with element-specific
mass which are connected by covalent or coordination bonds. Each atom has
three (translational) degrees of freedom, and a molecule with N atoms has 3N
degrees of freedom. Again, three account for the translational, and another three
for the rotational modes (for linear molecules, only two rotational modes exist).
Thus, 3N−6 (or 3N−5) vibrational modes remain, which describe changes of
the respective atom positions relative to each other. Specifically, different types
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(a) (b)

(c) (d)

(e) (f)

Figure 141. Vibrational modes: (a) symmetric stretching; (b) asymmetric stretching, (c) scissoring,
(d) rocking, (e) wagging (out of plane), (f) twisting (out of plane).

of vibrations can change the bond distances and angles between two atoms:
radial modes are the symmetric and asymmetric stretching, latitudinal modes
are in plane bending modes such as scissoring and rocking, and longitudinal
modes are the corresponding out of plane bending modes, wagging and twisting.
(Figure 141).468 Bonds can be classically described as two masses connected to
each other via a spring with the force constant f (Figure 142a).468–470 The force F
needed to stretch the spring along a distance x is described by Hooke’s law as

F = −f × x (12.1)

At the same time, the force can be described by applying Newton’s law

F = m× a = m
d2x

dt2
(12.2)

where m is the mass. Combining and solving the differential equation gives

f = 4π2ν2m or ν =
1

2π

√
f

m
(12.3)



Molecular Vibrations 235

where ν is the vibrational frequency in [Hz]. In the diatomic case, the reduced
mass needs to be considered according to

1

m
=

1

m1

+
1

m2

(12.4)

In addition, ν needs to be divided by the vacuum speed of light, c, to obtain
frequencies in the typical unit [cm−1]. Thus,

ν̃ =
1

2πc

√
f

(
1

m1

+
1

m2

)
. (12.5)

Integration of the force F over the distance x in equation 12.1 gives the harmonic
potential energy of the vibration (Figure 142b)

E =

∫
fx dx =

1

2
fx2. (12.6)

However, real bonds cannot be infinitely stretched or compressed and compres-
sion is more energy-intensive than stretching which would lead eventually to bond
dissociation. Therefore, a more correct description of the potential energy of a
bond is the anharmonic Morse potential as in

E = D
[
1− exp

(
−
√
fe/2D × x

)]2
(12.7)

where D is the bond dissociation energy and fe the bond force constant at the
potential minimum (Figure 142c).
According to quantum mechanics, vibrations are quantized into a ground and
excited states.468,469 For a harmonic potential, there are infinite vibrational states
according to

Ei = hν

(
νi +

1

2

)
(12.8)

where νi = 0 corresponds to the energetic ground state E0 = 1
2
hν, while the

number of vibrational states in the real anharmonic potential is limited by the
bond dissociation energy D. Nevertheless, the harmonic potential is a good
approximation for excitations from the ground state to the first excited state, which
are the typically observed and most intense bands in vibrational spectra.
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Figure 142. (a) Model for a chemical bond. (b) Harmonic potential energy of a bond with an
equilibrium distance r0 and energetically equidistant vibrational states of the energy incrementEi =
hν (0.5 + νi). (c) Anharmonic (Morse) potential with an equilibrium distance r0, finite vibrational
states and bond dissociation energy D.

hν

rE

Figure 143. Model for an excitation of a vibration from the ground state to the first excited state
using infrared light.

12.3 INFRARED SPECTROSCOPY

In infrared spectroscopy, a sample is irradiated with a spectrum of infrared light in
the mid-infrared region (ν̃ =4000–400 cm−1) which absorbs light with matching
frequency for molecular vibrational excitations, typically from the ground state to
the first excited state. Importantly, only certain vibrations are infrared active (i.e.,
will absorb infrared light), depending on the molecular electric dipole moment, µ,
of the vibration of interest. If the dynamic electric dipole moment (i.e., the polarity
of the bond) is modulated by the vibration, then absorption of infrared light is
possible and the absorption will become visible in the spectrum. If the dipole
moment is not affected by the vibration, no absorption will occur and the band will
remain invisible in the infrared spectrum (Figure 143).468,469
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12.4 RAMAN SPECTROSCOPY

Raman spectroscopy takes advantage of the scattering of light at molecules. More
accurately, the Raman effect is the inelastic scattering of light quanta with an
energy much larger than those of molecular vibrations (usually in the visible region).
When a sample is irradiated with a monochromatic light source (e.g., laser),
the light can be either elastically scattered with no change in energy (Rayleigh
scattering), or inelastically scattered and the change in energy corresponds to
that of the excitation energy of the molecular vibration. Thus, in the first case,
the molecule located in its vibrational ground state is excited to a virtual state
and relaxes back into the ground state. The scattered light quantum hν0 is of the
same energy as before the scattering event. In the second case, a relaxation from
the virtual state into the first vibrational excited state results in an inelastically
scattered light quantum of reduced energy hνR = hν0 − hν (Stokes shift). A
third possible event is the excitation of a vibration in its first excited state to the
virtual state followed by a relaxation to the vibrational ground state, where the
scattered light quanta have increased energy hνR = hν0 + hν (Anti-Stokes shift);
however, this event is less likely due to a lower amount of vibrations in the excited
state compared to the ground state. Unlike the previous the case, the selection
rule in Raman spectroscopy is not related to the electric dipole moment, but
the polarizability (i.e., the extent of an induced dipole moment in a molecule
in an electric field) of a vibration. Vibrations are only Raman active when the
vibrations modulates the polarizability of the same; otherwise, they are inactive
(Figure 144).468,469

hν0 hν0

rE

(a)

hν0
hνR

rE

(b)

hν0
hνR

rE

(c)

Figure 144. (a) Elastic (Rayleigh) scattering; Raman effect: (b) Inelastic (Stokes) scattering. (c)
Inelastic (Anti-Stokes) scattering.





13
Electron Microscopy

13.1 INTRODUCTION

Electron microscopy is an extremely versatile analytical field that goes beyond
simply imaging objects which are too small to be studied by "conventional" visible-
light microscopy, although that in itself is a powerful tool to gain insight into
the topography, internal structure, (local) chemical composition and elemental
distribution of solid materials in both qualitative and quantitative manners with
(near) atomic resolution.471–473 This is due to the fact that high-energy electrons
accelerated by voltages of tens or hundreds of kV that can penetrate microns into
a material are used to probe samples in the electron microscope, giving rise to
corresponding de Broglie wavelengths of the incident electrons in the pm regime
(cf. wave-particle dualism of electron, chapter 9). Hence, high-energy electrons are
suitable for resolving distances in the atomic regime in comparison to visible light,
which contains wavelengths from 400–700 nm. Many spectroscopic techniques
are coupled to an electron microscope and take advantage of the interactions of
electrons with solid materials to give information about specific material properties,
which are outside the scope of this introduction. Moreover, the possibility of using
electron diffraction at crystalline specimens for crystal structure determination is
promising for the study of new materials which do not easily yield large single
crystals suitable for XRD but will not be discussed here, either. Several types of
electron microscopy exist which fundamentally differ in which kind of electrons
are detected after being scattered by the specimen atoms and if the images are
recorded statically or dynamically. For example, whereas in transmission electron
microscopy (TEM) a fixed electron beam is used to illuminate a wider range of
the sample and forward-scattered electrons are detected to form two-dimensional
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"shadow projection" images of the three-dimensional sample, the SEM makes
use of high-energy back-scattered electronss (BSEs) coming from the incident
electron beam, or low-energy secondary electrons (SE) emitted from the sample
after electron bombardment to form images with a three-dimensional appearance.
In contrast to the fixed and relatively broad electron beam in TEM, SEM uses a
sharply focused electron beam which is swept over the specimen surface point for
point in a raster which is then combined to a final image. Finally, a STEM is a TEM
instrument which uses the scanning operation mode from SEM. The following
sections will outline the general interaction of electrons with specimen atoms and
the nature of the signal detected in an electron microscope, the general setup and
working principle of the instrument, as well as differences between TEM, SEM,
and STEM.471–473

13.2 ELECTRON SCATTERING

Imaging small objects with electrons is based on the scattering of electrons coming
from an incident beam due to Coulomb (electrostatic) interactions with positively
charged atomic nuclei and negatively charged atomic electrons that exert an
attractive or repulsive force on the incident electrons, respectively. This force is
described by Coulomb’s law as:

F =
1

4πϵ0

q1q2
r2

(13.1)

where ϵ0 is the electric constant, q1 and q2 are the charges of the involved particles
and r is the distance between them.431 Thus, q1 and q2 are both the elemental
charge e for an electron-electron couple, and e and Ze for an electron-nucleus
couple (Z as the atomic number of the element). An important characteristic of
this scattering process is the deflection angle θ with which the incident electron
(primary) is deflected by an atomic nucleus or electron from its original trajectory
(Fig. 145). Forward scattering occurs for θ < 90°, backscattering for θ > 90°
(either via strong interaction with the nucleus or an atomic electron, or consecutive
interactions which redirect the electron back).471,472

The probability of a scattering event at a single atom is influenced by its interaction
cross section, σ (i.e., an effective area surrounding the atom in which scattering is
possible, with the unit m2). For a single atom, this is:
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θ1
θ2

Figure 145. Scattering process of a primary electron (trajectory indicated in green) by atomic
nucleus (surrounded by electron shells according to the Bohr atom model). The electric field is
stronger closer to the nucleus, so the deflection angle θ1 is greater for an electron passing closer
to the nucleus than for one passing further away at an angle θ2.

σatom = πr2eff , [σatom] = m2 (13.2)

where reff is the effective atomic radius. Thus, in a solid containing N atoms,
the total cross section σtotal is the N -fold multiple of σatom. However, it is more
intuitive to define the cross section in terms of scattering events per distance, so
the number of atoms N per unit volume of solid is used:

σtotal = Nσatom =
N0δ

Au
σatom, [σtotal] = m−1 (13.3)

N can be described as the product of the Avogadro constant N0 and the density
δ of the solid, divided by the atomic mass number A and atomic mass unit u.
Thus, large values of σtotal mean many scattering events occur per distance of the
electron traveling through the solid and the corresponding scattering probability is
high. The opposite is true for small values of σtotal, leading to a small scattering
probability. Furthermore, by taking the thickness t of the sample into account, a
dimensionless quantity P corresponding to the scattering probability is obtained:

P = σtotalt =
N0δt

Au
σatom (13.4)
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where the term δt is called the mass-thickness of the specimen. This equation
emphasizes the dependence of the scattering probability on the mass (i.e., the
atomic number of the atoms involved in the scattering process) and the thickness
of the specimen: electrons are scattered more strongly by thicker regions and
those containing heavier atoms than vice versa. The inverse of σtotal with the unit
m is the distance an electron can travel before it gets scattered, also known as
the mean-free path of the electron.471,472

13.2.1 Elastic scattering

A distinction can be made between electron scattering in which no (measurable)
energy transfer occurs during the process (elastic scattering) or if an energy
transfer is involved (inelastic scattering). This can be calculated using

E

E0

=
me

mN

[
1 +

v2

v20
− 2

(
v

v0

)
cos θ

]
(13.5)

where E0 and E are the energies of the electron, and v0 and v the electron
velocities before and after the scattering event, respectively, and me and mN are
the masses of the electron and the nucleus, respectively (or more generally, the
masses of the two particles involved in the scattering process).471 Because of
the huge differences in mass between the atomic nucleus and an electron, only
a negligible fraction of energy is transferred from the incoming electron to the
nucleus, and this interaction is mainly elastic. In contrast, the electron-electron
interaction is much more likely to be an inelastic process due to the resulting
independence of mass (they are equal). Elastically scattered electrons are mainly
of interest in TEM where electrons are detected that transmit the sample; hence,
it is the electron-nucleus interaction that mainly influences the resulting contrast
(i.e., the difference in brightness of two points in the image) in TEM images. This
interaction is determined by the Rutherford cross section:

σR(θ) =
e4Z2

16(4πϵ0E0)2
dΩ

sin4(θ/2)
(13.6)

where E0 is the beam energy, θ is the deflection semi-angle, and dΩ is the
solid-angle (in three dimensions).472 Several conclusions can be drawn from this
equation: 1) the scattering is highly angle-dependent and is most likely for forward
scattering (θ = 0◦), 2) the cross-section is proportional to Z2; thus, scattering
is stronger at heavier atoms and in return the mean-free path λ is greater in
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Figure 146. Relationship of (a) cross section σ and scattering angle θ with varying beam energy
eV , increasing beam energies decrease cross sections, (b) σ and θ with varying atomic number
Z, increasing Z increases σ, (c) the mean-free path λ and beam energy eV with varying Z, λ
decreases with increasing Z.

low-Z specimens, and 3) it is inversely proportional to E2
0 , so high-energy elec-

trons are less likely to be scattered compared to electrons with lower energy
(Fig. 146).471,472 In TEM, apertures are used to permit the collection of only a
certain fraction of scattered electrons which are scattered by a specific range of
scattering angles θ1 − θ2; electrons scattered with an angle below or above this
range are absorbed by the walls of the aperture. This results in a measurable
contrast in the formed images due to the stronger scattering of electrons by re-
gions of higher mass-thickness. Two types of images can be formed by careful
positioning of the aperture. In the first case, the aperture is positioned in a way
that permits only the direct electron beam and weakly scattered electrons through
its central hole to travel through it whereas higher-angle electrons scattered by
regions of the specimen with higher mass-thickness collide with the aperture walls
and are "filtered". Thus, the resulting intensity in the image consists mostly of
unscattered or weakly scattered electrons from regions of low mass-thickness,
while regions of higher-mass thickness appear lower in intensity due to a reduced
number of electrons being able to travel through the aperture. This leads to a
"bright-field (BF)" image in TEM where dark spots indicate regions of higher Z or
thickness. In the second case, the aperture can be horizontally displaced so that
the permitted range of scattering angles does not include the direct, unscattered
beam but only such of higher scattering angles. In this case, regions of higher
mass-thickness scatter more electrons in the direction of the aperture hole, while
unscattered electrons are absorbed by the aperture walls. In turn, a "DF" image
is obtained in which only strongly scattering parts of the specimen appear bright
in the image and areas containing no specimen or parts of low mass-thickness
appear dark.471,472

As indicated by eqn. (13.6) and Fig. 146, a much smaller fraction of primary elec-
trons is elastically backscattered (i.e., θ > 90◦) because of the smaller interaction
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Figure 147. Penetration depth R of a primary electron (also a BSE) in a solid after impact with the
surface S and characteristic pear-shape interaction volume V . R increases with increasing beam
energy and decreasing Z (mass-thickness) of the specimen.

cross-section at higher angles. Their energy is generally close to the incident beam
energy due to mostly energy loss-free scattering events that eject them out of
the specimen at high angles. These can be detected as a backscattered-electron
signal given that the kinetic energy of these electrons is sufficient enough to leave
the specimen, and is one of the major signals collected in SEM. Other than the SE
signal in SEM, BSE have a large penetration depth (i.e., the specimen volume in
which the electron can move before it is brought to rest or absorbed due to inelas-
tic scattering events) because of their high energy and imaging with BSE depicts
mass-thickness-contrast in the specimen (see eqn. (13.6, Z2-dependence); hence,
they give information about the chemical composition and distribution. Accordingly,
the penetration depth of the electron increases with increasing incident beam
energy and decreasing mass-thickness of the specimen (Fig. 147).471,472

13.2.2 Inelastic scattering

Inelastic scattering is mostly caused by electron-electron interactions as indicated
by eqn. (13.5), which is especially important for the generation of SE as the second
major signal observed by SEM. SE are formed when the energy of a primary
electron is transferred to an atomic electron in the specimen; then, a fraction of
the incident energy E0 is converted to potential energy (ionization energy EI) that
generates a free SE with the remainder of the incident energy as kinetic energy
Ekin = E0 − EI , which is much smaller compared to the energy of BSE (<50 eV
vs. ≈ E0). Importantly, these SE will be repeatedly inelastically scattered, and the
probability for a subsequent inelastic scattering event increases even further with
decreasing energy of the SE (Fig. 146, λ decreases with decreasing energy eV ).
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Figure 148. Oblique angle ϕ of incident electron beam increases the specimen volume between
the surface S and escape depth E, giving rise to higher SE yields.

Therefore, only SE that are formed close to the surface of the specimen have a
higher probability for leaving the specimen and be detected. The escape depth
(i.e., the distance that SE can travel in the solid without being absorbed) is much
lower in comparison to BSE (<2 nm vs. hundreds of nm), and thus SE images
are a depiction of the surface structure of the specimen with topological contrast.
The secondary electron yield can be increased by tilting the sample away from
the beam so that the specimen is not irradiated by the beam perpendicularly
(ϕ = 90◦) but with an oblique angle (ϕ < 90◦) (Fig. 148). Thus, more of the sample
is irradiated with electrons within the escape depth of the specimen. For protruding
surface features of smaller size, a relatively large amount of SE can leave the
specimen, making these features appear brighter in SEM images compared other
parts of the specimen. Moreover, the tilting of the sample towards the detector
increases the number of SE reaching the detector from areas of the specimen that
are pointing towards the detector, making these appear brighter in SEM images
as well compared to surfaces which are oriented differently.471–473

13.3 ELECTRON MICROSCOPES

13.3.1 General

Electron microscopes consist of an electron source (called electron gun), magnetic
lenses to focus the electrons to a wide parallel beam (TEM) or into a narrow
electron probe (SEM and STEM), optional scanning coils which are used to
deflect the electron probe in scanning mode operation further to allow raster
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scanning, the specimen stage and the imaging detectors.471–474 The electron gun
consists of a negatively charged cathode serving as the electron source which are
accelerated by the anode and potential differences of hundreds of kV to obtain a
beam of high kinetic energy electrons. Two types of electron sources are used.
In the first case, a crystal of LaB6 with a fine tip as the cathode is heated to
1700 K at which a high current density of electrons is emitted into the surrounding
vacuum via thermionic emission. In the second case, a tungsten crystal with a fine
tip serving as the cathode is exposed to a very strong electric field in ultra-high
vacuum at room temperature at which tunneling of electrons into the vacuum is
possible via cold field-emission. These are then accelerated by a second anode
to high kinetic energy. It is also possible to combine both thermionic and field-
emission using a tungsten source treated with ZrO2 maintained at 1700 K where
the work function of the cathode is sufficiently allow to allow emission of electrons
without tunneling (Schottky emission). While field-emission sources generate
very narrow electron beams, thermionic emission currents are pre-focused by the
so-called Wehnelt cylinder prior to the acceleration of electrons towards the anode.
A negative bias is applied to the Wehnelt cylinder which contains a central hole so
that it becomes more negative than the cathode. As the electron current emerges
from the cathode, only the electrons generated very close at the tip are able to
leave the Wehnelt though its central hole and are focused to a narrower beam
whereas other electrons are deflected by the negative bias of the Wehnelt, collide
with the cylinder walls and are absorbed. Both guns contain a circular anode plate
with a central hole in which only a narrow fraction of the emitted beam parallel
to the optic axis is able to pass through the anode plate. These electrons are
then focused by magnetic lenses to a parallel beam onto the specimen. Often the
lenses are covered with an aperture that limits the entry size into the lens to limit
spherical and chromatic aberrations. This permits only electrons with a trajectory
parallel to the optic axis to travel through the lens, so the resulting image appears
less distorted and exhibits higher resolutions. Depending on the instrument, the
electrons will then pass either more electron lenses with apertures (TEM) or be
detected right after interaction with the specimen (SEM and STEM).471–474

13.3.2 Transmission Electron Microscope

In TEM, thin specimen are irradiated with a broad, homogeneous beam of elec-
trons (µm-sized) to study forward-scattered electrons of low scattering angles θ.
Using a broad beam results in the entire image being recorded "all at once", and
two-dimensional "shadow projection" images are obtained from three-dimensional



Electron Microscopes 247

objects. After the scattered electrons leave the specimen, an aperture is used
to filter allow only the transmission of electrons with certain deflection angles,
resulting in either BF or DF TEM images (Fig. 149a).472

13.3.3 Scanning Electron Microscope

In SEM, samples are not limited by the thickness because BSE and SE are of
interest instead of forward-scattered electrons. This is because the probability for
the detection of a BSE increases with increasing mass-thickness of the sample
(eqn. (13.6)) due to a higher number of possible scattering events. Moreover, the
SE signal recorded in SEM is very surface-sensitive, and therefore independent
of the specimen thickness. Unlike the broad parallel electron beam in TEM,
SEM uses a smaller accelerating voltage (≤ 30 kV) and a sharp electron probe
(1–10 nm) which is deflected by magnetic scanning coils in two perpendicular
directions to sweep over the specimen point by point in a raster, and so the
image is also created sequentially. Due to the large depth of focus, images with
three-dimensional appearances are created (Fig. 149b).471,473

13.3.4 Scanning Transmission Electron Microscope

A STEM combines the scanning technique of a SEM to study forward-scattered
electrons by thin specimen like in TEM using a small electron probe (0.2 nm).
Other than TEM, STEM detects the transmitted electrons directly instead of using
apertures to select certain deflection angle ranges. Especially for DF images,
STEM are equipped with a circular annular dark-field (ADF) detector which col-
lects all azimuthal angles scattering, and hence, it is more efficient than DF signal
collection in TEM. In high-angle annular dark-field (HAADF)-STEM, images re-
flecting only the Z-contrast in a specimen can be recorded with a better contrast
and lower amount of noise than a conventional TEM, albeit at lower resolution
(Fig. 149c).471,472,474

13.3.5 Energy-Dispersive X-ray Spectroscopy

EDS is based on the principle that inelastic scattering of electrons leading to the
formation of SE leaves a hole in one of its energy states. This will be filled by
the de-excitation of an electron with the concomitant emission of an x-ray photon
whose energy is defined by the energetic difference of the two energy levels
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Figure 149. Schematic setups of (a) TEM, (b) SEM, and (c), STEM. Purple lines: electron
trajectory, ellipses: magnetic electron lenses, green rectangles: scanning coils, orange rectangles:
specimen.
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involved and is characteristic for an element. This photon can be detected by an
EDS system to provide qualitative and quantitative information about nature and
amount of an element present within the sample. Importantly, low-Z elements are
less suitable for the detection with EDS due to their low fluorescence yield ω (i.e.,
number of x-ray photons emitted per ionization).472
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Nuclear Magnetic Resonance Spectroscopy

14.1 INTRODUCTION

NMR is a field of study which describes the interaction of radio-frequency electro-
magnetic radiation with the spins of a set of nuclei in a strong external magnetic
field.431,475–479 Importantly, the electronic (chemical) environment of a magnetic
nucleus in a sample influences the resonance frequencies observed by this
spectroscopic technique. This allows the structure elucidation, precise identi-
fication of connectivities between individual atoms, and their quantification in
organic molecules, organometallic complexes, or inorganic solids by analysis of
the emerging signals together with multiplicities and coupling constants.

14.2 NUCLEAR SPIN

An atomic nucleus consists of Z protons and N neutrons, each with possible spin
quantum numbers ±1

2
. The whole assembly has a resulting total spin angular

momentum, I, with 2I + 1 possible magnetic spin orientations, mI (multiplicity).
Thus, a proton (or the nucleus of the 1

1H isotope) has two relative orientations of
its spin, while a 14

7N nucleus with I = 1 has three, and 12
6C with I = 0 has zero

magnetic moment. The value of I is generally dependent on Z and N . If both
are even numbers, the individual spins are all paired and the resulting magnetic
moment is zero. Such isotopes are undetectable by NMR. On the other hand, if
both are odd numbers, the half-spins add up and the resulting total nuclear spin

251



252 Nuclear Magnetic Resonance Spectroscopy

quantum number is an integer. If only one is odd and the other even, a multiple of
a half-integer is obtained for the total spin.431,479

14.3 NUCLEUS IN THE MAGNETIC FIELD

In a magnetic field of magnitude B0, the degenerate magnetic spin orientations split
into states of different energy (nuclear Zeeman effect), which can be calculated
using

EmI
= −γℏB0mI (14.1)

where γ is the magnetogyric ratio, an isotope dependent constant. For the proton,
the two possible orientations, mI = +1

2
(α) and mI = −1

2
(β) are lowered or

raised in energy, respectively, and the energy separation between the levels is
(Figure 150)

∆E = E−1/2 − E+1/2 =
1

2
γℏB0 −

(
−1

2
γℏB0

)
= γℏB0. (14.2)

This is the resonance condition of NMR. If the energy of the electromagnetic
radiation hν is lower than γℏB0, no absorption can take place. The respective
frequency is called the Larmor frequency, νL, defined as431,479

νL =
γℏB0

h
=
γB0

2π
(14.3)

14.4 CHEMICAL SHIFT

In contrast to a bare proton, the nuclei in a molecule are surrounded by the electron
clouds of the individual atoms which may interact further with neighboring atoms
or groups of atoms. Applying an external magnetic field causes the circulation
of these electrons in the orbitals, which results in a local, induced magnetic field,
Bi, that is oriented oppositely to the external field. Thus, the nuclei surrounded
by electron density do not experience the full magnitude of the external field, B0,
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Figure 150. Energetic splitting of the magnetic orientations mI in the field B0.

but a reduced local, effective magnetic field, Beff , which is the difference of the
external and induced magnetic field according to

Beff = B0 − Bi (14.4)

Even more, this "shielding" of the nuclei from the external field is highly sensitive
to the local electronic structure at the position of the nucleus of interest, and hence
individual atoms in the same molecule experience different local magnetic fields
and can be distinguished by the different resonance frequencies. The shielding
can be expressed by introducing the shielding constant, σ, as in

Bi = σB0 (14.5)

Unlike the value of Bi, the shielding constant σ is not dependent on the magnitude
of the applied external magnetic field but dimensionless and a representation of
the local chemical environment of the nucleus. From this follows that

Beff = B0 − σB0 = B0(1− σ) (14.6)

and

νL = (1− σ)
γB0

2π
(14.7)

This implies that a strongly shielded nucleus (i.e., large σ) will experience only a
fraction of the external field; hence, the magnetic spin orientations are less split in
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energy and a smaller resonance frequency is observed. These signals appear on
the right side of the NMR spectrum, which is the high-field side (because a high
external field would be needed to observe the resonance of this nucleus at a given
frequency). On the other hand, weakly shielded (or strongly deshielded) nuclei
(i.e., small σ) experience more of the full magnitude of the external magnetic
field, B0, the spin orientations split up further in energy, the resonance frequency
is large and found on the left, low-field side of the spectrum (a small external
field is needed to observe the resonance of this nucleus at the same given
frequency as above). To account for the field-dependent resonance frequencies,
a field-normalized scale, the chemical shift, δ, is introduced, which is defined as

δ =
ν − ν0

ν0
106 (14.8)

where ν is the resonance frequency of a nucleus of interest and ν0 the resonance
frequency of a standard (e.g., tetramethylsilane (TMS) for 1

1H and 13
6C). δ can be

also expressed as a function of σ as in

δ =
(1− σ)B0 − (1− σ0)B0

(1− σ0)B0

106 =
σ0 − σ

1− σ0
106 (14.9)

This relationship shows that δ increases when σ decreases (strongly deshielded
nuclei) and vice versa.431,479

14.5 FINE STRUCTURE

Signals in NMR spectra are often split into multiplets with equidistant separations
between the individual lines. Other signals or groups thereof can be found in the
spectrum which exhibit the same or other multiplets with the same separation of
the individual lines. These are formed by spin-spin coupling of neighboring nuclei
in the same molecule and indicate the connectivity of atoms within the compound.
The energy of the interaction between neighboring nuclei can be described as

Em1m2 = hJm1m2 (14.10)

where m1 and m2 are the magnetic spin orientations of the two nuclei, respectively.
For example, an AX-system consisting of two nuclei A and X that are both spin-1

2
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systems and have a large difference in chemical shifts couple in such a way that
both nuclei show doublets in the NMR spectrum. In this case, the four possible
spin states of the whole assembly are αAαX , αAβX , βAαX , and βAβX . Therefore,
the energy levels are described as

EmAmX
= −hνAmA − hνXmX + hJmAmX (14.11)

where the last part of the sum describes the spin-spin coupling between A and
X. If J > 0, then higher energies are obtained for the energy levels where both
exhibit the same spin (i.e., αAαX or βAβX , mAmX > 0) and lower energies when
the spins are different (i.e., αAβX or βAαX). Thus, the resulting energy levels are

EαAαX
= −1

2
hνA − 1

2
hνX +

1

4
hJ (14.12)

EαAβX
= −1

2
hνA +

1

2
hνX − 1

4
hJ (14.13)

EβAαX
= +

1

2
hνA − 1

2
hνX − 1

4
hJ (14.14)

EβAβX
= +

1

2
hνA +

1

2
hνX +

1

4
hJ (14.15)

A transition is only possible for one nucleus at a time. Therefore, resonance
can only occur when the spin quantum number, mI , of one nucleus is changed
during the transition. In the AX-system, only two such transitions are possible
for each nucleus, either when the other nucleus is in the α or β state. Then, the
corresponding differences of the energy levels (the resonance energies) for the
transition of A are

∆EA1 = EβAαX
− EαAαX

= +
1

2
hνA − 1

2
hνX − 1

4
hJ −

(
−1

2
hνA − 1

2
hνX +

1

4
hJ

)
= hνA − 1

2
hJ

(14.16)

and

∆EA2 = EβAβX
− EαAβX

= hνA +
1

2
hJ (14.17)
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Figure 151. (a) Spin-spin coupling in an AX-system. (b) Illustration of the signal splitting in the
NMR spectrum.

Likewise, the energies for the two X transitions are

∆EX = hνX ± 1

2
hJ (14.18)

Then, two doublets are observed for the resonances of A and X in the NMR
spectrum, both with the same coupling constant J (Figure 151). For an AX2

system where the nuclei X are chemically and magnetically equivalent, the X

resonance is again a doublet but with an integral (area under the signal) twice
as high as for AX. The A resonance, in turn, is first a doublet with a coupling
constant J where each of these lines is split by the interaction with the second X
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Figure 152. Spin-spin coupling in a (a) AX2, (b) AX3.

n

0 1 singlet
1 1 1 doublet
2 1 2 1 triplet
3 1 3 3 1 quartet
4 1 4 6 4 1 quintet

Figure 153. Names and intensity ratios of multiplets defined by Pascal’s triangle for n neighbors.

nucleus into another set of doublets with coupling constants J , thereby resulting in
an overall formation of a triplet with intensity ratio 1:2:1. Similarly, the A resonance
in AX3 gives a quartet with an intensity ratio of 1:3:3:1 (Figure 152). Generally, a
AnXm species consisting of only spin-1

2
nuclei will form A-resonances of integral

n and multiplicity m + 1 and X-resonances of integral m and multiplicity n + 1,
respectively, with the intensity ratios given by Pascal’s triangle (Figure 153).431,479





15
Mass Spectrometry

15.1 INTRODUCTION

MS is an analytical technique by which the molecular mass (or more precisely,
the mass-to-charge ratio, m/z) of an analyte can be determined. In contrast to
other analytical techniques, MS can often unambiguously give the elemental
composition of a molecule and is therefore an important complimentary analytical
method for the structural elucidation of unknown compounds in combination with
spectroscopy. Especially in the field of metal-organic chemistry, the splitting of
peaks in the MS spectrum into isotopic patterns for compounds containing heavier
elements with many isotopes is a valuable advantage of identifying these elements
where commonly applied methods fail. A mass spectrometer consists of three
stages: 1) an ion source in which the analyte of interest is ionized to create a
positively (or negatively) charged ion, thereby bringing it to the gas phase, 2) a
mass analyzer in which the generated ions by the source are separated according
to their m/z, and 3) a detection system which translates the signal to readable
output.480–484

15.2 ION SOURCES

15.2.1 Electron/Chemical Ionization

Electron ionization is the strategy of ionizing gas-phase or volatile analytes by
directing an electron beam of suitable energy (70 eV) through a chamber held at
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low pressure of the analyte. The electrons stem from a cathodic metal filament
which is heated to high temperature within the vacuum and emits electrons that
are accelerated towards the anode (cf. ch. 13). Inelastic interaction of the electrons
from the electron beam with the atomic electrons of the analyte M leads to an
emission of a secondary electron and the generation of a radical-cation of the
analyte M•+. This energy-rich ion can undergo further fragmentation on the way
to the mass analyzer, for example by cleavage of a radical-ion X• to generate a
cation [M – X]+, or by cleavage of a neutral fragment N to generate a radical-cation
[M – N]•+ (scheme 37).482–484

M + e– M•+ + 2 e–

M•+ [M – X]+ + X•

M•+ [M – N]•+ + N

Scheme 37. Ionization and subsequent fragmentation pathways during electron ionization. Un-
charged X• and N are not detected by MS.

Due to the strong fragmentation in electron ionization, the ion peak of the analyte
may not be visible. However, if the analyte is exposed to an electron beam in the
presence of an excess reagent gas (e.g., CH4) at higher pressures as in chemical
ionization, then this reagent gas is more likely interact with the electron beam first.
Thus, CH4 is first oxidized to CH4

•+ and then reacts with another equivalent of
CH4 to the corresponding methyl radical, CH3

•, and carbonium ion, CH5
+. This

carbonium ion is able to transfer a proton to the analyte M, thereby forming the
"pseudomolecular" ion MH+ which is detected by MS (scheme 38).482–484

CH4 + e– CH4
•+ + 2 e–

CH4
•+ + CH4 CH5

+ + CH3
•

M + CH5
+ MH+ + CH4

Scheme 38. Ionization of the reagent gas and subsequent formation of the pseudomolecular ion
MH+ in CI.

This strategy leads to less fragmentation and identifying the mass of the analyte is
less complicated. A further improvement of the technique is atmospheric pressure
chemical ionization where an analyte solution in a suitable solvent is introduced
into the ionizing chamber as an electrically neutral spray and ionized at a corona
discharged electrode in the presence of N2.483
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15.2.2 Field Ionization/Desorption

Field ionization makes use of the generation of very strong electric fields at
electrodes containing sharp points which enables the ionization of molecules via
tunneling of electrons in a very soft manner in very high vacuum (cf. field-emission
source, ch. 13). In contrast to electron and chemical ionization, this technique
produces true M+ ions (or M– depending on the potential applied to the emitter).
The emitter is a thin metal wire which is either covered with fine, conductive carbon
needles (formed via the pyrolysis of benzonitrile vapors under inert conditions) or
metal needles (formed via decomposition of metal carbonyls) with sharp tips which
serve as the ionization sites where the electric field is strong enough for quantum
mechanical tunneling to occur. When analytes are not gaseous or volatile, they
are applied directly onto the emitter and this is then referred to as field desorption.
One method is to use a microsyringe to apply a dilute solution of the analyte onto
the emitter and subsequent evaporation of the solvent in the vacuum of the source,
known as liquid injection field desorption ionization (LIFDI).483

15.2.3 Electrospray Ionization

In the electrospray ionization method, a dilute solution of the analyte is passed
through a capillary at which a high potential is applied. This causes the formation
of charged droplets of analyte solution containing either positively or negatively
charged analyte ions (depending on the potential applied), a process called
nebulisation. With the aid of a warm flow of N2 gas, the solvent in the droplets
is continuously evaporating, giving rise to an increase of the charge density of
the charged droplets and subsequent splitting into smaller particles due to the
electrostatic repulsion. Eventually, all solvent has evaporated and only the charged
analytes remain in the gas phase, which are moving through small holes of several
skimmer cones that separate the atmospheric pressure spray chamber from the
high vacuum mass analyzing stage. This technique is considered to be very softly
ionizing, causing little to no fragmentation of the analyte ions.482,483

15.2.4 Matrix-Assisted Laser Desorption Ionization

An analyte can be ionized by short irradiation with a high-energy laser pulse. If
the analyte is co-crystallized with an auxiliary compound (the matrix, typically
an aromatic carboxylic acid), then this process is referred to as matrix-assisted
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laser desorption ionization. Here, one of the softest ionization occurs due to
the application of narrow pulse widths and fast expansion of the vaporized ions
towards the mass analyzer.483

15.3 MASS ANALYZERS

15.3.1 Time-of-Flight

The time-of-flight (TOF) mass analyzer is based on the principle that ions of
same kinetic energy but different mass have different velocities, and hence, they
take different amounts of time to pass a certain distance (in very high vacuum).
First, all ions are generated at the same time and then accelerated for a defined
distance before they pass through a field-free drift area in which the ions are
separated according to their velocity. The kinetic energy of the ions is caused by
the acceleration of the electric field; hence,

Ekin =
1

2
mv2 = zeV (15.1)

where Ekin is the kinetic energy, m is the ion mass, v the ion velocity, z the number
of elemental charges e, and V the accelerating voltage. Given v = ∆x/∆t, where
x is the distance and t the time needed for the ion to fly this distance, the time t
for an ion is given by

∆t =
∆x√
2eV

√
m

z
(15.2)

This equation shows that the TOF of an ion depends on m/z of an ion, which in
turn allows the determination of m/z by precise measurement of TOF.480,482–484

15.3.2 Magnetic Sectors

A sector separates ions according to their m/z by means of the deflection of
charged particles in a magnetic field by the Lorentz force, FL. These are forced
on a circular path when the magnetic field is oriented orthogonal to the trajectory
of the ion and the Lorentz force is in equilibrium with the centrifugal force. Then,
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FL = zevB =
mv2

r
(15.3)

where B is the magnetic field strength and r is the radius of the circular path of
the ion. After several transformations of this equation, the following relationship is
obtained:

m

z
=
r2mB

2e

2V
(15.4)

This shows that, at constant magnetic field strength and accelerating voltage, ions
of higher m/z must have a larger radius of their circular trajectory in the magnetic
field, and therefore, they are less deflected by the magnetic field than ions of
lower m/z. In practice, the radius r will be held constant to maintain the detector
in place and the magnetic field strength B will be varied to detect different ions by
which m/z is calculated.480,483

15.3.3 Quadrupoles

Quadrupoles consist of four separate rod electrodes of hyperbolic shape oriented
in a square shape where the opposing rods are each held at the same potential
consisting of a DC and an AC part. They separate ions of different m/z by taking
advantage of the trajectory stability (or instability) of an ion in an oscillating electric
field. When ions coming from the ion source enter the quadrupole, they are
attracted to the rod of opposite charge. Because of the oscillating field, that ion
will either timely switch directions and be attracted to the other pair of electrodes
(stable trajectory) or will collide with the rods and be lost (unstable trajectory).
Whether certain m/z values give stable or unstable pathways is determined by
the magnitude of the potential and frequency.480,483,484

15.3.4 Ion Traps

An ion trap is related to the quadrupole but two of the opposing electrodes are
replaced with a ring electrode and the other two rods are hyperbolic electrodes
serving as end caps which are electrically connected. Again, the potential consists
of a DC and AC part which create stable trajectories for ions of certain m/z while
the rest collides with the walls of the trap or is ejected. The difference is that an ion
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trap can store a whole range of m/z, which are then consecutively ejected using
a specific AC voltage input to one of the end caps (resonant ejection).480,482–484

15.3.5 Fourier-Transform Ion Cyclotron Resonance

Fourier-Transform ion cyclotron resonance makes use of the fact that ions can be
forced on a circular pathway in a very strong, orthogonal magnetic field (cf. sectors,
vide supra). The frequency by which they oscillate is termed the cyclotron fre-
quency, ω, and is dependent only on their mass, not their velocity. This movement
can be excited by a short-pulsed AC electric field of the same frequency ω (i.e., an
entire range of frequencies for the m/z range of interest). Ions that were moving
on a circular path of small radius will increase their orbital radius and move closer
to the walls of the device and induce an image current in the receiver plate walls.
Soon after, de-excitation occurs and the ions move back to their original pathways.
The signal consists of cyclotron frequencies of all ions, which can be extracted by
Fourier transformation to obtain the individual contributions to the signal which
are translated to corresponding m/z values of the individual ions.480,483

15.3.6 Orbitrap

An Orbitrap is an ion trap that operates similarly to Fourier transform ion cyclotron
resonance where m/z values are determined based on Fourier transformation of
frequencies of ion oscillations, but does not use magnetic fields or AC potentials.
It consists of a spindle-shaped central electrode held at high potential surrounded
by a coaxial, grounded outer electrode in which ions orbit around the central
electrode in the radial electrostatic field and are confined axially by potentials
applied to two end cap electrodes. The resulting oscillation induces an image
current which is converted to an MS by Fourier transformation.480,482,484
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