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Abstract: During the last decade, DC microgrids have been extensively researched due to their
simple structure compared to AC microgrids and increased penetration of DC loads in modern power
networks. The DC microgrids consist of three main components, that is, distributed generation units
(DGU), distributed non-linear load, and interconnected power lines. The main control tasks in DC
microgrids are voltage stability at the point of common coupling (PCC) and current sharing among
distributed loads. This paper proposes a distributed control algorithm using the higher-order multi-
agent system for DC microgrids. The proposed control algorithm uses communication links between
distributed multi-agents to acquire information about the neighbors’ agents and perform the desired
control actions to achieve voltage balance and current sharing among distributed DC loads and DGUs.
In this research work, non-linear ZIP loads and dynamical RLC lines are considered to construct the
model. The dynamical model of the power lines and DGU are used to construct the control objective
for each distributed DGU that is improved using the multi-agent system-based distributed current
control. The closed-loop stability analysis is performed at the equilibrium points, and control gains
are derived. Finally, simulations are performed using MATLAB/Simulink environment to verify the
performance of the proposed control method.

Keywords: DC microgrids; distributed control; multi-agent system; closed-loop stability

1. Introduction

In the modern power system renewable energy sources and new loads are extensively
used as the result of technological advancements and environmental policies [1,2]. On the
one hand, renewable energy sources provide clean energy to clients at low cost, while, on
the other hand, renewable energy sources are uncontrollable, and the energy produced by
these sources depends on environmental conditions, and, hence, are considered as uncertain
of generation side, as well as the uncertainty of load side. Traditionally, controllable power
generations have been adjusted to track uncontrollable loads in power networks. In modern
power networks, renewable energy sources are increasing exponentially and, therefore, the
demand for new control strategies and management mechanisms is also increasing [3,4].
To establish advanced control strategies and management mechanisms, new smart sensors
and communication networks are introduced in the modern power system. Sustainability
is a critical aspect of the design and operation of DC microgrids. It involves ensuring
that the microgrid’s energy supply and demand are balanced over the long term while
considering the social, economic, and environmental impacts. A sustainable DC microgrid
must be designed to maximize energy efficiency, minimize carbon emissions, and reduce
reliance on fossil fuels. It should also be resilient to disruptions, adaptable to changing
energy demands, and provide equitable access to energy services.
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Microgrids are made up of scattered distributed generation units (DGUs), such as
photovoltaic (PV) panels, wind and gas turbines, biomass and fuel cells, as well as energy
storage devices, such as batteries, supercapacitors, flywheels, and controllable loads, to
provide the local network operator with significant control capabilities [5–7]. These systems
can be linked to the distribution network, but may also operate in an isolated mode if
the main network fails [8]. Microgrids, which are compatible with AC and DC operating
standards, have been shown to have several benefits, such as improved power quality,
lower transmission losses, and the capacity to operate in grid-connected and islanded
modes [9]. DC microgrids are ideal for sources with direct current output, such as PVs,
fuel cells, batteries, and supercapacitors. Furthermore, when loads in the system are
supplied with DC power, conversion losses from sources to loads are lower than in AC
microgrids. Inverters are required for DC output type sources, gas engine cogeneration,
and wind turbines to convert DC to AC power to match output voltages and frequencies
to those of utility grids [10]. In addition to reducing losses in AC/DC conversions, DC
microgrids provide continuous high-quality electricity when the voltage of the utility
grid collapses or blackouts strike. Distributed controller for DC microgrid is proposed
in [11] with multiple operating modes and a photovoltaic energy storage system is used
to provide DC power without interruption. DC power supplies, for example, are widely
utilized in telecommunication facilities and Internet data centers where high-quality power
is required [12]. With the advancement of technology and research, power converters and
power storage devices are becoming more efficient and reliable for advanced DC loads and
electronics; which leads the demand for DC microgrids to new heights [13,14].

In the islanded DC microgrids, voltage instability causes critical issues in the power
networks and can damage connected loads due to a sudden rise or drop in DC voltage
at the point of common coupling (PCC). Therefore, voltage stability is the crucial goal in
islanded DC microgrids where multiple DGUs could be connected to the DC microgrid at
the PCC [14]. The error signal is built using the desired reference voltage and DC voltage at
PCC, and then a primary voltage controller is constructed to minimize the error signal. To
design the primary voltage control in the PCC, different control approaches are presented
in the literature, such as plug-and-play control and droop control [15–17].

An appropriate control approach is critical in power networks in order to produce an
optimum power exchange within the system and maintain suitable standards of power
requirements. Distributed controllers play a crucial role in ensuring the sustainability of
DC microgrids. These controllers enable the microgrid to operate autonomously, with
each component making decisions based on local information. By distributing the control
functions across the microgrid’s components, the system can respond quickly to changes
in energy supply and demand, improve energy efficiency, and reduce energy losses. In
the literature, different control strategies are proposed for microgrids [7,9,10,13,14,16,18].
These control strategies include control of power system elements and quantities, such
as different sorts of power converters control and current, voltage, and frequency control.
The distributed nature of microgrids forms a multi-agent system (MAS) in which each
area is considered an agent that interacts with its neighboring areas to form a complex
network [19,20]. Each agent consists of DGUs, storage devices, and loads. Furthermore,
depending on the nature of the agent, the dynamical model of the complex system could be
a first-order or higher-order network [21]. The distributed controller for these MASs solves
the consensus problem that solves the problem of current sharing among the attached loads
in the area, as well as the problem of voltage balance in the PCC of the DC microgrid [19,22].

Furthermore, multiple loads at PCC possess different current ratings and hence re-
quired desirable current sharing to the microgrid loads. DGU could fail due to overload
if loads are not distributed among generators. Moreover, the boundedness of the sum of
weighted voltages at the PCC is also required to achieve voltage balancing and is often
sought to complement current sharing. The primary controller can only be applied to track
the desired voltage in the PCC and cannot achieve the aforementioned goals. Therefore,
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secondary controllers of higher levels are required to achieve the desired goals in DC
microgrids [16,18].

Ref. [23] reviews the architectures of AC, DC, and AC–DC microgrids and hierarchical
control techniques that include primary, secondary, and tertiary control layers. Centralized
control methods are unsuitable for large distributed networks because of their limitations
in network topology [24], while this problem is overcome in decentralized control methods
with DGU plug-in and plug-out and without compromising the stability of the overall
system [25,26]. In [27,28], consensus-based distributed controllers using the MAS are
proposed, but static power lines and ideal voltage generators with a first-order system are
considered. In [29], power lines are replaced by the RL lines, and in [30] a robust distributed
controller is proposed, but a suitable initialization of the controller is needed. To top it
all, the above-mentioned controllers are limited to linear loads. The paper suggests a new
distributed control algorithm for DC microgrids that addresses the limitations mentioned
earlier. This algorithm employs a higher-order MAS and solves both the voltage balancing
and current sharing issues by utilizing the secondary controller of the MAS network.
Furthermore, the algorithm effectively handles the non-linear ZIP load.

The contributions and novelty of this paper are as follows:

• The dynamical model for the higher-order MAS is constructed by employing the DGU
dynamics interfaced with the Buck converter, non-linear ZIP load, and dynamical RLC
lines. The power consumption of the non-linear ZIP load depends on the voltage in
the PCC. This combination of DC microgrid dynamics is unique.

• Communication networks gather information from neighboring agents and generate
the consensus variable. This consensus variable is used to design the distributed
controller to achieve voltage balance and current sharing among distributed non-linear
ZIP loads and DGUs. The proposed distributed controller only uses the available state
information of its neighboring agents.

• Steady-state stability for the DC microgrid is investigated, and necessary conditions
are derived for the uniqueness of the equilibrium point. Furthermore, closed-loop
stability is derived to verify the performance of the distributed control using a higher-
order MAS, and conditions on control gains are presented.

Moreover, a simulation study is performed using MATLAB/Simulink environment to
verify the performance of the proposed method.

The rest of the paper is organized as follows. In Section 2, the DC microgrids are
represented with the help of graph theory. The distributed nature of DC microgrids is well
established using distributed power networks and communication networks. In Section 3,
voltage and current control are presented using the higher-order MAS. In Section 4, closed-
loop stability is performed and necessary conditions and control gains are derived. In
Section 5, MATLAB/Simulink environment is used to perform the simulation study, and
results are presented. Finally, in Section 6, the conclusion of the paper is presented.

2. Graph Theory for DC Microgrids

This section presents the basic notions for graph theory, which plays an important
role in the communication network for distributed MASs [20]. Communication graphs
could be directed or undirected based on the flow of information within the graph. A
communication graph is represented with G for n number of a MAS for a specific com-
munication topology. A directed communication graph G = (V, E, W) consists of a vertex
set V(G) = {v1, v2, v3 . . . , vn}, an edge set E(G) ∈ (vi, vj) : vi, vj ∈ V(G), and a weight set
W(G) = (wij)n×n associated with each vertex in the communication network. For each
edge (vi, vj), the information flows from the agent i to j, and, therefore, vi is called the
parent vertex of the vj vertex and vj called the child vertex of vi. An edge is called a self-loop
if information flows to the same vertex. All agents which share their information with
agent i are called neighbors and are represented by Ni = {j : (i, j) ∈ E(G) or (j, i) ∈ E(G)}.
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The adjacency matrix A = (Aij)n×n of the graph G = (V, E) is represented by:

Aij =

{
wij (i, j) ∈ E(G)
0 otherwise

; (1)

where wij represents the weight of the edge (i, j). If there exists a communication link from
vertex vi to vertex vj then wij > 0 otherwise wij = 0. If there is no self-loop, then wii = 0 for
i = 1, 2, 3, . . . , n. For a directed graph Aij > 0, there exists at least one direct path from ver-
tex vi to vertex vj, such that there exists a sequence of vertices (vi, vi1), (vi1, vi2), . . . , (vil , vj)
with distinct vertices vik, k = 1, 2, 3, . . . , l; and if there exists a path from every vertex to
every other vertex, then the graph is called directed and strongly connected. An undirected
graph is a special case of a directed graph that occurs when Aij = Aji > 0; otherwise,
Aij = Aji = 0, where i 6= j; i, j = 1, 2, 3, . . . , n. The degree matrix D = (Dij)n×n is a diagonal
matrix that consists of the degree number of all vertices and is given as follows:

Dij =

{
∑i 6=j wij i = j
0 otherwise

; (2)

Laplacian matrix L = (Lij)n×n = D− A is defined by:

Lij =


∑i 6=j wij i = j
−wij (i, j) ∈ E(G)
0 otherwise

; (3)

The Laplacian matrix L = (Lij)n×n for an undirected and connected graph of n number of
agents is symmetric positive definite and the degree matrix consists of non-negative real
numbers represented by diagonal elements D = diag{d1, d2, d3, . . . , dn}. Figure 1 illustrates
the directed and undirected communication graphs for multi-agent systems.

Figure 1. Communication graphs for MAS: (i) directed graph and (ii) undirected graph.

Each agent in Figure 1 represents the DGU and the DC load that together with other
agents form a multi-agent network. These DGUs interconnect within a DC microgrid, as
illustrated in Figure 2. DC microgrid represented in Figure 2 possesses two sorts of links,
the first is the power lines that represent the direction of current flow among different
agents and the second is the communication links that share state information among
different agents. The communication links are undirected and represent the multi-agent
network for the DC microgrid. The undirected communication graph is modeled as
GDC microgrid = (α, β), where α = {α1, α2, . . . , αn} is the set of nodes or the set of the total
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number of areas, as shown in Figure 2 and β ⊆ α × α is the set of edges. Each node
represents the DGU and DC load and interconnected power lines.

Figure 2. DC microgrid: MAS and communication topology for DGUs; directed lines are for power
flow and dotted lines are for communication flow.

The adjacency and Laplacian matrices are given below for the communication links
shown in Figure 2 for the DC microgrid:

A =


0 1 0 1
1 0 0 0
0 0 0 1
1 0 1 0

; L =


2 −1 0 −1
−1 1 0 0
0 0 1 −1
−1 0 −1 2

; (4)

The communication links are undirected and strongly connected, and the resultant Lapla-
cian matrix is symmetric. Furthermore, diagonal entries of the Laplacian matrix form a
degree matrix as follows:

D =


2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 2

; (5)

3. Voltage and Current Control Using High-Order MAS

MAS uses local information from its neighboring agents to solve complex engineering
tasks. If we consider n number of agents interacting with each other, then the dynamics of
kth-order or high-order linear MAS is given as

ẋ1,i = x2,i

ẋ2,i = x3,i

...

ẋk−1,i = xk,i

ẋk,i = f (xi) + ui

; (6)

where f (.) is a function of the linear combination of state variables, i = 1, 2, 3, . . . , n are the
number of agents, and xi = [x1,i, x2,i, x3,i, . . . , xk,i]

T and ui are the state variables and the
control input signal, respectively. The above state-space equation can also be written in a
compact form as follows

Ẋ = AX + BU; (7)
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where A and B are constant matrices with compatible dimensions, X = [x1, x2, x3, . . . , xn]T

is the state vector, and U = [u1, u2, u3, . . . , un]T is the control input vector. The dynamics
of the MAS could be first-order, second-order, or high-order, as well as continuous-time
or discrete-time. Ref. [31] proposes distributed control for first-order and second-order
MAS. In [32], high-order discrete-time MAS is considered and a distributed controller is
constructed with constraint and communication delay in the dynamical model of MAS.

The dynamical model of the DGU comprises the dynamics of voltage at the PCC
and the generator current. Figure 2 illustrates the DGU that consists of a buck converter
to produce DC power. The distributed voltage in the PCC is represented by Vi, and the
generator current flowing through the inductor is given by It,i. The dynamical model of the
ith DGU is modeled as follows,

Ct,iV̇i = It,i −4Ii − ZIPi

Lt,i İt,i = −Vi − Rt,i It,i + ut,i
; (8)

where Ct,i, Lt,i and Rt,i are the capacitance, inductance, and resistance of the ith DGU. Vi and
It,i are the state variables that represent the voltage in the PCC and the generator current
passing through the inductor, respectively. ut,i is the input control signal for ith DGU.
ZIP = [ZIP1, ZIP2, . . . , ZIPn]T is the standard ZIP load which is modeled as follows [33]:

ZIP = YLV + IL +
P∗L
V

; (9)

Moreover, 4Ii is the net current that flows out or flows into the ith DGU and 4Ii > 0
if, and only if, there exists a connection between two or more DGUs. If there exists no
connection between ith and jth DGUs, then the net current will be zero, that is, 4Ii = 0.
The directed graph of the power lines in Figure 2 shows the direction of the flow of net
currents among the DGUs. It can be seen that there is no direct current flow between Area
1 and Area 4. The dynamical representation of net currents among DGUs can be given
as follows,

4Ii = Kφ,i ∑
j∈Ni

aij
(

Ii − Ij
)
= Kφ,i ∑

j∈Ni

aij

(
Vi
Rij
−

Vj

Rij

)
; (10)

where Kφ,i is the constant gain vector, Ii and Rij are the line current and line resistance,
respectively, and aij > 0 if there exists a directed connection between ith and jth DGU
otherwise aij = 0. Equation (8) can be modified as follows:

V̇i = C−1
t,i It,i − C−1

t,i Kφ,i ∑
j∈Ni

aij

(
Vi
Rij
−

Vj

Rij

)
− C−1

t,i ZIPi

İt,i = − L−1
t,i Vi − L−1

t,i Rt,i It,i + L−1
t,i ut,i

; (11)

Equation (11) can also be written as follows,

V̇i = C−1
t,i It,i − C−1

t,i Kφ,i ∑
j∈Ni

Lφ,ij IL,j − C−1
t,i ZIPi

İt,i = − L−1
t,i Vi − L−1

t,i Rt,i It,i + L−1
t,i ut,i

; (12)

where Lφ,ij is the Laplacian matrix formed by the interconnected DGUs and IL,j is the line
current. The dynamical model for the mth line is written as follows,

Lm İL,m = − Rm IL,m + ∑
i∈Nm

φmi(Vm −Vi) ; (13)
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where IL,m, Lm, and Rm are the mth line current, line inductance, and line resistance, re-
spectively. φmi > 0 if there exists a voltage difference between between mth and ith DGUs
otherwise φmi = 0. Equation (13) can be rearranged as follows,

İL,m = − L−1
m Rm IL,m + L−1

m ∑
i∈Nm

Lφ,miVi ; (14)

where Lφ,mi is the Laplacian matrix formed by interconnected DGUs and Vi is the voltage in
the PCC of the ith DGU (PCCi). To design the distributed controller using the higher-order
MAS, we first need to construct the error signal ev,i for the ith DGU as follows,

ėv,i = vre f ,i −Vi −ωi ; (15)

where ev,i is the error signal, vre f ,i is the reference voltage for the ith DGU, Vi is the voltage
at PCCi, and ωi is the consensus variable generated by the high-order MAS through the
communication network and given by the following equation,

ωi =
Kc

Ir
t,i

∑
j∈Ni ,j 6=i

aij(Ωi −Ωj); (16)

where Kc is a gain constant, Ir
t,i is the rated current, and Ωi is the ith vertex of the consensus

protocol. Equation (15) together with Equation (16) can be written as follows,

ėv,i = vre f ,i −Vi −
Kc

Ir
t,i

∑
j∈Ni ,j 6=i

Lc,ijΩj ; (17)

where Lc,ij is the Laplacian matrix formed by the undirected communication graph. The
undirected communication graph is represented by the dotted lines in Figure 2. Further-
more, ω is derived using the second control layer that controls the current among loads
within the multi-agent network. If ω = 0, the primary control layer works to control
the suitable reference voltage in the PCC. The load is distributed proportionally among
distributed MAS if,

It,i

Ir
t,i
−

It,j

Ir
t,j

= 0 for all i, j ∈ V; (18)

and, consequently, the consensus protocol can be constructed as follows:

Ω̇i = ∑
j∈Ni ,j 6=i

aij

(
It,i

Ir
t,i
−

It,j

Ir
t,j

)
; (19)

The overall dynamical model of the distributed DC microgrid can be written as follows.

V̇i = C−1
t,i It,i − C−1

t,i Kφ,i ∑
j∈Ni

Lφ,ij Ij − C−1
t,i ZIPi

İt,i = − L−1
t,i Vi − L−1

t,i Rt,i It,i + L−1
t,i ut,i

ėv,i = vre f ,i −Vi −
Kc

Ir
t,i

N

∑
j=1,j 6=i

Lc,ijΩj

İL,m = − L−1
m Rm IL,m + L−1

m ∑
i∈Nm

Lφ,miVi

Ω̇i = ∑
j∈Ni ,j 6=i

Lc,ij(Ir
t,j)
−1 It,j

; (20)
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Additionally, the compact form of Equation (20) is written as follows,

Ẋ = AX + BU + M

Y = HX
; (21)

where X = [V, It, ev, IL, Ω]T is the state vector, Y is the output vector, and

A =


−C−1

t YL C−1
t 0 −C−1

t KφLφ 0
−L−1

t −L−1
t Rt 0 0 0

−I 0 0 0 −(Ir
t )
−1KcLc

L−1Lφ 0 0 −L−1R 0
0 (Ir

t )
−1Lc 0 0 0

; B =


0

L−1
t
0
0
0

; (22)

M =


−C−1

t
(

IL + V−1P∗L
)

0
vre f

0
0

; H =
[
1 1 1 1 1

]
; (23)

Distributed control signals are designed for voltage tracking in the PCC and current sharing
among distributed loads as follows,

ut,i = K0,i IL,i + K1,iVi + K2,i It,i + K3,iev,i + K4,iΩi ; (24)

where K0,i, K1,i, K2,i, K3,i, and K4,i are the control gains.
Figure 3 illustrates the architecture of the proposed distributed controller for the DC mi-

crogrid. The dotted lines represent the control signals. The control gains K0,i, K1,i, K2,i, K3,i,
and K4,i used in Figure 3 are optimized and evaluated using the Lyapunov stability criteria
in the following section. Furthermore, the line current, voltage at PCC, and current passing
through the filter are taken from the DGU, as shown in Figure 3, whereas the communica-
tion network of the higher-order MAS determines the consensus variable and consensus
protocol, as given in Equation (16) and Equation (19), respectively.

Figure 3. Architecture of the proposed distributed control algorithm for the DC microgrid.
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The compact form of the distributed control signals can be written as follows,

U = KX ; (25)

where K = [K0, K1, K2, K3, K4]. The closed-loop system can be written as follows,

Ẋ = ÃX + M

Y = HX
; (26)

where Ã = A + BK and given by the following expression:

Ã =


−C−1

t YL C−1
t 0 −C−1

t KφLφ 0
(K1 − 1)L−1

t (K2 − Rt)L−1
t K3L−1

t K0L−1
t K4Lc(Lt Ir

t )
−1

−I 0 0 0 −(Ir
t )
−1KcLc

L−1Lφ 0 0 −L−1R 0
0 (Ir

t )
−1Lc 0 0 0

; (27)

Steady-state solution

0 = − C−1
t YLV̄ + C−1

t Īt − C−1
t KφLφ ĪL − C−1

t

(
ĪL + V̄−1P∗L

)
0 = (K1 − 1)L−1

t V̄ + (K2 − Rt)L−1
t Īt + K3L−1

t ēv + K0L−1
t ĪL + K4Lc(Lt Ir

t )
−1Ω̄

0 = − V̄ − (Ir
t )
−1KcLcΩ̄ + vre f

0 = L−1LφV̄ − L−1RĪL

0 = (Ir
t )
−1Lc Īt

; (28)

Simplifying:

0 = −YLV̄ + Īt − (KφLφ + 1) ĪL − V̄−1P∗L
0 = (K1 − 1)V̄ + (K2 − Rt) Īt + K3 ēv + K0 ĪL + K4Lc(Ir

t )
−1Ω̄

0 = − V̄ − (Ir
t )
−1KcLcΩ̄ + vre f

0 = LφV̄ − RĪL

0 = (Ir
t )
−1Lc Īt

; (29)

Lφ is the Laplacian matrix constructed using the power connection among distributed
networks formed by the DGUs and 1T

n Lφ = 0n which results in KφLφ ĪL = 0 in the above
equation. Similarly, Lc is the Laplacian matrix constructed using the communication
network for second-layer control and 1T

mLc = 0m. Furthermore, in order to assure load
sharing, there exists a relationship Īt = µIr

t 1n for a variable µ ∈ R. For voltage control at
the steady state, there exists a Ω̄, such that Ir

t (vre f − V̄) ∈ F(Ω̄). After simplifications and
rearrangements, the following expressions are formed.

Īt = YLV̄ + V̄−1P∗L + ĪL

ēv = K−1
3 [(1− K1)V̄ + (Rt − K2) Īt + K0 ĪL + K4(Kc)

−1(V̄ − vre f )]

Ω̄ = Ir
t (vre f − V̄)

ĪL = R−1LφV̄

Īt = µIr
t

; (30)
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4. Closed-Loop Stability for DC Microgrids

The stability of the closed-loop dynamical system formed by Equation (26) is per-
formed using the following Lyapunov candidate function Γ:

Γ(X̃) =
1
2

X̃T PX̃ +
1
2

MT M; (31)

where X̃ = X− X̄ and P is the positive definite and given by,

P =


Ct 0 0 0 0
0 P1 P2 0 0
0 P3 P4 0 0
0 0 0 L 0
0 0 0 0 I

; (32)

where P is the block diagonal matrix with Ct � 0, L � 0 and I � 0, and

P̂ =

[
P1 P2
P3 P4

]
� 0; (33)

where:
P1 = L−1

t (K2 − Rt)K−1
p

P2 = L−1
t K3K−1

p

P3 = P2

P4 = L−2
t K3(K1 − 1)K−1

p

Kp = L−1
t K3 − L−2

t (K1 − 1)(K2 − Rt)

; (34)

Equation (33) is a symmetric block matrix, and if P4 is invertible, then the following
equation can be written,

P̂i =

[
P1i P2i
P2i P4i

]
∈ R2×2; (35)

where P1i, P2i, and P4i are the ith diagonal elements of the matrices P1, P2 and P4, respectively.
Furthermore, P̂ is positive definite if P̂i � 0 for all i ∈ [1, 2, 3, . . . , n]. The following two
conditions apply to the positive definite matrix:

• P4 � 0
• P1 − P2P−1

4 P2 � 0

Note that P1 − P2P−1
4 P2 � 0 is Schur’s complement of the matrix P̂.

For P̂i � 0, applying Sylvester’s criterion along with some basic algebra, it is concluded
that P̂i � 0 if, and only if, L−1

t,i (K2,i − Rt,i), L−1
t,i K3,i and Kp,i satisfy the following conditions:

Si =

{(
K2,i − Rt,i

Lt,i
,

K3,i

Lt,i
, Kp,i

)
:(

K2,i − Rt,i

Lt,i
, Kp,i > 0,

K3,i

Lt,i
< 0

)
or
(

K2,i − Rt,i

Lt,i
, Kp,i < 0,

K3,i

Lt,i
> 0

)}
.

(36)

The time derivative of the Lyapunov candidate function is given by:

Γ̇(X̃) =
1
2
[ ˙̃XT PX̃ + X̃T P ˙̃X + MT Ṁ + ṀT M] ; (37)

It is noted that MT Ṁ and ṀT M are equivalent, such that MT Ṁ = ṀT M = δδ̇, where
δ = −C−1

t
(

IL + V−1P∗L
)
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Γ̇(X̃) =
1
2
[ ˙̃XT PX̃ + X̃T P ˙̃X] + δδ̇

Γ̇(X̃) =
1
2
[(AxX + M)T PX̃ + X̃T P(AxX + M)] + δδ̇

Γ̇(X̃) =
1
2
[XT AT

x PX̃ + X̃T PAxX + 2MT PX̃] + δδ̇

Γ̇(X̃) = X̃Q(Γ)X̃ + 2MT PX̃ + δδ̇

; (38)

where Q(Γ) = AT
x P + PAx. The product of MT P is negative as P is a positive definite

matrix and M is a negative vector. Moreover, δ is a negative value and its derivative is a
positive value as follows:

δ̇ = − C−1
t

(
İL −V−2V̇P∗L

)
δ̇ = − C−1

t

(
−L−1RIL + L−1LφV −V−2V̇P∗L

)
δ̇ = C−1

t

(
L−1RIL + V−2V̇P∗L

)
δ̇ > 0

; (39)

and, consequently, δδ̇ < 0. The time derivative of the Lyapunov candidate function can be
written as an inequality and is given below:

Γ̇(X̃) ≤ X̃Q(Γ)X̃; (40)

The closed-loop system will be stable if the time-derivative of the Lyapunov candidate
function is negative definite, i.e., Γ̇(X̃) < 0. Furthermore, it can be concluded from
Equation (40) that the Lyapunov candidate function will converge if the matrix Q(Γ) < 0.
The following are the necessary conditions required to attain this:

AT
x P =



−YL q1 0 KT
φ LT

φ 0

I
[
(K2−Rt)

2

L2
t

]
K−1

p

[
(K2−Rt)K3

L2
t

]
K−1

p 0 Lc(Ir
t )
−1

0
[
(K2−Rt)K3

L2
t

]
K−1

p
K2

3
L2

t
K−1

p 0 0

−KφLφ K0

[
K2−Rt

L2
t

]
K−1

p
K0K3

L2
t

K−1
p −R 0

0 q2 q3 0 0


; (41)

PAx =



−YL I 0 −KφLφ 0

q1

[
(K2−Rt)

2

L2
t

]
K−1

p

[
(K2−Rt)K3

L2
t

]
K−1

p

[
K0(K2−Rt)

L2
t

]
K−1

p q2

0
[
(K2−Rt)K3

L2
t

]
K−1

p
K2

3
L2

t
K−1

p
K0K3

L2
t

K−1
p q3

KT
φ LT

φ 0 0 −R 0
0 Lc(Ir

t )
−1 0 0 0


; (42)

where

q1 =

[
(K1 − 1)(K2 − Rt)

L2
t

− K3

Lt

]
K−1

p

q2 = Lc(Ir
t )
−1
[
(K2 − Rt)K4

L2
t

− K3

Lt

]
K−1

p

q3 = Lc(Ir
t )
−1
[

k3K4 − K3(K1 − 1)
L2

t

]
K−1

p

; (43)

which results:
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Q(Γ) =



−2YL I + q1 0 0 0

I + q1 2
[
(K2−Rt)

2

L2
t

]
K−1

p 2
[
(K2−Rt)K3

L2
t

]
K−1

p

[
K0(K2−Rt)

L2
t

]
K−1

p q2 + Lc(Ir
t )
−1

0 2
[
(K2−Rt)K3

L2
t

]
K−1

p 2 K2
3

L2
t

K−1
p

K0K3
L2

t
K−1

p q3

0
[

K0(K2−Rt)

L2
t

]
K−1

p
K0K3

L2
t

K−1
p −2R 0

0 q2 + Lc(Ir
t )
−1 q3 0 0


; (44)

Moreover, we consider K0 = 0 and K4 = K1 − 1 and then it can be further simplified
as follows:

Q(Γ) = −



2YL 0 0 0 0

0 −2
[
(K2−Rt)

2

L2
t

]
K−1

p −2
[
(K2−Rt)K3

L2
t

]
K−1

p 0 0

0 −2
[
(K2−Rt)K3

L2
t

]
K−1

p −2 K2
3

L2
t

K−1
p 0 0

0 0 0 2R 0
0 0 0 0 0


; (45)

Q(Γ) is negative semidefinite if, and only if, YL � 0, R � 0, and Q̂(Γ) � 0, where

Q̂(Γ) = −2


[
(K2−Rt)

2

L2
t

]
K−1

p

[
(K2−Rt)K3

L2
t

]
K−1

p[
(K2−Rt)K3

L2
t

]
K−1

p
K2

3
L2

t
K−1

p

; (46)

Furthermore, Q̂(Γ) � 0 if Kp < 0 and Equation (36) will be as follows:

Si =

{(
K2,i − Rt,i

Lt,i
,

K3,i

Lt,i
, Kp,i

)
:
(

K2,i − Rt,i

Lt,i
, Kp,i < 0,

K3,i

Lt,i
> 0

)}
. (47)

Moreover,

SΓ,i =

{(
K1,i − 1

Lt,i
,

K2,i − Rt,i

Lt,i
,

K3,i

Lt,i
, Kp,i

)
:(

K1,i − 1
Lt,i

,
K2,i − Rt,i

Lt,i
, Kp,i < 0, 0 <

K3,i

Lt,i
<

K1,i − 1
Lt,i

× K2,i − Rt,i

Lt,i

)}
.

(48)

Equation (48) gives the necessary conditions to the control gains and constant variables
required to design the distributed controller using the higher-order MAS. Moreover, the
first derivative of the Lyapunov candidate function is negative definite for these conditions,
which leads to the stability of the closed-loop system.

5. Results and Discussion

MATLAB environment was used to evaluate the performance of the distributed control
algorithm for the DC microgrid using higher-order MAS. For this purpose, a distributed
network consisting of six distributed areas was considered. Each distributed area was
composed of its local DGU, dynamic RLC lines, and non-linear ZIP load. Furthermore,
these distributed areas are also interlinked using a communication graph with each other.
The graphical representation of the considered DC microgrid using MAS is represented
in Figure 4 where the dotted lines represent the communication links and the arrow lines
represent the flow of power. Communication links are bidirectional, whereas power lines
are directional and possess switches to handle the power flow between distributed areas.
The considered MAS has six agents or DGUs that form seven directed power flow lines
and five undirected communication links.
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Figure 4. Communication graphs for the distributed microgrid.

At the time t < 0, all areas are disconnected, that is, aij = 0; consequently ωi = 0
in Equation (15) and the error signal is constructed using the primary voltage and the
reference voltage vre f ,i for each DGU at the PCC as follows:

ėv,i = vre f ,i −Vi ; (49)

where i = 1, 2, 3, 4, 5, 6. At the time t = 0, the communication graph is established according
to Figure 4 and, therefore, ωi 6= 0, which enforces the secondary control of the distributed
MAS to control the voltage in each PCC of the distributed areas and the current control for
the distributed loads between each area.

First, the simulation was run for 2 s with a unique reference voltage
V∗re f = [50.1, 50.5, 51, 51.5, 49.4, 50.4]T . To simplify the computing, the gain vector Kφ, and Kc

are considered as unity in the Equation (20) and the control gains K = [k0,i, k1,i, k2,i, k3,i, k4,i]
T

are chosen, such that the closed-loop dynamical system is stable. It is noted from the stabil-
ity analysis that k0,i is zero and k4,i = k1,i − 1. Table 1 includes the control gains used in
the simulation:

Table 1. Control gains.

Control Gains K for the Proposed Controller

Agent i k1 k2 k3 k4

i = 1 −1 0.10 55.56 −2
i = 2 −1 0.15 75 −2
i = 3 −1 0.05 22.73 −2
i = 4 −1 0.25 83.3 −2
i = 5 −1 0.20 166.7 −2
i = 6 −1 0.30 120 −2

Figure 5 illustrates the voltage and current trajectories for each DGU when the pro-
posed distributed controller is applied to the DC microgrid. The goals of the proposed
controller are to maintain the voltage in the PCC for each DGU and to distribute the power
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proportionally among the loads at each DGU. Furthermore, it can be seen that voltage
trajectories are limited within an upper and lower bound when the proposed distributed
controller is applied to the DC microgrid. The dotted lines in Figure 5a show the upper
and lower bounds of the unique reference voltage V∗re f . Figure 5 shows that voltages and
currents attain steady states and, therefore, equilibrium stability is achieved. It can also be
seen that the distributed voltages are within the bounded area and the distributed currents
are proportional to the load distribution.

Figure 5. Distributed control: (a) voltage control at the PCC and (b) current control at the power line.

The following rated currents were used in the simulation, Ir
t = [1.5, 1.08, 1.2, 1.15, 1, 1.15]T.

The sum of the weighted reference voltage ∑ Vre f ,i Ir
t,i and the sum of the weighted filtered

voltage ∑ Vi Ir
t,i were computed using the rated currents Ir

t . Figure 6 shows the sum of the
weighted filtered voltage control and the weighted filtered current control, respectively.
It can be seen in Figure 6a that the sum of the weighted filtered voltage tracks the sum
of the weighted reference voltage. Furthermore, the directed graph of power flow in
Figure 4 forms a complex network where the current flow among DGUs must attain the
consensus when distributed control is applied to the high-order dynamical model of the
DC microgrid. Figure 6b shows the results of the weighted filtered current control that
achieves the distributed consensus when the proposed distributed controller is applied.

Next, the simulation was run for 6 s with a change in non-linear ZIP load to verify
the performance of the proposed distributed control algorithm for the DC microgrid. The
non-linear ZIP load was changed at t = 2 and t = 4 s, respectively. Figure 7 shows the
distributed voltages in the PCC and the current trajectories for each DGU. From the figure,
it can be seen that there is a sudden change in voltage and current trajectories occur because
of the sudden change in non-linear ZIP load at time t = 2 and t = 4 and that both voltage
and current trajectories attain steady-states. From Figure 7a, it can be seen that the voltage
trajectories are within bounded limits denoted by dotted lines. This ensures that the voltage
in each PCC is within a certain limit and tracks the desired reference voltage at each PCC
when a distributed controller is applied. Furthermore, it can also be seen in Figure 7b that
the current at each DGU changes with a change in ZIP load and attains a steady state.
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Figure 6. Weighted filtered control for the distributed DC microgrid using higher-order MAS:
(a) weighted filtered voltage control and (b) weighted filtered current control.

Figure 7. Distributed control with a change in non-linear ZIP load: (a) voltage control at the PCC and
(b) current control at the power line.

The sum of weighted reference voltage ∑ Vre f ,i Ir
t,i and the sum of the weighted filtered

voltage ∑ Vi Ir
t,i were computed using the same rated currents Ir

t given above. Figure 8
shows the weighted filtered control for the distributed DC microgrid using the higher-
order dynamical system with the change in non-linear ZIP loads. Similarly to the above, a
deviation in the voltage and current states occurs at t = 2 and t = 4 s, respectively, and
then steady states are again achieved.
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Figure 8. Weighted filtered control for distributed DC microgrid using higher-order MAS with change
in non-linear ZIP loads: (a) weighted filtered voltage control and (b) weighted filtered current control.

Figure 8a illustrates the weighted filtered voltage control. It can be seen that the sum
of the weighted filtered voltage efficiently tracks the desired trajectory of the sum of the
weighted reference voltage. Furthermore, the trajectories of the weighted filtered current
also achieve consensus and can be visualized in Figure 8b.

In the absence of communication links, the consensus variable and protocol will be
zero, as demonstrated in Equation (16) and Equation (19), respectively, and illustrated
in Figure 3. Results are presented below when communication links are absent. First,
simulation results are shown in Figure 9 with constant ZIP load and without communication
links. Figure 9a illustrates that the voltages at PCC are not within limits due to the lack of
feedback signals from communication links. Additionally, Figure 9b demonstrates that the
weighted current distribution among loads is uneven.

In addition, Figure 10a shows the voltage distribution when the ZIP load is changing,
and communication links are absent. The results indicate that the voltage at the PCC does
not fall within the limits. Similarly, Figure 10b depicts the weighted current for the same
scenario, indicating that the current is not evenly distributed among loads.

The results presented in the previous statements illustrate that the consensus variable
and consensus protocol are crucial components in designing the proposed distributed
controller. In the absence of communication links, both the consensus variable and protocol
become zero, and the simulation results show that the voltage and current distribution
among loads are not within acceptable limits.

These findings highlight the importance of utilizing the consensus variable and proto-
col to achieve a coordinated control strategy that ensures optimal performance and stability
of the power system. The consensus variable and protocol facilitate the exchange of infor-
mation and enable the distributed controller to make informed decisions regarding voltage
and current regulation. Therefore, incorporating the consensus variable and protocol into
the design of the distributed controller can help to overcome the limitations associated with
the absence of communication links and ensure that the power system operates effectively
even in challenging circumstances.
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Figure 9. Distributed control for the DC microgrid in the absence of communication links: (a) voltage
control at the PCC and (b) weighted filtered current control.

Figure 10. Distributed control for the DC microgrid in the absence of communication links and
change in ZIP load: (a) voltage control at the PCC and (b) weighted filtered current control.

By simulating the DC microgrid with the proposed distributed controller, one can
evaluate the sustainability contribution of the controller’s performance. The simulation
results show that the controller can efficiently track the desired reference voltage at the PCC
while distributing the control among the distributed loads, it indicates that the microgrid is
operating efficiently, reducing energy losses, and promoting energy efficiency. Furthermore,
the voltage and current are within a limit, it demonstrates that the microgrid is operating
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safely and sustainably, reducing the risk of damage to the microgrid components and
improving the microgrid’s resilience to disruptions.

One limitation of the proposed controller is that the results were concluded using
simulations only. This means that the controller may require parameter tuning or adjust-
ments in other parameters, such as filters to achieve optimal performance in a real-world
setting. Additionally, the simulation may not capture all the complexities and dynamics
of the physical system, leading to a gap between the simulation results and the actual
performance of the controller. It is important to note that the limitations of the proposed
controller do not diminish the significance of the research. Instead, they highlight the need
for further research and development to improve the performance and applicability of the
proposed solution in practical applications.

6. Conclusions

This paper presents a distributed control algorithm for DC microgrids using higher-
order MAS. Distributed controllers play a critical role in ensuring the sustainability of
DC microgrids by enabling efficient and resilient energy management, facilitating the
integration of renewable energy sources, and promoting equitable access to energy services.
Distributed controller using MAS is an approach that uses graph theory to construct a
control algorithm for complex systems, such as a DC microgrid. In a distributed control
approach, each agent interacts with other agents within the complex MAS and shares
information. Based on the local information, a distributed controller is constructed. The
MAS control approach provides flexibility in managing DC microgrids. The agents adjust
their states according to the change in power generation or load. Furthermore, distributed
control for MAS is easy to implement and improves the efficiency of DC microgrids. Dis-
tributed control is a control technique that is often used in DC microgrids to stabilize the
voltage at PCC and manage the power flow between distributed agents of the system. In
a DC microgrid, distributed control can be used to balance the load across DGUs and to
ensure that the system operates within safe limits. Rather than relying on a centralized
control system that requires expensive hardware and software, distributed control can be
implemented using simple control algorithms that are distributed across the system. This
can make DC microgrids more affordable and accessible to a wider range of users. The
dynamical model for higher-order MAS is constructed with the help of DGU, dynamical
RLC lines, and non-linear ZIP load. To design the distributed control, a communication net-
work among the MAS is used to gather information from neighboring agents. Furthermore,
the stability of the closed-loop system is performed, and necessary conditions are derived
to verify the performance of the proposed distributed control algorithm. Moreover, from
the MATLAB/Simulink experiments, it is concluded that the proposed control algorithm
under the derived control gains performed well and achieved the voltage balancing at PCC
and current sharing among distributed loads.
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