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1. Preamble 

The independent and simultaneous discovery of the NMR phenomenon was accomplished in 

1946, at Harvard by Purcell et al. [1], and at Stanford by Bloch et al. [2]. Since then, NMR 

spectroscopy has been established as a prominent tool in chemistry and biochemistry. 

Particularly successful has been the application of NMR to biomolecules. One of the main 

reasons behind this great success has been the clear understanding of the fundamental 

principles of various spin interactions from the very early stages of its inception, e. g. the 

discovery of the property of nuclear spins by Wolfgang Pauli in 1924 and the concept of the 

dipolar interactions between spins in 1927 [3, 4]. In modern NMR spectroscopy and 

methodological developments, the theoretical understanding of spin interactions has been of 

great importance. 

An introduction to the NMR phenomenon, various spin interactions and several relaxation 

mechanisms, some basic concepts of the formalism, Fourier transform NMR, 

multidimensional NMR and the concept of coherence are presented in chapter 2. Much of 

biomolecular NMR spectroscopy practiced today involves two or more nuclei, because 

information derived from two or more nuclei and their interactions under a tailored 

Hamiltonian yield a direct correlation with the structure of the bio-macromolecule. However, 

the low sensitivity of most of the NMR active nuclei is an intrinsic problem. This can be 

reduced by achieving magnetization transfer from sensitive nuclei to less sensitive nuclei via 

coherent or non-coherent pathways. Magnetization transfer therefore has a great importance 

in NMR spectroscopy. Such a magnetization transfer is achieved by techniques like INEPT [5], 

CRIPT [6], CRINEPT [7] and CROP sequence [8]. Introduction to these methods as well as 

introduction of the important experiments like HSQC [9, 10], TROSY [11] and triple resonance 

experiments for sequence specific assignment are also part of chapter 2. 

Residual dipolar couplings (RDCs) have recently found a wide range of applications in high 

resolution NMR of biomolecules in the liquid state [12-14]. A non-isotropic orientational 

distribution of a molecule of interest results in non-zero average dipolar coupling constants. 

Such residual dipolar couplings (RDCs) can be produced by addition of external alignment 

medium in the sample solution and constitute information on the structure of the molecule in 

the form of bond orientations. The alignment tensor is the crucial concept for the 

interpretation of RDCs. In chapter 3, an intuitive introduction to the alignment tensor and an 

elementary derivation of the key equations is presented, in the course of which, the 

importance of the probability tensor is also discussed. Practical aspects of RDCs, such as, 
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choice of appropriate alignment media, pulse program and the fitting algorithm are discussed 

in chapter 4. 

Chapter 4 also describes the application of RDCs for evaluating the inter-domain orientation 

of VAT-N. VAT-N (20.5 kDa) is the N-terminal domain of the VAT, an AAA ATPases. VAT 

(Valosine-containing protein-like ATPases of Thermoplasma acidophilum) displays a 

tripartite domain structure, N-D1-D2, commonly found for proteins belonging to the AAA 

family, and homohexameric ring architecture, typical of type II ATPases. VAT has been 

shown to act as an ATP-driven protein unfoldase. The N-domain is involved in substrate 

binding and is alone competent in the folding of permissive substrates [15]. 

The role of VAT-N is dispensable in the full unfoldase activity of the VAT complex, which 

requires only the ATP-driven D1-D2 module. VAT-N thus clearly controls access of 

substrates to the D1-D2 unfoldase machine, although the mechanisms of this control remain 

controversial. Various proposals, including the “entropic brush” mechanism [16], in which 

VAT-N has the role of removing unwanted substrates from the main D1-D2 binding site, 

must be considered and evaluated. The solution structure of VAT-N [17] revealed two equally 

sized sub-domains VAT-Nn and VAT-Nc, arranged into a kidney-shaped overall structure. 

The relative orientation of the two sub-domains and the possibility of inter-domain flexibility 

are important issues in determining the function of VAT-N. In particular, the opening of the 

cleft between sub-domains to expose the hydrophobic surface between them has been 

proposed as a functional mechanism [17]. An alternative proposal is that the binding site is 

located in a cleft between the loops which characterize the surface of both sub-domains [17]. 

Chapter 5 discusses results from the relaxation analysis of VAT-N which were carried out to 

probe the possibility of large amplitude motions between sub-domains. Dipolar nuclear 

magnetic spin relaxation of protonated heteronuclei, such as 15N, is mediated by overall 

rotational tumbling of the molecule and by internal motions of the N-H bond vector [18] and 

has become widely accepted tool for characterization of their global and internal motions. 

Consequently, measurement of 15N spin relaxation parameters, primarily the spin-lattice and 

spin-spin relaxation rate constants and the steady state 15N-1H nuclear Overhauser effect 

(NOE), are powerful techniques for experimental investigation of dynamics in biological 

macromolecules [19]. Backbone 15N relaxation data can be analyzed in the model-free 

framework [20, 21]. 

Exploration of the natural substrates for VAT-N has also been attempted and is described in 

chapter 6. One of the most important applications of biomolecular NMR spectroscopy is in 

the identification of the binding between a substrate and a ligand molecule. The ligand can 

either be a small organic molecule, an oligopeptide or even a protein. NMR spectroscopy not 
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only can detect the binding but it can locate the binding site, estimates the strength of binding, 

elucidate the structure of the bound state and changes in the dynamics [22-25]. NMR has 

become a first hand tool for discovering protein substrates and thus facilitates obtaining a 

complete picture of the functional mechanism of a macromolecule. These methodologies are 

also discussed in chapter 6. 

Chapter 7 discusses results from an NMR study of DOTATOC, a somatostatin analogue that 

has been established recently for in vivo diagnosis and targeted therapy of somatostatin 

receptor-positive tumors. DOTATOC consists of a disulfide-bridged octapeptide, D-Phe1-

Cys2-Tyr3-D-Trp4-Lys5-Thr6-Cys7-Thr8-ol, connected to a metal chelator DOTA (1, 4, 7, 10-

tetraazacyclododecane-1, 4, 7, 10-tetraacetic acid). The structural investigations of GaIII and 

YIII chelated DOTATOC by 1H and 13C solution NMR and molecular modeling are shown. 
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2. Applications of Modern NMR Spectroscopy to Biological Systems 

Nuclei possess an overall spin and therefore a spin angular momentum, characterized by the 

nuclear spin quantum number, I , which is quantized both in magnitude and orientation 

(a vector quantity). For spins with 2/1=I  two orientation states exist, namely, 2/1+=zm  

and 2/1−=zm . For an isolated spin in the absence of external magnetic fields these 

orientations are of equal energy. In the presence of the external magnetic field ( 0B ), however, 

polarization of the states takes place with the energy difference given by 

0B⋅−= γhE  [2-1],

where γ  is the magnetogyric ratio leading to a population difference governed by a standard 

Boltzmann distribution. NMR is a spectroscopic method that exploits this energy and 

population difference. The transition between these two energy levels (often referred as 

Zeeman energy levels) can be achieved by application of radio frequency according to the 

Larmor condition [26], 

00 B⋅γ−=ω  [2-2],

where 0ω  is the precession frequency. The magnetogyric ratio is an intrinsic property and has 

distinct values for each nucleus, leading to well separated frequencies for different nuclei of 

interest. 

The NMR absorptive signal is a response to perturbation of the net magnetization by 

relaxation processes and spin interactions. 

2.1. Relaxation Mechanisms in NMR 

Excited magnetization returns back to its original low-energy state via various relaxation 

processes. These relaxation processes are always chosen in such a way that it has minimum 

enthalpy and maximum entropy. In NMR spectroscopy, relaxation works mainly by two 

processes, spin-lattice relaxation (T1), spin-spin relaxation (T2). 

The spin-lattice relaxation rate constant (R1=1/T1) describes the recovery of the longitudinal 

magnetization to the thermal equilibrium or return of the population of the energy levels of 

the spin systems to the equilibrium Boltzmann distribution. The spin-spin relaxation 

(R2=1/T2) rate constant describes the decay of the transverse magnetization to zero, or, the 

decay of transverse single quantum coherence (vide infra). 
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Additionally, relaxation mechanisms like dipole-dipole relaxation and chemical shift 

anisotropy (CSA) scale these processes. 

The dipole-dipole relaxation mechanism is an important relaxation mechanism and gives rise 

to nuclear Overhauser effect (NOE). If both the nuclei undergoing this type of relaxation 

mechanism have similar sign of their respective magnetogyric ratios then this leads to an 

enhancement in the intensity otherwise a negative enhancement (lose in the intensity) can be 

observed. The sign of the NOE enhancement also depends on the product of the magnetic 

field and the rotational correlation time of the molecule. Chemical shift anisotropy also 

provides a gateway for the relaxation process in NMR spectroscopy (vide infra). 

2.2. Spin Interactions in NMR Spectroscopy 

NMR spectroscopy is dominated by the Zeeman interaction (which is the largest interaction 

due to large 0B  field, cf. Eq [2-1]), while other interactions originating in the molecule are 

perturbations on the Zeeman interaction. 

In a diamagnetic system other interactions are: 

 - chemical shielding interactions, 

 - electron coupled scalar interactions, and 

 - homo- and heteronuclear dipolar interaction.∗ 

All the NMR spin interactions can be denoted in the form of an operator. This operator is 

described as a Hamiltonian operator, H . The internal spin interaction, in each case, behaves 

as a tensor of rank two and the interaction tensor is fixed in the molecular frame, and in the 

so-called Principal Axis System (PAS), the tensor is diagonal in its matrix representation. 

2.2.1. Chemical Shift and Chemical Shift Anisotropy (CSA) 

The electron distribution around the nucleus distorts the magnitude and the direction of the 

applied magnetic field, 0B , to produce an effective field that varies from one chemical 

environment to another. This chemical shielding result in a modification of the Zeeman 

energy levels called the chemical shift. The chemical shielding Hamiltonian is also expressed 

as, 
                                                           
∗ For nuclei with integer and integer-half spin quantum number, additionally, informative 

quadrupolar interactions exist. Further discussion of quadrupolar interactions is beyond the 

scope of this work. 
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3
∆1

3
B ∆ 2

0 η
+

σγ
= I

CSAH  [2-3],

where σ∆  is the shielding anisotropy. The chemical shielding is a symmetric second rank 

tensor completely characterized by the three principal elements 11σ , 22σ  and 33σ , and the 

orientation (given by three Euler angles) which are the diagonal elements of the tensor in the 

molecule fixed axis system or PAS. The chemical shielding interaction is characterized by the 

isotropic value ( isoσ ), the asymmetry parameter (η ) and the shielding anisotropy ( σ∆ ) which 

are given as: 

3
)(

)Tr(
3
1 332211

iso
σσσ

σσ
++

==  [2-4],

)(
2
1∆ 221133 σ+σ−σ=σ  [2-5],

and 

)(
)(

iso33

1122

σσ
σσ

η
−
−

=  [2-6].

In solution NMR spectroscopy, the Brownian motion of the molecule leads to an isotropic 

averaging of the chemical shielding tensor to the scalar value isoσ , Eq [2-4], which is the 

commonly known chemical shift and expressed in the ppm scale. Chemical shift is caused by 

electron current induced by 0B and can therefore be measured relative to 0B  i.e. in ppm. 

Partial or full alignment of a molecule with respect to 0B  leads to an orientation dependent 

change in chemical shift, termed chemical shift anisotropy (CSA). Reintroduction of CSA 

takes place in partially aligned samples although its magnitude is very small compared to the 

pure solid crystalline sample. However, it is necessary to consider such contributions when 

achieving unambiguous resonance assignment under partial alignment. In a completely 

anisotropic case, orientational dependence between 0B  and chemical shielding tensor (in a 

principal axis system) leads to resonance frequencies to give rise to an asymmetric powder 

pattern which is also referred as Pake pattern [27]. 

CSA is also mentioned as a relaxation mechanism in the previous section. The maximum 

CSA for a particular nucleus is of the order of the chemical shift range for the nucleus, and 

therefore CSA is an important relaxation mechanism only for nuclei with a wide chemical 

shift range (such as 15N and 13C). CSA contributions to R1 and R2 relaxation rate constants 

have a quadratic dependence on the applied magnetic field strength. Thus, use of higher 

magnetic fields does not always increase the achievable signal-to-noise ratio as much as 

expected theoretically. 
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2.2.2. Scalar Coupling Interactions 

The spin-spin coupling between two adjacent nuclei can occur through space or via spin 

delocalization through chemical bonds (mediated by the electrons forming the chemical bonds 

between the nuclei) [28]. The former gives rise to dipole-dipole interactions, while the latter 

gives rise to the scalar coupling denoted by a symbol J. 

J-coupling interaction is characterized by the tensor J  which has a finite trace. Molecular 

tumbling in liquid yields the isotropic average of J, i.e., isoJ . The Hamiltonian for J 

interaction is 

SI ⋅⋅⋅= J2J πH  [2-7],

The scalar coupling interaction manifests in liquids as spin multiplets and provides J-coupling 

as another important parameter for spectral assignments, interpretation and as an aid for the 

structural elucidation. Figure 2-1 shows the scalar couplings [Hz] commonly found in an 

amino acid. 
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Figure 2-1: Scalar couplings [Hz] typically observed in a peptide. The sign of the coupling 

depends on the geometry as well as on the sign combination of gyromagnetic ratio of nuclei 

and is ignored here. 

 

Table 2-1 gives a direct correlation of the scalar coupling and the secondary structure 

elements found in proteins. 
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Table 2-1: Characteristic 
αHH

3
NJ -coupling constants [Hz] in secondary structure elements of 

proteins [29, 30] 

 

Secondary Structure Elements 
αHH

3
NJ  Secondary Structure Elements 

αHH
3

NJ  

Helices < 6 α-helices 3.9 

β-sheets > 8 Parallel β-sheets 9.7 

Random coil 6-8 Anti-parallel β-sheets 8.9 

 

Scalar interactions also open the door to coherent magnetization transfer, which is the basis of 

most of the recently developed multidimensional NMR experiments. A discussion of these 

aspects appears in the latter part of this chapter. 

2.2.3. Dipolar Interactions 

For a pair of interacting nuclei I and S, the dipolar Hamiltonian can be expressed as 

( ) zz
IS

SI
D SI

R
21θcos31

8
2

3
0 −−=

π
µγγ hH  [2-8],

where Iγ  and Sγ  are the nuclear magnetogyric ratios of the designated spins, ISR  is the inter-

nuclear distance, ISθ  is the angle between internuclear vector ISr  and the static magnetic field 

0B directed along the z axis in the laboratory frame and zzSI  is the spin operator function 

(vide infra). The dipolar interaction has the important property that D  is axially symmetric 

and traceless. The dependence of dipolar interaction on the magnetogyric ratio has important 

consequences for abundant spins (e. g. 1H, 19F). The dependence of dipolar interactions on the 

ISr  and orientation ISθ  implies that one can derive structural information (in terms of bond 

lengths and bond angles) from the dipolar interactions. Here one may distinguish homo-

nuclear or hetero-nuclear dipolar interactions, depending upon whether the nuclear spin 

interacts within the same type or different types of nuclei, respectively. 

The orientational dependence of the previously discussed scalar coupling (J interaction) is 

( )θcosP2  (also called Legendre Polynomial) and is equal to 1cos3( 2 −θ ), where θ  is the 

angle between the vector connecting I and S and 0B . Clearly, the ( )θcosP2  dependence 

makes the J interaction inseparable from dipolar interactions in solids or in the NMR of 

partially aligned molecules. Both D  and J are field-independent and their separation can only 

be accomplished by a knowledge of one over the other. 
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In the next two chapters we will see how this can be achieved in the realm of solution NMR 

spectroscopy. 

2.3. Some Important Concepts in NMR Spectroscopy 

2.3.1. Density Matrix and Product Operator Formalism 

Most of NMR theory does not always need a sophisticated quantum mechanical background, 

and some of the NMR phenomena can be often expressed with equal elegance by both 

classical and quantum mechanical methods (because the NMR equation involves only 

classical terms, see Eq. [2-2]). Therefore, interactions of the spins, followed by a single 90° 

pulse or a train of such pulses, can be visualized by density matrix formalism (based on 

quantum mechanics) [31, 32] as well as by vector model analysis (based on classical 

mechanics) [33]. Classical methods, nevertheless, are inadequate to describe more complicated 

spin interactions. Quantum mechanical methods via the density matrix provide a complete 

description of the state of a spin system, however, the requisite matrix calculations quickly 

become cumbersome as the number of spins and eigenstates increases. A simple compromise, 

involving Cartesian spin operators and their conversions in the weak coupling limit, was 

developed by Sørensen et al., namely, product operator formalism [34]. This approach will be 

used in this thesis for the description of various NMR experiments. 

2.3.2. Pulse Fourier-Transform NMR 

The original discovery of NMR was a continuous wave (CW) absorption and induction 

technique and has almost exclusively been replaced by the more elegant and experimentally 

advantageous pulse Fourier Transform (FT) technique. The Fourier Transform (FT) technique 

was introduction to NMR by Ernst and Anderson in 1966 [35], leading to explosive 

developments in pulse NMR methodology, instrumentation and practice. The pulse FT 

method involves the application of short radio frequency pulses to the nuclear spins with an 

immediate capture of the time-domain response. The frequency domain spectrum )(ωF  can 

be recovered from the experimentally detected time-domain signal )(tf  via Fourier 

transform, as the time and the frequency domains in the pulse NMR experiment are 

mathematically related by the FT relationship as, 

( ) dtetfωF tiω∫
+∞

∞−

=)(  [2-9].
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The time domain signal )(tf  is a complex quantity and the FT embedded in Eq. [2-9] is a 

complex operation therefore the measured signal must also be complex. By a judicious 

combination of quadrature components and FT operations, the time domain signal, can be 

manipulated to produce a sign discriminated absorption and dispersion mode frequency 

spectrum from the pulse NMR experiment. It is customary to display and inspect only the 

absorption spectrum. 

Experimental considerations in pulse FT-NMR first require the analog time domain signal to 

be sampled in a two-channel quadrature detector and then converted into a digital signal using 

an analog to digital converter (ADC). The digital sampling of the analog signal must satisfy 

the Nyquist sampling criterion [36]. The FT of this digital signal is carried out numerically on 

the spectrometer computer or on a remote workstation using the Cooley-Tukey algorithm 

(Fast Fourier Transform - FFT) [37] which requires the transform data size to be 2n complex 

data points. 

2.3.3. Two Dimensional NMR Spectroscopy  

One of the most important developments in pulse FT-NMR spectroscopy is the introduction 

of two-dimensional Fourier Transform NMR (2D FT-NMR) spectroscopy. The first 

experimental 2D NMR was performed in the laboratory of Prof. R. R. Ernst in mid-

seventies [38]∗. Since then 2D, 3D and 4D NMR spectroscopy have become powerful tools for 

the structural elucidation of complex molecules in solution, especially proteins. 

In 2D NMR spectroscopy, the 1D pulse sequence is extended to include a second time 

dimension. The total experiment is divided into four periods: preparation, evolution, mixing 

and detection. The preparation period leads to creation of a non-equilibrium state of the spin 

system by the application of suitable pulses. During the evolution period, the spin system is 

allowed to evolve under the influence of a suitable tailored Hamiltonian. The evolution period 

is incremented, providing an additional time period t1, so as to collect an adequate sampling of 

data points. The mixing period corresponds to coherent or incoherent transfer of 

magnetization. The detection period is the same as in the 1D experiment, with the time 

domain signal detected in quadrature. The 2D experiment thus has two time domains with the 

                                                           
∗ Prof. R. R. Ernst was awarded with the Nobel Prize in Chemistry in 1991 for his 

contributions to the development of the methodology of high resolution NMR spectroscopy. 

He is recognized as the father of the NMR spectroscopic technique. 
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NMR signal a function of two time variables t1 and t2, ),( 21 ttf , which upon double Fourier 

transformation yields a two dimensional NMR spectrum. 

To obtain pure phases (or quadrature detection) in 2D NMR both real and imaginary 

components must be acquired. Such information can be gained by using one of three popular 

methods, namely, States [39], TPPI [40] and echo-antiecho [41]. 

2.3.4. Coherence and Coherence Transfer 

Coherence is a relationship between two states across a single nuclear transition, or multiple 

states for multiple transitions [32, 42]. A diagonal matrix element of the density operator, 
∗= jjjj ccρ , is a real and positive number that corresponds to the population of the state 

described by the basis function 〉j| . An off-diagonal element of the density operator, jkρ , 

represents coherence between eigen-states 〉j|  and 〉k| , in the sense that the time-dependent 

phase properties of the various members of the ensemble are correlated with respect to 〉j|  

and 〉k| . Coherences can be classified by their coherence order p , which are various values 

of m∆  (change in the spin angular-momentum quantum number): 0, ± 1, ± 2 etc. Those 

matrix elements that denote 1 m ±=∆  are called single quantum coherence, those that denote 

2  m ±=∆  double quantum coherence and that denoting 0  m =∆  zero-quantum coherence. 

The density operator after the radio frequency pulse is said to represent a coherent 

superposition between two states which is referred to as coherence. It describes correlation of 

quantum-mechanical phase among a number of systems (separate nuclei) that persist even 

after the r. f. field is removed. Coherence is a phenomenon associated with an NMR transition 

but is not a transition and coherence does not change the populations of the spin states. 

An example of the coherence transfer pathways, occurring in the COSY experiment, is shown 

in figure 2-2. It is important to note that p = -1 is detected in the receiver. Hence, other 

coherence pathways are not selected. 

 
Figure 2-2: A pulse sequence of 2D-COSY experiment with P (left) and N (right) type 

coherence transfer pathways. 
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2.4. Experiments Necessary for Biomolecular NMR 

2.4.1. The INEPT Experiment 

The INEPT (Insensitive Nuclei Enhancement by Polarization Transfer) is a 1D equivalent 

experiment of the H-X correlation (in 2D manner) which was first brought into practice by 

Maudslay and Ernst in 1977 [43]. The INEPT [5] is widely used method which allows transfer 

of magnetization in a coherent and non-selective way from spin I to spin S and vice versa 

(conventionally, I is the sensitive spin and the S is the insensitive spin).  

The sequence begins with the excitation of all I spins, which then evolve under the effects of 

chemical shift of the I spin and heteronuclear coupling to the S spin. After a period of IS1/4J , 

the 180° pulse refocuses the chemical shift evolution (and the field inhomogenity) during the 

second IS1/4J  period. The simultaneous application of a 180° pulse on the S nuclei ensures the 

evolution of heteronuclear coupling (counter-precessing relative to the proton evolution). 

After a total evolution period of IS1/2J , a 90° pulse along the y  axis for the I spin leaves 

magnetization along the z . The 90° pulse along x  axis for the S spin converts Sz into the 

observable magnetization (anti-phase doublet). 

 
x

x φ1

φacq

S

x y

I
τ τ

 
 

Figure 2-3: The original INEPT sequence [5]. The narrow and the wide rectangular bars 

represent 90° and 180° pulse, respectively. The x and y denotes the direction of the pulse. 1φ  

represents phase of the pulse which needs to be cycled and acqφ  represents the receiver phase. 

 

The product operator analysis of the INEPT sequence can be given as: 

yz

)SI(
2

ISzxISy

t)SI(tI
2

z SI2)tJ2sin(SI2)tJ2cos(II xyxxx
⎯⎯⎯ →⎯+−⎯⎯⎯⎯⎯⎯ →⎯

+−+−−
πππ

ππ  [2-10].

The cosine term in the above equation becomes zero, while the sine term retains (becomes 

one). The sensitivity gain by the INEPT sequence can be given by Eq. [2-11] 
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S

I
alconventionINEPT γ
γ

II =  [2-11].

INEPTI  (signal intensity) gains are directly related to the gyromagnetic ratio (and are absolute 

in sign), therefore make a notable gain in the intensity compared to the gains from the I-S 

NOE. In case of a 1H-15N spin pair one can gain up to 10 times in intensity using the INEPT 

transfers. Additionally, indirect detection of S nuclei (i.e. detection on I spin, which is used 

now on) can enhance the gain up to 2/3)/( SI γγ  times the conventional detection. The high 

magnetogyric ratio of the proton, and its nearly 100 % natural abundance and ubiquity makes 

direct proton observation more favourable in modern NMR spectroscopy. 

In a high molecular weight protein or a protein complex (ca. 50 kDa molecular weight or 

more), the INEPT transfer suffers from enhanced relaxation losses during the evolution time 

(the maximal efficiency of transfer between the operators zI  and zzSI2  depends only on the 

scalar coupling constant J and the net auto-correlated and cross-correlated relaxation rates of 

spin I ). To overcome this problem several other polarization transfer schemes have been 

proposed in recent years. These involve CRIPT [6], CRINEPT [7] and the analytically derived 

optimally-controlled CROP sequence [8]. The utility of these modifications in polarization 

transfer along with specific labeling schemes (such as perdeutaration) have been demonstrated 

in the studies of the GroEL-GroES complex of 900 kDa [44]. 

2.4.2. The HSQC Experiment 

The HSQC [9, 10] (Homonuclear Single Quantum Coherence), is a routinely used experiment in 

biomolecular NMR spectroscopy. It correlates the chemical shift of the proton with that of its 

attached heavy atom (I-S pair). This information can be very useful, particularly for 

recognizing whether a protein is folded and intact. It also forms the basis for nearly all 

multinuclear 3D spectra. The basic pulse sequence of HSQC is simple and consists of INEPT 

for transferring I spin magnetization to the S, where it is left to evolve during t1 time. This 

magnetization is transferred back to the I spins via a reverse INEPT step and then detected, as 

shown in figure 2-4. 

Variants of the HSQC experiment are commonly seen in NMR literature today [45]. This 

includes gradient HSQC, and sensitivity enhancement by double INEPT during the reverse 

INEPT period [46, 47]. Apart from this, to reduce the intensity losses due to relaxation during 

the evolution time, concatenation of an J evolution period and t1 evolution period is possible, 

which is known as constant-time (CT) [48-50] and semi-constant time [51, 52]. 
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Decoupling

x

x

x
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x

φ1

φacq

S

xx y

φ2

I
τ τ τ τ

 
 

Figure 2-4: Pulse sequences for the fundamental HSQC sequence. The delay τ  is set to 

1/(4JIS). The basic phase cycling is 1φ = x,-x,x,-x, 2φ = x,x,-x,-x, and receiver  

acqφ = x,-x,-x,x [47]. Spin decoupling does not allow evolution of I-S coupling during the 

acquisition time period and is normally achieved by a combination of composite pulses. 

 

Another method was developed subsequently for the heteronuclear correlation, which was 

named HMQC [53]. The distinction between these two proton-detected heteronuclear 

correlation techniques is that IS-spin coherence is stored as multi-quantum (HMQC) or 

single-quantum (HSQC), during the t1 evolution period. The HMQC approach is more robust 

and can be optimized for the double quantum-zero quantum relaxation occurring in the 

transverse plane [54]. 

2.4.3. Sequence Specific Assignments 

Sequence-specific assignments have developed over last 15 years, due to the early efforts of 

Wüthrich and co-workers [30] and have undergone many fruitful modifications. Sequence-

specific assignment yields the backbone and the side chain assignment strategy of a protein in 

a systematic way by making use of covalent connectivities. For example, sequence-specific 

assignment practiced today for the backbone assignment experiments, involving 

magnetization transfers from the amide nitrogen, to a carbon at the α -position and to the 

carbonyl carbon. 

The necessary condition of sequence specific assignment is a uniformly 13C and 15N labeled 

protein sample (commonly denoted as: U-[13C-15N]) which can be achieved easily (though 

expensively) by expressing the protein in a bacterial host organism (usually E. coli) grown in 

media where 13C6-Glucose and 15NH4Cl are the only carbon and nitrogen sources. The 

introduction of 13C and 15N isotope labeling of NMR samples overcomes the low natural 

abundances of these nuclei in NMR. 
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Figure 2-5: Peptide backbone connectivities and the sequence specific assignment experiment 

based on them. Typically experiments are designed in following basic steps which involve 

magnetization transfer from protons to nitrogen via INEPT and then to the carbon, evolution 

of magnetization under tailored Hamiltonian (t1 period), which is transferred back to nitrogen 

for a second evolution time (t2 period) and later to the protons for detection (t3 period). 

 

Experiments developed based on sequence specific assignments are shown in figure 2-5 and 

can be studied in more detail in a review by Sattler et al. [55]. 

2.4.4. Structural Constraints in Protein Structural Calculation 

Sequence specific pulse schemes are utilized for generating a complete list of resonances for 

each residue. Afterwards, combination of all or some structural restraints originating from 
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NOEs, J-couplings, chemical shifts, H-bond information and residual dipolar couplings, are 

used for structure calculation. 

Initially, structure determination by NMR utilized the 2D-homonuclear NOESY experiment 

which was sufficient to give structural restraints for proteins up to 70 residues [30]. Isotope 

labeling in high molecular weight proteins provided the gateway not only for the assignment 

strategy but for the evolution of heteronuclear edited NOESY experiment [56, 57]. One such 

heteronuclear edited NOESY experiment was proposed in a 3D manner and became popular 

with the name HSQC-NOESY [58, 59]. This experiment provided correlations between the NH 

amide spin pair and all the other protons closer than about 5 Å. For observation of the side-

chain/side-chain contacts an HSQC-NOESY experiment was proposed where evolution of 

NOE could be observed [58, 59]. Problems of extensive signal overlap in the protons can be 

solved using a combination of NNH- [60], CCH-, NCH-, and CNH-NOESY [61] experiments 

that exploit the large spectral dispersion of the heteronuclei. Around the same time a 4D 

CNH-NOESY [62] was also proposed which is less in use because of the time investment 

involved. 

The direct relation of αHH
3

NJ  to the secondary structural element is stated in the early section 

of this chapter (table 2-1). Secondary structure elements of proteins or peptides are defined by 

H-bonding between the residues. The backbone torsion angles ( ϕ - and ψ -angles) are 

restricted only to certain values such that the H-bonding should possible for the formation of 

the secondary structure elements in a protein or in a peptide [63]. Several experiments allow 

the measurement of the ϕ -angle value [64, 65]. Whereas measurement of ψ -angles is limited 

by the presence of the oxygen and nitrogen bound to the C´. 

The local spatial arrangements of frequently found conformations in peptides and proteins are 

called secondary structure elements and can be estimated once the chemical shift assignment 

of backbone resonances is completed. With the primary effort of the group of Sykes, 

pioneered by K. Wüthrich, statistical lists were established to define random coil chemical 

shifts [66, 67], also known as primary shifts. The chemical shift difference between the 

experimental value and its random coil value is called secondary shifts. This secondary shift 

information is used for identifying regions of secondary structure. 

Solvent accessibility and hydrogen bonding can be characterized from hydrogen exchange 

rate measurements between labile protons (generally, backbone and side-chain amide protons) 

and the solvent (typically water) [68]. Hydrogen exchange rates can be, for example, measured 

with a MEXICO (Measurement of EXchange rates in Isotopically labeled COmpounds) 
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experiment [69]. H-bond information can be accomplished from a long-range HNCO 

experiment [70]. 

2.4.5. The TROSY Experiment 

For large molecular systems, transverse relaxation via dipole-dipole coupling and chemical 

shift anisotropy leads to an overall increase in signal linewidth, and a corresponding decrease 

in spectral resolution (figure 2-6). 

 

A B

 
 

Figure 2-6: Frequency dependence from 100–1800 MHz of the full resonance line width at 

half height for amide groups in TROSY experiments calculated for three correlation times of 

τc = 20, 60 and 320 ns, which represent spherical proteins with molecular weights of 50, 150 

and 800 kDa. (A) 1HN linewidth. (B) 15N linewidth. The calculation uses axial symmetric CSA 

tensor of 15N = 155 ppm. and 1HN = 15 ppm, and the angle between the principal tensor axis 

and the N–H bond was assumed to be 15° for 15N and 10° for 1HN; l(N–H) = 0.104 nm; 

effects of long-range dipole-dipole couplings with spins outside of the 15N-1H moiety were not 

considered. Figure reproduced from  [71]. 

 

It has been recognized that at very high magnetic field strengths, dipole-dipole (DD) and 

chemical shift anisotropy (CSA) interactions in a 15N-1H pair can be utilized to obtain sharp 

line widths for very large proteins or protein complexes. An important pulse sequence called 

TROSY (transverse relaxation optimized spectroscopy) has been developed [11, 72]. TROSY 

takes advantage of mutual cancellation of CSA and DD relaxation effects at high fields. 

TROSY is basically a heteronuclear correlation experiment (particularly for 15N-1H spin pairs) 

in which the proton magnetization is first transferred to 15N, then evolves during t1 under 
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differential relaxation mechanisms of the 15N doublet due to CSA (15N) and dipole-dipole 

interaction (15N-1H). Magnetization is then transferred back to the proton prior to detection 

under differential line broadening of the proton doublet due to CSA (1H) and dipole-dipole 

interaction (15N-1H). In TROSY experiments, decoupling is not used, and J-coupled peaks are 

resolved. 

When monitoring the 15N decoupled spectra, two peaks would be seen as there are two 

possible orientations of the bound hydrogen (spin up or spin down states). When the hydrogen 

nucleus is in the spin up state, the dipole-dipole coupling between the 15N and 1H will lead to 

a local 1H field which always has the same directionality as the CSA contribution. 

Conversely, when 1H is in the spin down state, the local 1H field always has directionality 

opposite that of the CSA contribution. This means that in the spin down state, the DD 

coupling of the system effectively reduces the chemical shift anisotropy. Since the chemical 

shift anisotropy is directly proportional to the square of the external magnetic field, it is 

possible to adjust the external field to a level at which the DD coupling and CSA exactly 

cancel each other (which occurs at 1.1 GHz). 

 

ω1

ω2

sT2

sT1

T

aT

HSQC

 
 

Figure 2-7: Nomenclature and representation of the 15N–1H TROSY multiplet pattern. The 

slowest relaxing component, the TROSY peak, is marked with a T, the two semi-TROSY peaks 

in 1ω  (sT1) and 2ω  (sT2), respectively, as well as the so-called “anti-TROSY peak” labeled 

aT are also depicted in figure. In a decoupled HSQC, the central peak (ascribed as HSQC) 

appears as a superposition of fast and slow relaxing components, thus being prone to rather 

fast relaxation. 
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The resulting cross peak is a multiplet of four peaks, each having different width and 

relaxation rate in the 1ω  and 2ω  dimensions. In contrast, these four multiplets (arising from 

two different line widths for each N and H) for each amide proton are superimposed in the 

HSQC spectra due to decoupling in F1 and F2. In TROSY spectra, among these four 

multiplets, only the one which is not affected by line broadening due to DD and CSA is 

selected by application of appropriate phase cycling. These four multiplets are shown in 

figure 2-7. 

Several methodologies for obtaining TROSY spectra free of errors and artifacts have been 

developed in recent years [73, 74]. Use of TROSY elements in pulse programs for sequence 

specific assignment has now become part of routine NMR. 
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3. Residual Dipolar Couplings: Introduction and Theory 

The Hamiltonian solution NMR of dipolar spins is mainly dominated by Zeeman, chemical 

shift and scalar couplings terms. CSA interactions are negligible at most working fields and 

dipolar interactions are averaged to zero in isotropic solution due to molecular tumbling. In 

contrast, solid state NMR shows large dipolar interactions, which are often larger than the 

average line width of the NMR resonance and thus it is practically very difficult to observe 

the resolution common in solution NMR. Techniques like Magic Angle Spinning (MAS) [75], 

during which the sample is spun along the magic angle (54.7°), help to average out these 

interaction. For example, 1H resonances of polystyrene (which has intense dipolar interactions 

because of its rigidity) have line width of 25 kHz (under MAS at ~ 10 kHz) whereas the static 
1H spectrum of natural rubber (which has less intense dipolar interaction because of its 

mobility) shows partial resolution of the CH2 and CH3 groups, which are fully resolved under 

MAS even at a spinning speed of 500 Hz. 

Since dipolar interactions are averaged out in solution NMR, spectral simplicity can be gained 

compared to the solid state NMR but dipolar interaction information is lost. Dipolar 

interactions are valuable as they are distance dependent and could thus provide restraints for 

structure calculation. Measurement of dipolar couplings in solution has therefore been 

attempted several times in the history of NMR. 

Residual Dipolar Couplings (RDCs) are the dipolar couplings obtained in solution NMR by a 

tunable and tailored way, maintaining adequate spectral resolution. In this chapter, we will 

discuss the theoretical foundation necessary to understand concepts involved in the realm of 

RDCs (part of this work has been already published [14]). 

3.1. Historical Background and Development of RDCs 

3.1.1. First Observation of Dipolar Couplings in Solution 

In 1963, the anisotropic dipolar interactions in high resolution NMR were reintroduced by 

Saupe and coworkers by dissolving benzene in nematic∗ solvents (4,4’-

bis(hexyloxy)azoxybenzene) [76]. The 1H spectrum of benzene no longer displayed a single 

peak, but rather, was a complex spectrum of more than 50 lines. At the same time, the 

                                                           
∗nematic: thread in Greek, initially used to describe rod-like solvent molecules. 
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resolution of the solute spectrum was retained, and any signals from the nematic solvent 

disappeared in the background which can be seen in figure 3-1. The intramolecular dipole-

dipole interactions enhanced the complexity of the benzene spectrum, nevertheless, a high 

resolution spectrum was retained due to the reduction of intermolecular dipole-dipole 

interactions (compared to the solid state) by rapid translational diffusion. This opened a new 

era of liquid crystal NMR which compromises both high resolution NMR and solid state 

NMR [77]. 

 

 
 

Figure 3-1: Proton NMR of benzene in nematic solvent 4,4’-bis(hexyloxy)azoxybenzene. 

Proton spectrum of benzene consists of many resonances due to reintroduction of anisotropic 

dipolar interactions [76]. 

 

For the structural interpretation of residual dipolar couplings, it was necessary to interpret the 

average angular dependence of residual dipolar couplings given by the quantity 

< 2/)1(cos3 2 −θ >, where θ  is the angle between the internuclear vector connecting the 

coupled nuclei and the external magnetic field 0B , and the angle brackets denote averaging 

due to molecular reorientation. To extract structural information from this equation one would 

require complete knowledge of the distribution function governing molecular orientation. 

Since this angular dependence is a second rank spherical harmonic, the relevant part of the 

probability distribution could be expressed as a linear combination of just the five elements of 

second rank spherical harmonics [78-80]. Hence, measurement of five or more suitably 

independent residual dipolar couplings in a known rigid element would permit extraction of 

the structural information. In the following sections, we will see that these five spherical 

harmonics are directly related to the five elements of the alignment tensor, and are the basis 

for the order matrix approach to extract structural information. 

Though the theoretical foundation was laid on the early work of Saupe and Englert in 

1964 [79], application of liquid crystal techniques for the measurement of anisotropic 

interactions in macromolecules remained challenging. Particularly, in larger molecular 

systems spectra became complex due to additional hundreds of resonances. The very first 

applications of residual dipolar couplings for structural analysis of macromolecules 
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materialized from the direct alignment of solute molecules at high magnetic fields [81, 82] and 

not from the alignment by liquid crystalline media.  

3.1.2. Alignment of Molecules by External Magnetic Field 

The external magnetic field 0B  induces orientation to molecules which have high magnetic 

susceptibility anisotropies. The size of induced magnetic moments in such molecules, and 

therefore, the energy of interaction with the magnetic field, would vary with orientation and 

produce non-isotropic distributions. Lohman and MacLean [83] observed magnetic alignment 

for the first time in the form of quadrupolar splitting∗ for 2H in the aligned benzene-d6. The 

observation of residual dipolar couplings under direct field-induced orientation awaited the 

technical developments for higher available fields, mainly because of the weak, non-

cooperative nature of the orientation caused by the magnetic field. Orientation induced by the 

magnetic field leads to a dipolar splitting that scales quadratically with the field. 

The first demonstration of measurable residual dipolar coupling came from Bothner-By and 

co-workers, where the paramagnetic system bis[toluyltris(pyrazolyl)borato]cobalt(II) 

(Co(TTPB)2), was aligned in the magnetic field. The alignment achieved in this case was 

almost an order of magnitude larger than in diamagnetic systems [84]. Furthermore, they were 

able to measure quadrupolar and residual dipolar couplings in porphyrin and nucleic acid 

systems, where anisotropy in susceptibility is diamagnetic in origin [85, 86]. 

The first observation of residual dipolar coupling by direct field induced orientation to a 

protein came after the availability of a 15N labeled protein and higher magnetic fields. The 

measured residual dipolar contributions to the scalar one bond 15N-1H couplings was only 2-5 

Hz, even in a 750 MHz (ca. 17 T) spectrometer [87]. Nevertheless, their agreement with the 

values predicted from the X-ray derived geometries was sufficient to demonstrate structural 

utility in macromolecules. 

3.1.3. Alignment by External Alignment Media 

In practice, not many macromolecules have large magnetic anisotropies, making the level of 

alignment small and limiting the number of residual dipolar coupling measurements that can 

be made with reproducibility and low errors. This stumbling block was removed very recently 
                                                           
∗ Quadrupolar splittings display the same )2/)1(cos3( 2 −θ  dependence as residual dipolar 

couplings, but are larger in magnitude. 
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by the use of a dilute liquid crystalline medium, where a ten-fold increase in macromolecular 

alignment (relative to the paramagnetic alignment) could be achieved without any sacrifice in 

the spectral resolution [12]. The medium used was a dilute ‘bicelle’ medium, which is based on 

an aqueous dispersion of lipid bilayer disks [88, 89]. This medium proved compatible with 

proteins and other biomolecules, and is amenable to adjustment for ideal levels of alignment. 

This discovery was a significant step that not only improved the compromise between 

alignment magnitude and spectral resolution, but also permitted measurement of residual 

dipolar couplings in a much broader range of systems. In their pioneering work, Bax and co-

workers have shown that the residual dipolar coupling contributions to 15N-1H splittings 

measured in Ubiquitin were as large as 20 Hz, and could be measured with a precision of 

approximately 0.2 Hz. This approach of introducing RDCs has allowed the determination of 

an internuclear vector orientation with impressive accuracy, ranging between 0.5 and 5 

degrees. 

Based on these developments, residual dipolar couplings (RDC) have found a wide range of 

applications in high resolution NMR of biomolecules in the liquid state in recent years. 

Today, with the rapid development of the alignment media, any kind of macromolecule can 

be aligned irrespective of its surface and physical properties. In the next chapter, various 

alignment media and their utilities will be discussed. 

3.2. The Concept of the Alignment Tensor 

The next sections present an intuitive introduction to the alignment tensor and an elementary 

derivation of key equations. The fundamental question of how to calculate the expected 

residual dipolar coupling constant for a homonuclear (e. g. 1H-1H) or heteronuclear (e. g. 
15N-1H) spin pair is discussed. This turns out to be a surprisingly simple calculation if one 

knows the orientation and the three principal components of the so-called alignment tensor. 

This alignment tensor is a key concept and the understanding of the physical meaning of the 

alignment tensor is crucial in understanding residual dipolar couplings. 

Commonly found derivations for the alignment tensor use mathematically elegant, but not 

very intuitive approaches based on spherical harmonics, their addition theorems, Legendre 

polynomials, Wigner rotation matrices, and a confusing number of angles between various 

axes [13, 90]. These methods lead to difficulties in fully understanding the physical meaning of 

the alignment tensor. 

The following development is a streamlined geometric approach, similar to the original 

derivation by Saupe [76, 79], based on the Cartesian representation of vectors. Except for the 

most basic rules of matrix and vector multiplication, only elementary mathematics is needed 
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to derive the alignment tensor. Understanding of the alignment tensor is achieved in the later 

part using the explanation of the concept of the related probability tensor. Numerical 

examples and illustrating figures are used to convey the physical meaning of these tensors. 

Various expressions for the residual dipolar coupling constants commonly found in the 

literature are also derived from the presented key results. 

3.2.1. Static Dipolar Coupling Hamiltonian 

Let us consider two spins I and S with an internuclear vector R
v

 (figure 3-2). This vector can 

be expressed in the form 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
==

z

y

x

r
r
r

 Rr RR vv
 [3-1],

where R  is the distance between the two nuclei and rv  is a unit vector pointing in the 

direction of R
v

. 

 
 

Figure 3-2: Definition of the angle θ  between the internuclear vector R
v

 (connecting spins I 

and S) and the magnetic field vector B
v

. The unit vectors rv  and b
v

 point in the direction of R
v

 

and B
v

, respectively. 

 

Similarly, the vector representing the external magnetic field B
v

 can be expressed in the form 

⎟
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⎟

⎠

⎞

⎜
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⎝

⎛
==

z

y

x

b
b
b

 Bb BB
vv

 [3-2],

where B  is the magnitude of the static magnetic field, and b
v

 is a unit vector pointing in the 

direction of the magnetic field. In the lab frame ( Lx , Ly , Lz ), where by convention the 

magnetic field points along the Lz  axis, the (truncated) dipolar coupling Hamiltonian has the 

form [32], 
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⎭
⎬
⎫

⎩
⎨
⎧ −−= LLLLLL

2
1

2
12 yyxxzzD SISISIDπH  [3-3].

If the spins I and S are heteronuclear, the second and third term in the bracket can be 

neglected, resulting in the simpler weak dipolar coupling Hamiltonian 

LL2
zzD SDIπ=H  [3-4],

(which has the same form as the weak heteronuclear J-coupling Hamiltonian). In both cases, 

the dipolar coupling constant (which in the weak coupling limit corresponds directly to the 

experimentally observed line splittings in units of Hz) [32] is: 

⎟
⎠
⎞

⎜
⎝
⎛ −=

3
1cos2

3 θκ
R

D  [3-5],

where θ  is the angle between the internuclear vector and the magnetic field (figure 3-2). 

The term, 

h028
3 µγγ
π

κ SI−=  [3-6],

depends only on physical constants: the gyromagnetic ratios Iγ  and Sγ  of spin I and S 

respectively, the Planck constant π2/h=h , and the permeability of vacuum 0µ  [32]. E. g., for 

1H-1H, 13C-1H and 15N-1H spin pairs, κ  = 3Å kHz 360.3- , 3Å kHz 90.6-  and 3Å kHz 36.5 , 

respectively. The maximum possible value of θ2cos  is 1 (for πθ or  0= ), and hence, 

according to Eq. [3-5], the maximum possible dipolar coupling constant is  
33

max / )3/2()3/11(/ RRD κκ =−=  [3-7],

which corresponds, e. g., to 21.7 kHz for a 15N-1H spin pair with distance Å 04.1=R . 

Remembering that the scalar product between two unit vectors is identical to the cosine of the 

angle θ  between the two vectors, the term θcos  (Eq. [3-5]) can always be expressed in the 

form 

r bcos T vv
=θ  [3-8].

Here, Tb
v

 is a row vector (the transpose of the column vector b
v

) which allows us to write the 

scalar product of the two vectors as a usual matrix product between the 1x3 matrix Tb
v

 and the 

3x1 matrix rv  (vide infra). 

3.2.2. Time Dependent and Average Dipolar Coupling Hamiltonian 

Now let us consider the two spins I and S to be part of a molecule in solution. The magnetic 

field vector B
v

 is constant (pointing along the Lz  axis), in the laboratory frame, but the 

internuclear vector R
v

 is now time-dependent (figure 3-3 (A) ). 
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Figure 3-3: Effect of molecular tumbling of a rigid molecule as seen (Panel A) from the lab 

frame of reference (with axes Lx , Ly , Lz ) and (Panel B) from an arbitrary molecular frame 

of reference (with axes x, y, z). In the lab frame (Panel A), the magnetic field B
v

 is constant 

and points by definition along the Lz  axis, whereas the internuclear vector R
v

 keeps 

changing its direction. In a molecular frame (Panel B), the situation is reversed: here, any 

given internuclear vector is constant, whereas the orientation of the magnetic field is time-

dependent. 

 

For simplicity, let us assume that the molecule is rigid (no internal dynamics and constant 

distance R), such that the time-dependence of R
v

 is solely due to the rotational tumbling 

motion of the molecule. Hence, the term θcos  (and as a result also the dipolar coupling 

constant D and the dipolar coupling Hamiltonian) is time-dependent. For proteins, the 

rotational correlation time is in the order of nanoseconds and on the time-scale of the NMR 

experiment, only the time-averaged dipolar Hamiltonian DH  gives rise to splittings in the 

spectrum (relaxation effects caused by the fluctuations of the dipolar Hamiltonian will not be 

considered here). The time-averaged dipolar coupling constant  

⎟
⎠
⎞

⎜
⎝
⎛ −=

3
1cos2

3 θκ
R

D  [3-9],

represents the so-called residual dipolar coupling constant, which depends on the average 

alignment of the molecule. 

3.2.3. Outline of the Key Results 

The goal of the further discussion is to derive a general approach for the calculation of D  for 

any pair of spins if the “alignment properties” of the molecule are known. Before going into 

the formal derivation, a brief outline of the steps and the final result is given. First, let us 
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move from the lab frame ( Lx , Ly , Lz ) (figure 3-3 (A) ) to a frame of reference (x, y, z) that 

is fixed to the molecule. In this frame of reference, the term θ2cos  can be conveniently 

expressed with the help of a probability tensor P, which is a second order approximation of 

the orientational probability distribution of the direction of the external magnetic field in the 

molecule-fixed frame of reference [13, 32]. This probability tensor P can be represented by an 

ellipsoid (figure 3-4 (A) ) with a fixed orientation in the chosen molecular frame (x, y, z). The 

principal values xP~ , yP~  and zP~  of the probability tensor (i.e., the lengths of the half axes of the 

probability ellipsoid) are the probabilities of finding the magnetic field along the 

corresponding principal axes of the probability ellipsoid, and hence xP~ + yP~ + zP~ =1. 

 

 
 

Figure 3-4: The molecule, a given internuclear vector R
v

 and the probability ellipsoid (a 

graphical representation of the probability tensor P, cf. Eq. [3-23]) are shown (Panel A) in 

an arbitrarily chosen molecular frame (cf. figure 3-3 (B) ) and (Panel B) in the special 

coordinate system (with axes x~ , y~ , z~ ) defined by the principal axes of the probability 

ellipsoid. 

 

For example, for an isotropically reorienting molecule, xP~ = yP~ = zP~ =1/3, and the probability 

ellipsoid is reduced to a sphere (figure 3-5 (C) ). On the other hand, if a molecule is fully 

aligned, xP~ = yP~ =0 and zP~ =1 (by convention, the principal elements are ordered with 

increasing magnitude), i.e., the probability tensor is reduced to a single line in the direction of 

the magnetic field. 

In general, the principal axes of the probability ellipsoid define a special molecule-fixed axis 

system ( x~ , y~ , z~ ), in which the calculation of residual dipolar coupling constants is 
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especially simple (figure 3-4 (B) ): If one knows the three Cartesian components xr~ , yr~  and 

zr~  of any given internuclear unit vector rv  in this principal axis system, the term θ2cos  in 

Eq. [3-8] is simply given by  
222

~~~~~~
2cos zzyyxx rPrPrP ++=θ  [3-10].

If this simple equation (derived below) is inserted into Eq. [3-9], the residual coupling 

constant can be predicted for any arbitrary spin pair in a molecule, as long as the orientation 

and principal values of the probability tensor are known. 

 

 
 

Figure 3-5: Examples of three characteristic probability ellipsoids (graphical representations 

of the probability tensor P, cf. Eq. [3-23]) as seen from the principal axis system with axes x~ , 

y~ , z~  (cf. figure 3-4 (B) ). Panel A shows an axially symmetric probability ellipsoid with  

xP%  = yP%  = 0.25 and zP%  = 0.5 (Panel A). Panel B depicts a rhombic probability ellipsoid with 

xP%  = 0.2, yP%  = 0.3 and zP%  = 0.5. Panel C shows an isotropic probability ellipsoid with 

xP%  = yP%  = zP%  = 1/3. 

 

With this key result, one can calculate everything and one could stop here, except that residual 

dipolar coupling constants are commonly not expressed in terms of the introduced probability 

tensor P (corresponding in general to a real symmetric 3x3 matrix with trace 1) but in terms of 

its traceless part (its “resolvent”) 1P 3/1− , which is called the alignment tensor A [12]: 

1PA
3
1

−=  [3-11].

The three principal components xA~ , yA~  and zA~  of the alignment tensor A are simply given 

by, 

3
1 and

3
1,

3
1

~~~~~~ −=−=−= zzyyxx PAPAPA  [3-12],
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and the principal axes of A and P are identical. 

Note that in contrast to the probability tensor P (figure 3-4 and figure 3-5), the alignment 

tensor A cannot be represented as an ellipsoid, because one or two of the principal 

components xA~ , yA~ , and zA~  of the alignment tensor are negative if any of the three 

components is nonzero due to 0~~~ =++ zyx AAA . Alternative graphical representations of the 

alignment tensor are shown in figure 3-6 and figure 3-7 (vide infra).  

 

 
 

Figure 3-6: Graphical representations of the alignment tensors (Panel A) which correspond 

to the three probability tensors shown in figure 3-5 (A-C). The principal components of the 

alignment tensor are (A) 12/13/125.0~~ −=−== yx AA , 6/13/15.0~ −=−=zA , (B) 

15/23/12.0~ −=−=xA , 30/13/13.0~ −=−=yA , 6/13/15.0~ =−=zA  and (C) 

03/13/1~~~ =−=== zyx AAA . The plots show the surfaces where ( ) -33T Å1/rr =Rvv A  (blue 

surface) or -1 -3Å  (red surface) if the x~ , y~  and z~  axes are labeled in units of Å. 

 

In terms of the principal components of the alignment tensor, the term )3/1cos( 2 −θ  in the 

equation for the residual dipolar coupling constant (Eq. [3-9]) can be expressed as 

222

~~~~~~
2

3
1cos zzyyxx rArArA ++=⎟

⎠
⎞

⎜
⎝
⎛ −θ  [3-13].

If this equation is inserted into Eq. [3-9], it is again possible to predict the residual coupling 

constant for any arbitrary spin pair in a molecule, provided that the orientation and principal 

values of the alignment tensor are known.  

 

Conversely, the alignment tensor A (or the probability tensor P) can be determined if a 

sufficient number of experimental dipolar coupling constants are measured for a given 

molecule [91]. As will be shown below, the alignment tensor A (and the probability tensor P) is 
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characterized by five independent parameters. Therefore, at least five dipolar coupling 

constants need to be measured in order to determine the five unknown parameters [91]. In 

many cases, it is also possible to accurately predict the alignment tensor A [92] or the 

probability tensor P for a given molecule in a given liquid crystalline solvent, and hence to 

predict the expected dipolar coupling constants for a proposed molecular structure from first 

principles.  

 

 
 

Figure 3-7: For the three cases shown in figure 3-5 and figure 3-6 with (A) 12/1~~ −== yx AA , 

6/1~ −=zA , (B) 15/2~ −=xA , 30/1~ −=yA , 6/1~ =zA  and (C) 0~~~ === zyx AAA  the scaling 

factor )3/1cos( 2 −θ  is color-coded on a unit sphere as a function of the orientation of the 

internuclear vector R
v

 (white: vanishing scaling factor, blue: positive scaling factor, red: 

negative scaling factor). 

3.3. Derivation of the Probability and Alignment Tensors 

The definition of θcos  via the scalar product of the unit vectors b
v

 and rv  (cf. Eq. [3-8]) is 

valid in any frame of reference. Hence, θcos  can expressed in the molecular frame as a 

function of the components of the unit vectors b
v

 and rv , which point in the (varying) direction 

of the magnetic field B
v

 and of the (constant) internuclear vector R
v

(cf. Eq [3-1] and [3-2], 

respectively: 

( )
⎟
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⎠

⎞

⎜
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⎝

⎛
=⋅=
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x

zyx

r
r
r

tbtbtb )()()(rbcos T vv
θ  

zzyyxx rtbrtbrtb )()()(         ++=  

[3-14],

where (t) represents time-dependent form (in the molecule-fixed frame) and 
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Note that Eq. [3-15] can also be expressed in the form  
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Hence, the time average of θ2cos  is given by 
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The matrix 
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is called the probability matrix [14]. For a known probability matrix P, the residual dipolar 

coupling constant (Eq. [3-9]) is given by 

⎟
⎠
⎞

⎜
⎝
⎛ −=

3
1r r T

3
vv  P

R
D κ  [3-19].

The matrix P is real, symmetric, and has a trace of 1 because  

{ } ( ) 1)()()()()()(tr 222222 =++=++=++= tbtbtbtbtbtbPPP zyxzyxzzyyxxP  [3-20],

since by definition, b
v

 is a unit vector, and hence, 1)()()( 222 =++ tbtbtb zyx  for all times t. 

Therefore, P is fully specified by only five independent parameters. The matrix P can be 

represented graphically as an ellipsoid (figure 3-4 and figure 3-5). The three principal axes x~ , 

y~  and z~  of this ellipsoid are defined by the three eigenvectors of the matrix P and the lengths 

of the three half axes are defined by the eigenvalues xP~ , yP~  and zP~  (figure 3-4 (A) ). 

In the special frame of reference defined by this principal axis system (figure 3-4 (B) ), the 

matrix P is diagonal: 
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In this case the eigenvalues (principal values) 
2

~~ xx bP = , 
2

~~ yy bP =  and 
2

~~ zz bP = are the 

probabilities to find the magnetic field along the principal axes x~ , y~  and z~ , respectively. 

Therefore let us call P simply the probability tensor. (Rigorously, P corresponds to the sum of 

the zero and second order term of a spherical harmonics expansion of the probability 

distribution function describing the orientation of a reference vector relative to a rigid 

body [80, 93]). 

In the principal axis system, Eq. [3-19] for the calculation of the residual dipolar coupling 

reduces simply to  
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For example, in the static case, 
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The matrix has a much simpler form in the principal axis frame ( x~ , y~ , z~ ) where the z~  axis 

is parallel to the vector b
v

. In this reference frame, 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

1
0
0

b
b
b

b

z~

y~

x~v
 and 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

100
000
000

P  [3-24].

In this case, the probability ellipsoid is reduced to a line along the z~  axis and the dipolar 

coupling constant is 

⎟
⎠
⎞

⎜
⎝
⎛ −==

3
12

~3 zrR
DD κ  [3-25].

For a completely isotropically reorienting molecule, the averages )()( tbtb yx , )()( tbtb zx , 

)()( tbtb zy  are zero, and 3/1~~~ === zyx PPP , i.e., the probability matrix 
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is diagonal in any molecule-fixed frame of reference. Hence, there is an equal probability of 

1/3 of the magnetic field direction pointing along all three axes of reference. The 

corresponding probability ellipsoid is a sphere with radius 1/3 (figure 3-5 (C) ), and the 

residual dipolar coupling constant is  

( ) 0
3
1

3
1 2

~
2

~
2

~3 =⎟
⎠
⎞

⎜
⎝
⎛ −++

κ
= zyx rrr

R
D  [3-27].

Figure 3-5 A shows an example of an axially symmetric probability ellipsoid with the 

principal values 25.0~~ == yx PP  and 5.0~ =zP . Figure 3-5 B shows an example without axial 

symmetry where 2.0~ =xP , 3.0~ =yP  and 5.0~ =zP . Note that the lack of axial symmetry 

simply means that there are two different probabilities yx PP ~~ ≠  of the magnetic field pointing 

along the principal axes x~  and y~  of the molecule-fixed probability tensor. However, this 

does by no means implying that in the lab frame there are different probabilities for the 

molecule to be aligned along the Lx  or Ly  direction. For example in the case shown in 

figure 3-5 B, 2.0~ =xP , 3.0~ =yP  and 5.0~ =zP  are the probabilities that the x~ , y~  and z~  axes 

are aligned parallel to 0B . 

In the NMR literature, it is not customary to consider the probability tensor P (which can be 

nicely depicted as an ellipsoid), but to use its traceless part which is called the alignment 

tensor 

1PA
3
1

−=  [3-28].

If one multiplies A from the left with the unit row vector Trv  and from the right with the 

column vector rv  and using Eq. [3-17] and Eq. [3-28], one gets, 

3
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vvvv

   P 

 1P A -

 [3-29],

which can also be used to calculate the residual dipolar coupling constant in Eq. [3-19]: 
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( )r r T
3

vv  A
R

D κ
=  [3-30].

P and A have the same principal axis system ( x~ , y~ , z~ ) (except for a possible reordering of 

the axis labels if the convention is used that zyx PPP ~~~ ≤≤  and zyx AAA ~~~ ≤≤ ), and the 

principal values are related by 

3
1

~~ −= xx PA , 
3
1

~~ −= yy PA  and 
3
1

~~ −= zz PA  [3-31],

with .0~~~ =++ zyx AAA  

In the principal axis system 

2
~~

2
~~

2
~~

2

3
1cos zzyyxx rArArA ++=⎟

⎠
⎞

⎜
⎝
⎛ −θ  [3-32],

and hence, the residual dipolar coupling constant is given by 

( )2
~~

2
~~

2
~~3 zzyyxx rArArA

R
D ++=

κ  [3-33].

The alignment tensor cannot be represented as an ellipsoid, because at least one of the 

principal values is always negative if 0≠A . In figure 3-6, a graphical representation of the A 

tensors is shown which correspond to the P tensors shown in figure 3-5. The plots show the 

surfaces where the term 3

T r r
R

vv  A  is constant. Hence, if spin I is assumed to be located at the 

origin, the plots show the possible locations of spin S for which the residual dipolar coupling 

constant has the same magnitude. For the case of an isotropically reorienting molecule 

(spherical probability tensor), the residual dipolar coupling is always zero, and no such 

surface exists. 

The dependence of the scaling factor ( 3/1cos2 −θ ) on the orientation of the internuclear 

vector is sometimes shown by the color of a unit sphere. For the three cases shown in 

figure 3-6 and, the corresponding color coded surface representations of the alignment tensors 

are shown in figure 3-7. The color represents the scaling factor (white: 0, blue: positive, red: 

negative) of a residual dipolar coupling constant if spin I is located at the origin and spin S is 

moved over the surface, i.e., assuming a constant internuclear distance. 

For example, in the axially symmetric case shown in figure 3-7 A with 12/1~~ −== yx AA  and 

6/1~ =zA , the scaling factor ( 3/1cos2 −θ ) is zero if the z~ -component of the internuclear 

vector is 3/1~ =zr , which is a straightforward result if Eq. [3-32] is set to zero and using 

2
~

2
~

2
~ 1 zyx rrr −=+ . This corresponds to an angle of °== 74.543/1arccosϑ  (the magic angle) 
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between the internuclear vector and the z~ -axis. For the case shown in figure 3-7 (B) with 

15/2~ −=xA , 30/1~ −=yA  and 6/1~ =zA  , the polar angle ϑ , when the scaling factor is zero, 

depends also on the azimuthal angle ϕ  between the x~ -axis and the projection of rv  on the 

x~ / y~  plane. For example, in the x~ / z~  plane, the scaling factor is zero if 3/2~ =zr  

(corresponding to ( ) °== 19.483/2arccosϑ ), and in the y~ / z~  plane, the scaling factor is zero 

if 6/1~ =zr  ( °== 91.656/1arccosϑ ). In the isotropic case shown in figure 3-7 (C), the 

scaling factor )3/1cos( 2 −θ  is zero for all orientations of the internuclear vector R
v

. 

3.4. Expression of Dipolar Coupling Constant in Various Formats 

In this section, the key equations (Eq. [3-22] and Eq. [3-33]) for the calculation of the residual 

dipolar coupling constant D  are re-expressed in various forms commonly found in the 

literature. If the unit vector rv  is defined in terms of the polar coordinates ϑ  and ϕ  in the 

principal axis system of the alignment tensor A, then  
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and hence (according to Eq. [3-32]): 
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This can be simplified by noting that ( ) 2/2cos1cos2 ϕϕ +=  and ( ) 2/2cos1sin2 ϕϕ −= :  
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 [3-36].

Since A is a traceless matrix, zyx AAA ~~~ −=+ , and Eq. [3-36] can be rewritten as 

ϕϑϑϑθ 2cossin
22

sincos
3
1cos 2~~2
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2 yx
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The pre-factor of zA% can be further simplified by using the relation ϑϑ 22 cos1sin −= : 

( )

( )1cos3
2
1                         

2
cos1cos

2
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2
2

2
2

−=

−
−=−

ϑ

ϑϑϑϑ
 [3-38].

Thus, 
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Eq. [3-39] can alternatively be expressed in terms of the principal values xS % , yS %  and zS %  of 

the Saupe matrix (or order matrix) S, which is simply the alignment matrix A scaled by a 

factor of 3/2, if the optical axis of the liquid crystal is collinear with the direction of the 

magnetic field [76, 79]:  

AS
2
3

=  [3-40].

Hence, 
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Often, the axial component aA  of the alignment tensor is defined as [12] 

zza SAA ~~
2
3

==  [3-42],

and the rhombic component rA  of the alignment tensor is defined as 

( )yxyxr SSAAA ~~~~
3
2

−=−=  [3-43].

With these definitions, Eqs. [3-39] and [3-41] can be expressed as 
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which in turn is often written as 
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where  

a

r

A
AR =  [3-46],

is called the rhombicity of the alignment tensor and  
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=

−
=η  [3-47],

is called the asymmetry parameter which describes the deviation from axially symmetric 

ordering [13]. 
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3.4.1. Representation of a Highly Rhombic Tensor 

An alignment tensor is called highly rhombic if the main contributions come from the y~A  and 

z~A  terms. For example, if an alignment tensor has three components such as 1.0Ax~ = , 

4.0Ay~ =  and 5.0Az~ = , then it is a highly rhombic tensor. Such a tensor is presented in 

figure 3-8. 

 

A B

 
 

Figure 3-8: Graphical representations of the highly rhombic alignment tensors (A) which 

correspond to the probability tensor shown in figure 3-5 (B). The principal components of the 

alignment tensor are 30/73/11.0Ax~ −=−= , 15/33/14.0Ay~ −=−= , 6/13/15.0~ =−=zA . 

In panel (B), the scaling factor )3/1cos( 2 −θ  is color-coded on a unit sphere as a function of 

the orientation of the internuclear vector R
v

 (white: vanishing scaling factor, blue: positive 

scaling factor, red: negative scaling factor). 

3.5. Alignment Tensor in the Presence of Internal Motion 

The discussion up to this point was made under the assumption of a rigid molecule tumbling 

in solution. In the presence of internal motions the derivation of residual dipolar couplings 

becomes more complicated [13, 20, 94]. Provided the alignment process is not affected by 

intramolecular motion, the analysis is relatively straightforward. If the internal motion of the 

internuclear vector rv  is axially symmetric with respect to the average orientation avrv , the 

dipolar coupling expected for this average orientation is scaled by a factor λ , which is 

identical to a generalized order parameter S (0 ≤  S ≤  1) [94]. The latter corresponds 

mathematically to the spin relaxation order parameter [20, 21], but exhibits a sensitivity to 
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motions extending to the millisecond time scale [13, 94]. This leads to the following equation of 

the residual dipolar coupling constant: 

( ){ }ϕϑηϑκ 2cossin1cos3
3

22
3 +−=

R
A

SD a  [3-48].

This expression is often rewritten using the maximum dipolar coupling 3
max /)3/2( RD κ=  

(cf. Eq. [3-7]) or the so called magnitude of the residual dipolar coupling tensor [90]: 

2/max aa ADD =  [3-49].

Therefore, 
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[3-50],

where 2/)1cos3()( 2
2 −= xxP  is the second-order Legendre polynomial.  

3.6. Generalised Degree of Order  

To conclude, the concepts of the generalized degree of order (GDO) of a given alignment 

tensor A [95] and the generalized angle between two different alignment tensors )1(A  and 
)2(A  [96] will be introduced using the results obtained in the previous section. 

In complete analogy to the scalar product between two real vectors, the scalar product 

between two real matrices (e. g. two alignment matrices )1(A  and )2(A ) is defined as 

∑=
ji

ijij AA
,

)2()1()2()1( | AA  [3-51],

and the norm A  of the real matrix A is given by 

∑==
ji

ijA
,

2| AAA  [3-52].

The maximum order is found for the static case, where the probability tensor maxP  is given by 

Eq. [3-24] in the principal axis system. The corresponding maximum alignment tensor 

1PA 3/1maxmax −=  has the form 
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3/200
03/10
003/1
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The norm of maxA  is given by 
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The generalized degree of order (GDO) of a given order matrix A  can be defined as  

A
A

A
2
3GDO

max

==  [3-55].

In terms of the Saupe matrix AS 2/3=  (cf. Eq. [3-40]), this can be written as [13, 95], 

S
3
2GDO =  [3-56].

In literature, the symbol “ϑ ” is often used for the GDO but will not be used here in order to 

avoid confusion with the polar angle ϑ  defined in Eq. [3-34]. 

The GDO is independent of the molecular-fixed frame, in which the alignment tensor A  is 

expressed. In the principal axis system only the diagonal elements of A  are nonzero and  

Eq. [3-55] simplifies to  
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For axially symmetric alignment tensors ( 2/~~~ zyx AAA −== ) this simplifies further to [95]: 

zz

zzzz

SA

AAAA

~~

2
~

2
~

2
~

2
~

2
3         

2
3

4
1

4
1

2
3GDO

==

=⎟
⎠
⎞

⎜
⎝
⎛ ++=

 [3-58].

With the help of the scalar product, a generalized angle β  between two alignment tensors 
)1(A  and )2(A  can be defined, which corresponds e. g. to two different alignment media. 

If the matrix representations of )1(A  and )2(A  are given in a common molecular frame of 

reference, the cosine of the generalized angle β  between these alignment tensors can be 

defined as their normalized scalar product [96]: 

)2()1(

)2()1(  |
  cos

AA

AA
=β  [3-59].

3.7. Conclusion 

A non-isotropic orientational distribution of a molecule can be created by creating anisotropy 

in the solution either by magnetic field or by addition of external alignment media. This gives 

rise to non-zero averaged dipolar coupling. For using these couplings as structural constraint, 

familiarity with the concept of the alignment tensor is necessary. 



3   Residual Dipolar Couplings: Introduction and Theory 40 

An intuitive introduction to the alignment tensor and an elementary derivation of key 

equations was accomplished in this chapter. Vital concepts like the probability tensor and 

alignment tensor were discussed. Various formats, often used in the literature, were also 

derived in a simple approach based on the Cartesian representation of vectors. This approach 

was extended to derive dipolar coupling constant equation in the time dependent case as well 

as in the presence of two alignment media. 
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4. Practical Aspects of Residual Dipolar Couplings: Subdomain 

Orientation in VAT-N  

Frontier work in the biomolecular NMR spectroscopy, in recent years, was mainly done in the 

area of finding/optimizing alignment media, developing practical methods for measuring and 

analyzing RDCs, and utilizing RDCs for subsequent structure calculations. This chapter 

contains some of these developments and demonstrates an application of RDCs, showing their 

ability to precisely define the subdomain orientation in a multi-domain protein (VAT-N: 

20.5 kDa). 

4.1. Alignment Media 

The choice of the alignment medium is always critical before actually starting RDC 

measurements. It mainly depends upon various factors (mostly physical properties) such as 

pH and temperature compatibility, surface charges, stability, solubility, affinity to the protein 

under study etc. Some of the alignment media and their properties are listed in table 4-1. This 

information can be helpful in particular to choose one of these alignment media suited for 

biomolecules under consideration. 

Amongst them, bicelles (composed of DMPC-DHPC), phages (bacteriophage Pf1) and 

polyacrylamide gels have fetched more attention and were used more intensively compared to 

other alignment media because of their efficacy and availability. Therefore, a discussion 

related to these alignment media will follow. 

 



 

Table 4-1: Media used to align molecules and measure residual dipolar coupling. 

 

Medium Orientation/shape/Temp.[°C] Features Major Applications Ref. 

DMPC:DHPC Perpendicular/disc/27–45 Other lipids can be substituted 
Proteins, nucleic acids, 

carbohydrates 
[12, 97] 

DMPC:DHPC:CTAB Perpendicular/disc/27–42 For positively charged proteins 
Proteins, nucleic acids, 

carbohydrates 
[98] 

DMPC:DHPC:SDS Perpendicular/disc/27–42 For negatively charged proteins 
Proteins, nucleic acids, 

carbohydrates 
[98] 

DMPC:DHPC:DMPX Perpendicular/disc/35–40 For negatively charged proteins Membrane peptide [99] 

DMPC:CHAPSO Perpendicular/disc/30–40 Zwitterions Proteins, glycolipids [100] 

DIODPC:CHAPSO Perpendicular/disc/10–55 

Stable over wide range of pH (pH 1.0 till pH 6.0), 

only acidic conditions, hydrolysis resistant due to 

ether linkages 

Proteins [101] 

Pf1 Phage Parallel/rod-like/5–60 
Very easy to work, wide temperature and 

concentration range 

Proteins, nucleic acids, 

carbohydrates 

[102, 

103] 

Purple membrane Parallel/disc-like/< 70 Wide range of temperature 
Proteins, peptides, low 

concentration 
[96] 

DLPC-CHAPSO Perpendicular/disc/7–50 Wide range of temperature Proteins [104] 

DMPC:DHPC + Ln3+ Parallel/ disc/35–90 Changes direction of the orientation Proteins [105] 
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Medium Orientation/shape/Temp.[°C] Features Major Applications Ref. 

DBPC:DHPC Parallel/disc/8–40 Biphenyl group Carbohydrates [106] 

Rod shaped viruses Parallel/rod-like/5–60 
For hydrophobic patched proteins, wide temperature 

and concentration range 

Proteins, nucleic acids, 

carbohydrates 
[107] 

Strained Polyacrylamide 

gel 
Mechanical/gel/5–45 

Easy recovery of macromolecule but difficult to 

align 
Proteins [108] 

N-alkyl-poly(ethylene 

glycol)/n-alkyl alcohol + 

glucopone/n-hexanol 

mixture 

Perpendicular/lamellar/0–40 

Uncharged alignment medium, no effect of pH 

change, salt concentration and high protein 

concentration, stable, inert 

Proteins, nucleic acids [109] 

Charged Polyacrylamide 

gel (Acrylamide/acrylate 

copolymer) 

Mechanical/gel/5–45 
Charged acrylate results different alignment tensor 

than Polyacrylamide gel 
Proteins [110] 

Cetylpyridinium 

bromide/n-

hexanol/sodium bromide 

Parallel/lamellar/0–70 

Tolerant to buffer concentration, temperature and 

protein concentration, robust and versatile, sensitive 

to salt concentration 

Proteins, carbohydrates [111] 

Cellulose crystallite Perpendicular/??/37 
Readily producible, no interaction with protein, 

stable for solution conditions 
Proteins. [112] 

Filamentous bacteriophage 

fd 
Parallel/rod-like/5–60 

pH sensitive, pH modulates alignment  

tensor 
Proteins, nucleic acids [113] 
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Medium Orientation/shape/Temp.[°C] Features Major Applications Ref. 

Polyacrylamide-stabilized 

Pf1 phage 
Mechanical/gel/?? Robust Proteins, nucleic acids [114] 

Vanadium pentoxide or 

mineral liquid crystal 
Parallel/ribbons/20-?? pH < 3, negative charge Carbohydrates [115] 

Polystyrene gel 
Mechanical/gel/solvent 

dependent 

Robust, easily prepared, inert over wide range of 

conditions 
Peptides, organic molecules [116] 
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4.1.1. DMPC-DHPC Bicelles 

Dimyristoylphosphatidylcholine (DMPC) and dihexanoylphosphatidylcholine (DHPC) lipids, 

when mixed together in an aqueous solution, in 3:1 respective molar proportion, forms disk 

shaped objects of an average thickness of 41 Å (figure 4-1). 

 

 
 

Figure 4-1: The disk shaped assemblies composed of DMPC and DHPC form bicelles. Open 

circles denote the phospho-diester backbone, while long chain is denoted by criss-cross line 

representing carbons (DMPC: 14 carbons, DHPC: 6 carbons). DMPC makes up the bulk of 

the plane of the disc, whereas DHPC stabilizes the edges. An enlarged structure of DMPC is 

shown along with the 13C and 31P CSA tensors and their orientation with respect to the 

external magnetic field 0B . DMPC and DHPC have the same phosphate backbone with 

different length of aliphatic chain and therefore DMPC is more lipophilic than DHPC. 

 

Formation of disks is very similar to micelle formation except that these disks have two layers 

and therefore are called “bicelles” (Bilayered micelles). These disks align themselves, when 

placed in an external magnetic field, along the direction of 0B  and adopt a lamellar liquid 

crystalline phase. Aligned bicelles cause hindrance to the isotropic Brownian motion of the 

solvent and the solute molecule, making the motional averaging anisotropic. 

Deuterium, a quadrupolar nucleus, gives rise to a doublet pattern in an anisotropic medium. 
2H magnetization under quadrupolar coupling oscillates harmonically with the precession 

under Zeeman or CSA. As a consequence, one component of the time signal is zero for the 
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time signal evolving under pure quadrupolar interactions. This can be explained in terms of 

two counter-rotating vectors, which would correspond to the two lines (transitions). This is 

interpreted as a quadrupolar splitting of 2H in an anisotropic medium [117]. 

The lipid concentration and the deuterium splitting are in linear relationship above a threshold 

concentration of 1.5 wt % (figure 4-2 A) [118]. Therefore, the lipid concentration in the aligned 

solution and bicelle formation can be monitored by the quadrupolar splitting of the solvent 2H 

signal (figure 4-2 (B) ) which is used for achieving the field-frequency lock condition and 

often present in 10% concentration. 

 

A B

 
 

Figure 4-2: The spectrum of 2H shows a quadrupolar splitting (in the form of a doublet) in an 

anisotropic medium. The anisotropy was created by the addition of bicelles that align in the 

external magnetic field. (A) shows the dependence 2H quadrupolar splitting in D2O on bicelle 

wt %  [118]. (B) 2H quadrupolar splitting in D2O observed in the bicelles solutions prepared in 

our laboratory and which were used for further experimental work (cf. text). The presence of 

two well resolved and equally intense signals (a doublet) suggests that the sample is 

homogenous. 

 

Neutral behaviour of the above mentioned phospholipids over a wide pH range makes them 

applicable to both positively and negatively charged biomolecules. However, electrostatic 

interactions between protein and the bicelles can be tuned to some degree by the addition of 

small amounts (10 % of DHPC) of charged amphiphiles. This includes positively charged 

CTAB (cetyltrimethyl-ammonium bromide) [98], negatively charged SDS (sodium dodecyl 

sulfate) [98], and negatively charged DMPX (3,7-dimethyl-1-propargylxanthine) [99]. 
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Addition of low amounts of the bicelles to an isotropic protein sample does not affect the 

translational diffusion coefficient of protein [119] unless some affinity between the bicelles and 

protein exists. 

Bicelles are known to undergo hydrolysis within 2-3 weeks of preparation (at pH 6.0-7.0) 

because of their phospho-diester backbone. Therefore, it is necessary to prepare them freshly. 

4.1.2. Experimental Procedure for the Preparation of Bicelles 

Here is a procedure which was frequently used in our laboratory for the bicelle preparation 

(15% w/v) in an Eppendorf tube (Eppendorf AG, Hamburg, Germany). DMPC, DHPC and 

CTAB (Avanti Polar Lipids Inc., Alabaster, AL, USA) were obtained and kept at 243 K. A 

buffer solution was prepared from 80 mM potassium phosphate in H2O at pH 5.9 with 

120 mM NaCl, and 5 mM NaN3 and will be referred to as "buffer" here afterwards. 

DMPC (77 mg, 90 µmol) was suspended in 200 µL of buffer. DHPC (17 mg, 30 µmol), in 

1/3 molar proportion of DMPC, was dissolved in 100 µL buffer. CTAB (1.7 mg, 4 µm) was 

dissolved with 50 µL of buffer. All the suspensions and solutions were vortexed 

independently. DMPC was still suspended in 200 µL due to its high lipophilicity whereas 

DHPC and CTAB were easily soluble. The DHPC aqueous solution was then added to the 

DMPC suspension and the empty eppendorf was washed with 100 µL buffer solution twice. It 

should be noted here that the bicelle formation did not took place when DMPC suspension 

was added to the aqueous DHPC solution. This mixture was vortexed for 3 min. and kept on 

ice for 5 min. This was repeated 3 times. Subsequently, the CTAB solution was added to it 

and the empty eppendorf was washed with the remaining 50 µL of buffer. This solution was 

allowed to stay at 310 K for half an hour, after vortexing for a minute. Soon after, the 

solution-suspension was vortexed for 1 minute and kept on ice for 15 min. This cycle of 

warming and cooling was repeated until the solution become homogenous and obtained a 

viscous phase above 297 K. 

Soon after, bicelles were kept at 276 K for 18 hrs. The standing duration of 18 hrs is critical 

for bicelle formation. Bicelles did not form completely in the magnet at 6 and 12 hrs of 

standing time which resulted in an isotropic 2H signal along with quadrupolar splitted 2H 

resonance. 

The NMR sample was prepared in a shigemi tube (Shigemi Co., Ltd, Tokyo, Japan), by 

mixing 100 µL bicelle stock, 180 µL protein solution and 20 µL D2O. The shigemi tube was 

transferred from the ice bath into the preheated (313 K) magnet such that the sample 

experiences a fast temperature transition. This quick transition is necessary for DMPC to 
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undergo a phase transition at 298 K which facilitates formation of bicelles. A slow phase 

transition does not allow proper bicelle formation. 

4.1.3. Filamentous Phage Pf1 

Bacteriophage Pf1 have been used most extensively for the biomolecule alignment [102] 

mainly because it is very easy to use and can be directly added to the sample. It gains 

advantage over bicelles as no meticulous experimental preparation is needed. 

It consists of a single stranded circular DNA genome packaged in coat protein (ca. 1:1 ratio) 

which forms a rod (ca. 60 Å in diameter and ca. 20,000 Å in length). This rod orients with its 

long axis parallel to the field. Phages are extraordinarily stable to different conditions in the 

solution, and unlike the bicelles, the ordered phase exists over a wide temperature range 

(278 -350 K). Moreover, the phage fully aligns over a very wide range of phage 

concentration. Pf1 appears particularly well suited for studies of nucleic acids. Since Pf1 is 

negatively charged at physiological pH (pI = 4.0), negatively charged nucleic acid molecules 

will not bind to the phage particle, thereby preventing unfavorably high levels of alignment or 

sample aggregation [102]. The high negative charge and inability to vary the charge makes 

phages less applicable to highly positively charged macromolecules. However, in a systematic 

study, low concentrations (ca. 2-4 mg/mL) of phage were shown to align positively charged 

proteins [120]. 

4.1.4. Polyacrylamide Gel 

Cross-linked polyacrylamide swells in an aqueous solution to form a gel. These gels are 

elastic, neutral, hydrophilic and chemically inert. Cross-linking provides cavities in which 

macromolecules can diffuse. Staining these cavities (i.e., the gel) vertically or horizontally 

creates restricted motion and thus anisotropy [108, 121]. This property can be exploited to use 

these gels for measuring RDCs. 

Initially, polymerization of the gel is carried out in the presence of a cross-linking agent (e. g. 

N,N´-methylenebisacrylamide), an initiator and in the absence of protein. The gel can be later 

dried for storage purpose. At the time of use, the gel is allowed to swell in the solution 

containing protein. However, this approach suffers largely from slow diffusion of the protein 

into the tiny cavities of the gel. Another approach utilizes polymerization of an acrylamide 

sample additionally in the presence of the protein sample. The presence of the protein in the 

same solution during polymerization helps avoiding the problem of possible slow diffusion of 

the protein into tiny cavities. 
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The staining, in either case, can be produced by using the piston from the shigemi tube or by 

allowing the gel to expand along the vertical axis. A commercial device for inserting partially 

swollen gel into an NMR tube is meanwhile available [122]. 

4.2. NMR Experiments for Measuring RDCs 

The NMR methods for measuring coupling constants can be divided into two general 

categories: frequency resolved methods where separation of peak centers is measured in a 

frequency domain [123], and intensity based (J-modulated) experiments, where the coupling is 

extracted from the resonance intensity [64, 124-126]. The principle underlying quantitative J-type 

experiments is to pass the observed signal through a period in which the intensity is 

modulated by a known function of the spin-spin coupling. As the modulation by the coupling 

assumes a sinusoidal form, at least 6-10 points (i.e., experiments) are needed so as to acquire 

reasonably good data, which makes J-modulated coupling measurement a time demanding 

technique. The frequency resolved and intensity based methods are somewhat complementary 

because of different sources of systematic error. 

Three major approaches based on a frequency resolved method are discussed below. 

Nevertheless, the attainable accuracy and precision, with the use of any of these methods of 

measurement, highly depends on signal to noise ratio, line shape, number of additional 

passive couplings, and the method employed for extracting peak positions. It should also be 

noted that this section treats only measurement of 15N-1H one-bond scalar and dipolar 

coupling. Methodologies for measuring other couplings can be looked up elsewhere [127-129]. 

4.2.1. Coupled HSQC 

A simple method to record a heteronuclear coupling is by using a modified HSQC sequence 

(cf. section 2.4.2), where the spin decoupling pulse is omitted during the t1 period. This allows 

evolution of the coupling during the t1 period and J or J±D can be measured as the in-phase 

splitting in the indirect F1 dimension after spectral processing. The measurement of splittings 

in the indirect dimension (15N) is straightforward and often preferred over measurement in the 

direct dimension (1H) because of longer 15N spin-spin relaxation (T2). However, this approach 

leads to spectral crowding even with moderately medium sized proteins (< 9-10 kDa). 

4.2.2. 15N-1H-IPAP-HSQC 

Many techniques have been introduced to avoid the spectral crowding problem from the 

coupled HSQC, where separate collection of each component of the doublet in two different 
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spectra is done, e. g, spin-state selective excitation (S3E) experiments [130-133]. Conversely, the 

clean separation of doublet components using these techniques is often quite sensitive to the 

size of the one-bond couplings [134] which is variable particularly in the presence of additional 

contributions from dipolar couplings. 

An approach that is less sensitive to the variations in the couplings has been introduced to 

achieve spin-state separated spectra. This method is based on the collection of two spectra: in 

one of them, the coupling evolves in-phase (IP) and in the other the coupling evolves anti-

phase (AP) [134]. Addition and subtraction of these spectra yields two new spectra, each 

containing one of the doublet components. A pulse sequence of 15N-1H-IPAP-HSQC is shown 

in figure 4-3 (a working pulse program in the BRUKER pulse program format is given in 

section 9.1.1). This pulse sequence is designed specifically for the measurement of directly 

bonded 15N-1H couplings in doubly labeled proteins [134].  

 

 
 

Figure 4-3: 15N-1H-IPAP-HSQC experiment can be used to measure 1J±DNH couplings [134]. 

Narrow and wide pulses correspond to 90° and 180° pulses respectively. The sequence 

element "∆/2-180°(15N-1H)- ∆/2-90°φ4" (box) is only used for generating the anti-phase 

spectrum (AP) and is omitted for generating the in-phase (IP) spectrum. Phase cycling: 

φ1 = -y,y; φ2 = 2(x),2(-x) for IP; φ2 = 2(-y),2(y) for AP; φ3 = 4(x),4(y),4(-x),4(-y); 

φ4 = 8(x),8(-x); Receiver = x,2(-x),x for IP; Receiver = x,2(-x),x,-x,2(x),-x for AP. Quadrature 

detection in the t1 dimension is obtained by altering φ2 (IP) or φ2 and φ3 simultaneously (AP) 

in the States–TPPI manner; ∆ = 5.3 ms. 

 



4   Practical Aspects of RDCs: Subdomain Orientation in VAT-N 51 

The generation of the in-phase sub-spectra is simple and exactly identical to the regular 1H-

coupled 15N-1H HSQC which generates in-phase doublets in the F1 dimension. 

For a 15N spin (S) at an angular offset frequency Ω , coupled to its amide proton (I), anti-

phase S spin magnetization, yz SI2 , is generated at the end of the first INEPT transfer which 

later evolves according to, 
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where (IP) refers to the in-phase term present at the end of the t1 evolution period, which is 

not converted into observable I-spin magnetization, and (MQ) is unobservable two-spin 

coherence. 

In order to obtain the anti-phase component of the coupling, it is necessary to introduce a 

refocusing period prior to t1 evolution. This is accomplished using an "∆/2-180°(15N-1H)-∆/2-

90°φ4
" sequence element, 

yzNHyNHyz SIJSJSI 2 )cos( 2 )sin(2 (I)90 /2-S) (I,1802/ xx ∆+∆−⎯⎯⎯⎯⎯⎯⎯ →⎯ ∆−∆ ππ
oo

 [4-2].

The cosine term in the above equation is cancelled by phase cycling, which is not followed by 

the receiver. The Sy magnetization evolves into anti-phase magnetization during t1, 
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where xzSI  is now modulated anti-phase by the coupling. The reverse INEPT transfers 

magnetization back to protons and yields observable I magnetization, which is modulated by 
)t(i

1NH
1e)tJsin( ωπ − . 

After Fourier transformation, addition and subtraction of the two signals yields individual 

spectra for each component of the doublet [134]. The IPAP method has also been implemented 

in a variety of triple resonance NMR experiments for the detection of other couplings, e.g. 

N-CO [134]. 

4.2.3. TROSY-SemiTROSY (Tr-SmTr) 

Spin-state selective excitations are utilizing in TROSY experiment (cf. section 2.4.5). 

Appropriate use of the phase cycling for the selection of TROSY or semiTROSY signals can 

be achieved in two different experiments, leading to selection of either signal of the 

splitting [135]. Both spectra can be analyzed to extract the low frequency and high frequency 

signal. The difference in the frequencies, for a specific residue, corresponds to the coupling. 
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Since the TROSY signal is generated by the differential canceling of the CSA and the dipolar 

interaction, it has the narrowest possible linewidth. Therefore, the source of the error can be 

mainly the semi-TROSY signal. 

4.2.4. Comparison of the 15N-1H-IPAP-HSQC and TROSY-SemiTROSY Approach 

A destructive source of error in the IPAP method is the interference of the doublet pattern of 

two or more residues. For example, in an AP sub-spectrum, interference can arise due to 

overlap of the positive signal of a residue with the negative signal of the other. Since both the 

sub-spectra have almost twice the resonances, IPAP-HSQC is very prone to have such 

artifacts. Figure 4-4 B, a section of anti-phase sub-spectra, shows interference of positive 

signal of R58 with the negative signal of E37 and also negative signal of V54. Figure also 

illustrates interference of the positive signal of V24 with the negative signal of V11. 

Therefore, in the small section shown as an example, an error-free estimation of the dipolar 

couplings for R58, V54, V24 and V11 is impossible. 

 

 
 

Figure 4-4: The IPAP-HSQC method may have some artifacts. A connecting line between two 

signals denotes corresponding IP or AP doublets. A section of anti-phase sub-spectra 

showing artifacts arising due to interference of one of the doublet component of a residue 

with the other (black: positive and red: negative signal). Residues experiencing such errors 

are shown by thick blue lines. This artifact hampers measurement of the accurate coupling for 

both the residues. 
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Artifacts arising in such manner can be only circumvented by varying the magnitude of the 

alignment which can be cumbersome. 

In section 9.1.2, a comparison of couplings obtained by both, IPAP-HSQC and Tr-SmTr, 

approaches have been shown for a protein, VAT-N. According to this analysis, 74 % (43 out 

of 58) residues exhibited a good agreement (within respective error limits) and rest was in 

disagreement (26 % (15 out of 59) ) couplings. These residues were looked again 

systematically in the respective spectra and the J and the D couplings were re-extracted. Most 

of the disagreements (13 out of 15, ca. 84 % erroneous couplings) were caused by the 

presence of one of an artifact in the IPAP-HSQC experiments. 

Therefore, Tr-SmTr approach to measure couplings can be potentially useful, provided 

enough care is taken in obtaining good spectral resolution. 

4.3. Calculation of the Alignment Tensor 

After the extraction of the dipolar couplings, the alignment tensor can be calculated a priori to 

the structure calculation or refinement with RDCs. Knowledge of the fit of the predicted and 

the experimental alignment tensor can give a direct measure of the correctness and the quality 

of the structure of biomolecule under discussion. The most popular programs to achieve this 

task are MODULE [136] and PALES [92]. Both use a singular value decomposition algorithm [91] 

based on matrix manipulation for the calculation of predicted values of dipolar couplings from 

the input structure. Thus, both softwares need to have a reasonably well-defined starting 

structure for the calculation of predicted values of the alignment tensor. In case of non-

availability of starting structure, a histogram based approach can be used to calculate 

components of the alignment tensor [137]. 

Residual Dipolar Coupling constants define the quality of the structures by the deviation 

between experimental RDCs and predicted RDCs from the structural model, measured in 

terms of the 2χ and/or Q  value. The 2χ  and Q  are defined in Eq. [4-4] and [4-5]. 
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Q  is defined as the ratio of the mean square deviation between observed and calculated 

couplings and the mean square of the observed couplings [138]. 
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NMR structures calculated with RDCs typically exhibit Q  values between 0.05 and 0.3, 

whereas a non-RDC derived structure may have Q  values within 0.3 and 0.8 [139]. 

While MODULE interprets errors in the fit only by 2χ , PALES utilizes both approaches (i.e., 
2χ  and Q ). MODULE is designed to be very user-friendly, while PALES offers wide options 

for the calculation of the alignment tensor. It should be noted that the axial component, aA , of 

the alignment tensor generated by PALES is already divided by two (i.e., half) compared to the 

value generated by MODULE. Therefore, PALES facilitates the direct multiplication of aA  and 

maxD  for obtaining the magnitude of the alignment tensor, aD  (Eq. [3-49] ). 

4.4. Structure Calculation 

A break-through step in the routine use of RDCs has been its incorporation in the structure 

calculation algorithm. CNS [140] and its derivation XPLOR-NIH [141] incorporate RDCs as a 

structural restraint. 

CNS refines a NMR restrained structure using a simulated annealing approach in which an 

ensemble of molecule is heated to very high temperature, where it looses practically all 

physical interactions and contains a very high degree of freedom. These molecules are 

allowed to cool, soon afterwards, in extremely slow steps under restraints obtained by NMR 

experiments (cf. chapter 2 for discussion on other restraints). Molecules would slowly fall 

into various energy minima on the potential energy surface. 

During the course of cooling, restraints like NOEs, J-couplings, chemical shift information, 

H-bonds are utilized in the first place for obtaining an appropriate global fold. RDCs are 

employed in the later stages with more preference and are used only to fine-tune the structure. 

In the absence of motional averaging, a single residual dipolar coupling measurement restricts 

the orientation of an internuclear vector to two cones of orientations subtended by the angle θ  

relative to the magnetic field ( 0B ). 

Residual dipolar couplings are incorporated into the structure calculation by means of a 

penalty function [142, 143], which is generated by summing, for each measured residual dipolar 

contribution, the weighted (W ) square of the difference between the experimental splitting 

and the calculated splitting for a molecular structure, 

∑ −=
i

W 2
expi,calci,DD )D(DE  [4-6].

This penalty function (or pseudo-energy) is added to normal molecular and NOE distance 

constraint energies, and a search for a minimum energy structure is conducted using a 
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simulated annealing protocol [144-146]. A significant advantage of the simulated annealing 

approach is that it is easy to add residual dipolar pseudo-energy terms to a molecular 

dynamics force field along with other pseudo-energy terms for NOE and scalar coupling 

constraints. 

An input file of RDCs, in the CNS format, is given in appendix (cf. section 9.1.3). 

Additionally, a guess value of the alignment tensor is needed for the structure calculation. 

This includes, DFS (Depth First Search), aD  (magnitude of the alignment) and the rhombicity 

( R ). 

When more than one spin-pair generated dipolar couplings are used for the structure 

calculation, tensorial components of the other spin-pairs need to be scaled to the tensor 

components generated from the H-N spin pair. 

4.5. Application of RDCs: Determination of Subdomain Orientation of VAT-N 

4.5.1. Introduction to the VAT Complex 

Proteins of the AAA (ATPases associated with different cellular activities) family are 

involved in a large number of cellular processes, including membrane fusion, organelle 

biogenesis, protein degradation and cell cycle regulation [147]. They are characterized by a 

common motif that is defined by a sequence of 230–250 amino acids. It includes the Walker 

type A and B cassettes, which are important for ATP binding and hydrolysis, and other 

regions of similarity unique to AAA proteins [147]. 

One extensively studied AAA-ATPases is mammalian p97 (first termed VCP, for valosin-

containing protein [148] and its highly conserved homologues are identified in Saccharomyces 

cerevisiae (Cdc48p) [149, 150], Xenopus laevis [151], Thermoplasma acidophilum (VAT) [152] and 

many other organisms. 

VAT (Valosine-containing protein-like ATPases of Thermoplasma acidophilum) displays a 

tripartite domain structure, N-D1-D2, and homohexameric ring architecture. It has been 

shown to act as an ATP-driven protein unfoldase. 
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Figure 4-5: The hexameric VAT assembly consists of a tripartite domain structure of N-D1-

D2 of molecular weight 520 kDa. The N-domain (monomeric unit 20.5 kDa) is believed to be 

the substrate recognition domain. Equal sized D1 and D2 domains are responsible for ATP 

binding and substrate hydrolysis. Figure is generated from an EM image [15]. 

4.5.2. Solution Structure and the Subdomain Orientation in VAT-N 

The N-terminal domain of VAT, VAT-N (20.5 kDa), is believed to take part in the substrate 

binding and might be capable in the folding of permissive substrates [15]. 

The full unfoldase activity of VAT complex requires only ATP driven D1-D2 modules. 

Therefore, the role of the N-domain remains dispensable in the N-D1-D2 assembly. 

Therefore, it is believed that VAT-N controls access of substrate to the D1-D2 unfoldase 

machine, although the mechanisms of this control remain controversial. Various proposals, 

including the “entropic brush” mechanism [16], where VAT-N has the role of removing 

unwanted substrates from the main D1-D2 binding site, must be considered and evaluated. 

The solution structure of VAT-N [17] had been determined in our laboratory previously using 

mainly NOEs, H-bond, and scalar coupling information. The presence of two equally sized 

sub-domains, namely, VAT-Nn and VAT-Nc, was revealed from the structural studies. These 

two sub-domains are arranged into a kidney-shaped rather than a dumbbell-shaped overall 

structure, with a cleft between sub-domains formed on the concave side (figure 4-6 (A) ). The 

definition of the relative subdomain orientation relies on 28 unambiguous subdomain NOE 

connectivities, whereas about 2000 long, middle and short range NOE connectivities were 

found to define the structure within sub-domains (figure 4-6 (B) ). 
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The relative orientation of the two sub-domains and the possibility of inter-domain flexibility 

are important issues in determining the function of VAT-N. In particular, the opening of the 

cleft between the sub-domains to expose the hydrophobic surface between them has been 

proposed as a functional mechanism [17]. An alternative proposal is that the binding site is 

located in a cleft between the loops which characterize the surface of both sub-domains [17]. 
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Figure 4-6: (A) Ensemble of 20 best structures defining the tertiary structure as well as the 

sub-domain orientation of VAT-N. Overall kidney shaped structure of VAT-N can be seen. 

Secondary structure elements and the loop regions are marked on the structure. (B) Inter sub-

domain NOE connectivities are demonstrated in figure. Relatively fewer NOEs define the 

relative subdomain orientation [17]. 

 

Therefore, we utilized potential of RDCs for the determination of more precise subdomain 

orientation of VAT-N. The following sections deal with the experimental part and the results 

obtained from RDC studies on VAT-N. 

4.5.3. Experimental Section 

U-[15N] VAT-N sample was produced and purified in the group of Prof. Baumeister, MPI of 

Biochemistry, Martinsried, according to previously described procedure [15]. 

Samples of 0.7 mM uniformed 15N-labeled VAT-N were prepared in 80 mM phosphate buffer 

at pH 5.9, 120 mM NaCl, and containing 5 mM NaN3 and 10% D2O. 

Filamentous phages Pf1 was obtained from ASLA (Asla Biotech, Latvia) and titrated with 
15N VAT-N as is in the proportion of 8 mg/mL. 



4   Practical Aspects of RDCs: Subdomain Orientation in VAT-N 58 

DMPC, DHPC and CTAB were purchased as dry powders commercially (Avanti Polar 

Lipids, Inc. Alabaster, AL) and were used without further purification. Partial alignment was 

achieved by diluting the isotropic protein sample into a liquid-crystalline bicelle medium in 

2:1 proportion. The bicelles comprised of DMPC, DHPC, and CTAB in 3.0:1.0:0.1 molar 

proportions respectively, and prepared in the same buffer prepared for protein sample.  

The 2H quadrupolar splitting (shown in figure 4-2 (B) ) of 9.6 Hz, at 313 K, corresponds to 

the bicelle concentration of ca. 5 % w/v [118] in the protein solution. 

NMR experiments were performed on a BRUKER spectrometer operating at a proton 

precessional frequency of 600.13 MHz (14.1 T) with triple resonance TXI-5 mm probe with 

gradient pulse facility. 

RDC measurements were carried out at 313 K in the bicelles and at 320 K in the phages. The 

H-NH scalar and dipolar couplings were measured under isotropic and partially aligned 

conditions using 2D-IPAP (In-Phase Anti-Phase) 15N-1H HSQC experiments [134] and with 

TROSY sequence, choosing TROSY and Semi-TROSY signals (Tr-SmTr) as coupling 

partners [135]. Coupling measurements in the 15N-1H-IPAP-HSQC were done in the F1 

dimension while selection of the semi-TROSY signals in the TROSY-SemiTROSY approach 

was done in the F2 dimension. Residual NH dipolar couplings (1DH-NH) were extracted by 

subtracting the 1JH-NH scalar coupling constant, measured using the isotropic sample, from the 
1JH-NH ± 1DH-NH values obtained using the liquid-crystalline bicelle sample. Uncertainties in 
1DH-NH were estimated to be 2, 3 or 4 Hz depending on the degree of line broadening, spectral 

resolution and the experiment of choice. Calculation of the alignment tensor from the 

observed dipolar couplings was achieved by MODULE [136] and PALES [92]. The error in the fit 

is measured as 2χ  and Q  [138]. 

The RDC refined structure of VAT-N was calculated using home made extension to XPLOR-

NIH [141]. All other constraints which were used for the original structure calculations [17]  

e. g. short, medium and long-range NOEs, H-bond information, scalar couplings etc. were 

used in addition to RDCs. The penalty factor for RDCs is weighed to one (owing to 100 % 

priority to RDCs over all other restraints). Backbone RMSD of the RDC refined and non-

refined structure was calculated by superimposing backbone atoms of both the structure in the 

program INSIGHT (Biosym/MSI, San Diego). 

4.5.4. Alignment of VAT-N with Phages 

As stated in the previous sections, Pf1 phage is readily available, widely studied and easy to 

use. Therefore, phages were utilized for achieving partial alignment of VAT-N. 
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Filamentous phage (Pf1) was added to a 15N-labeled sample of VAT-N in 8 mg/mL 

proportion. Tr-SmTr spectra were obtained on this sample. Huge line broadening of all the 

resonances of VAT-N was observed. In the sample with VAT-N and phages, the line width 

for 15N resonances (in F1) is ca. 55 Hz, which is almost four times higher compared to the 

linewidth in the free VAT-N sample (ca. 15 Hz). This effect can be seen in figure 4-7. 

 

A

B

 
 

Figure 4-7: A spectral region of Semi-TROSY signals (left) and corresponding TROSY signals 

(right) can be seen for the isotropic VAT-N sample (A) and the sample titrated with 8 mg/mL 

bacteriophage Pf1 (B). Huge linewidth caused due to the non-specific interaction between 

negatively charged phages and positively charged VAT-N leading to possible binding between 

them causing increased correlation time. Therefore, use of phages as an alignment medium 

for VAT-N failed. 

 

Unusual line broadening for all the resonances can only be explained by the presence of an 

electrostatic interaction between partially positive surface patch of VAT-N and negatively 

charged phages. Opposite charges of the protein and the alignment medium might cause a 

non-specific binding between them. This can give rise to the increase in the rotational 

correlation time of protein and therefore broadening of signals. Effects originating from the 
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CSA mechanism (present in an partially or fully aligned state) would have perturbed chemical 

shifts of signals However, the chemical shifts of signals were not shifted in the anisotropic 

VAT-N. This indicates that Pf1 does not align VAT-N. Therefore, measurement of RDCs was 

practically not feasible for VAT-N in phages. 

4.5.5. Effect of Temperature Change (from 320 K to 313 K) on VAT-N 

Due to failure of phages to align VAT-N, the use of other alignment media such as 

DMPC:DHPC:CTAB bicelles system was considered. Nevertheless, DMPC-DHPC bicelles 

are known to be stable in the temperature range of 308-314 K [97], forcing us to reduce the 

measurement temperature to 314 K. Recalling that the structural studies of VAT-N were 

performed at 320 K, it was necessary to check the intactness of the secondary as well as 

global fold of VAT-N at the lowered temperature. A change in the temperature may cause 

changes in the secondary structure elements and therefore global structure of the protein. 

Tracing of the resonances from a series of 15N-1H HSQC spectrum with an interval of 2 K in 

the temperature range 322 K- 310 K were performed. Chemical shifts of the HSQC cross 

peaks were calibrated by using 3-(trimethylsilyl) propionic acid Na salt (TSPA) as an external 

standard. None of the peaks in 15N-1H HSQC spectra, were seen to be unaffected by the 

change of temperature. In conclusion, overall structure of VAT-N remains intact. 

4.5.6. Alignment of VAT-N in Bicelles 

A stable anisotropic phase was obtained by addition of bicelles to VAT-N sample (figure 4-8). 

The 2H quadrupolar splitting for this batch of bicelle preparation is shown in figure 4-2 B and 

a bicelle concentration of ca. 5 % w/v in the solution could be derived. 

The following point is worth considering before getting into formal calculation and the 

analysis of the alignment tensor. If the NOE-derived sub-domain orientation is already well 

defined, a unique alignment tensor would be sufficient to define the vector orientations of the 

residues belonging to both the domains at once. However, a disagreement in the sub-domain 

orientation would lead to two different alignment tensors for each sub-domain. 

In VAT-N, out of 184 residues (72 non-proline secondary structure elements residues), 

56 unambiguous couplings were extracted. For 16 residues spectral overlap did not yield an 

error/artifact-free J or D value. Resides belonging to the flexible part (such as loop regions) 

showed an averaged RDC value (because averaging takes place due to at the magic angle 

leading to zero contribution from D) and therefore taken out of the analysis. 
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A

B

 
 

Figure 4-8: A spectral region of Semi-TROSY cross peaks (left) and corresponding TROSY 

crosspeaks (right) can be seen for the isotropic VAT-N sample (A) and the sample with 

5 % w/v DMPC:DHPC:CTAB (3.0:1.0:0.1) bicelles (B). Very good spectral resolution in the 

latter case allowed measurement of RDCs. 

 

RDC data was obtained from extracting couplings as discussed in the previous sections. 

It was fitted to the non-RDC refined structure of VAT-N [17]. Figure 4-9 shows a correlation 

values predicted from the fit and the observed values of RDCs for the non-RDC refined 

structure. The agreement between the experimental and the predicted RDCs was very poor 

and is reflected in the 71.1972 =χ  and 0.401=Q . The alignment tensor for this fit resulted 

with Hz 8.830=aD , and 0.235=R . Due to high errors on the 2χ  and Q , it was evident that 

a single alignment tensor is not sufficient for the correct definition of the sub-domain 

orientation. Therefore, prediction of the alignment tensor was done separately for both sub-

domains, i.e., VAT-Nn and VAT-Nc. Fitting RDC data of only VAT-Nn sub-domain 

(30 couplings) resulted in an alignment tensor: Hz 9.444=aD , and 0.215=R  with 

109.882=2χ  and 0.380=Q , and for VAT-Nc (26 couplings): Hz 7.388=aD , and 

0.275=R  with 68.440=2χ  and 0.381=Q . 
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It should be noted that the tensorial components are moderately different for both sub-

domains. Thus, the sub-domain orientation derived in a non-RDC structure contain flaws. 

Nevertheless, the moderate correspondence between them rules out the possibility of a 

significantly different orientation of the two sub-domains (such as dumbell shaped 

orientation). These results indicate that the local geometry of the residues constituting these 

sub-domains can be defined with better accuracy. 
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Figure 4-9: Fit of the predicted and the experimental RDCs for the non-RDC refined 

structure of VAT-N (open circles) and for the RDC-refined structure (filled circles). A 

relatively bad correlation of the non-RDC refined structure underlines need for the better 

definition of the sub-domain orientation and the local geometry. Error bars indicate errors in 

the experimental values. 

 

Therefore, an XPLOR calculation was performed, which included RDC data along with 

conventionally obtained restraints. 

As expected a better agreement between the predicted and experimental RDCs was obtained 

for the RDC refined structure (figure 4-9). 

A calculation of the alignment tensor for RDC refined structure resulted into following 

components and errors: 
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for VAT-N: Hz 10.151Da = , and 0.255=R  with 8638.2 =χ  and 0.090=Q , 

for VAT-Nn: Hz 10.450Da = , and 0.265=R  with 6.1022 =χ  and 0.084=Q , and 

for VAT-Nc: Hz 9.786Da = , and 0.245=R  with 1.181=2χ  and 0.062=Q . 

Very low Q  and reduction in the overall 2χ  indicates the proper definition of each N-H 

vector with respect to the alignment tensor. 

4.5.7. Subdomain Orientation from the Residual Dipolar Coupling 

The subdomain orientation in VAT-N is defined by NOE connectivities between the β2, β3, 

β4, and α2 secondary structure elements belonging to VAT-Nn and β8, β9, and β11 

belonging to VAT-Nc (figure 4-6(B) ). 

 

-20

-10

0

10

20

RD
C

(H
z)

10 20 30 40 50 60 70 80 90 100 110 120 130140 150160 170 180

-20

-10

0

10

20

R
DC

(H
z)

Residues

β12β11β10β9β8α3β7β6α2β5β4β3α1β2β1

A

B

 
 

Figure 4-10: Differences between the predicted (red) and the experimental RDCs (blue) for 

non-RDC refined structure (A) and for RDC refined structure (B). The poor correlation in (A) 

for region involved in sub-domain NOE-connectivity i.e., β2, β3, β4, α2 β8, β9, and β11 can 

be clearly seen. Effects seen in other regions i.e., β1, β6, β7, β10 and α3 are caused due to 

their structural involvement with the residues constituting sub-domain NOEs. The differences 

between the predicted and the experimental RDCs have disappeared due to better definition 

of the sub-domain orientation and other region (B). 
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A relatively poor correlation of predicted and experimental values of RDCs of the individual 

residues in these secondary structure elements was observed (figure 4-10). These differences 

in the RDCs are a very clear indication of the necessity for a better definition of the local 

geometry of these secondary structure elements. 

Additionally, a bad correlation was also observed for the other secondary structure elements, 

e. g. β1, β6, β7, β10 and α3. The cause of these violations could be the spatial vicinity of 

these residues with the residues defining subdomain orientation. It should be noted that these 

residues take part in the formation of the secondary structural with the residues defining 

subdomain orientation. 

The experimental RDCs were mostly in disagreement with the predicted RDCs for residues 

which were actually involved in the subdomain NOE connectivities. The poor correlation of 

the experimental and the predicted RDCs was also seen for the residues preceding and 

following to residues involved in the subdomain NOE contacts. Additionally, local geometry 

of the non-RDC-refined structure can be defined with little more accuracy as seen from the 

slight differences in the predicted and experimental RDCs for other residues. 

The RDC-refined structure possesses a better compatible definition of the sub-domain 

orientation. All the violations in the predicted and experimental RDCs stated for the non-

RDC-refined structure do not exist in the RDC-refined structure. The RDC-refined structure 

also proposes an overall kidney shape. 

4.5.8. The RDC Refined Structure 

The RDC refined structure simultaneously satisfies both existing inter-domain NOEs and 

additional RDCs. It is very interesting to note that the RDC refined structure resulted in only 

two medium NOE violations out of 1814 input NOEs, i.e.,107ASP-HN:106LYS-HA and 

26LEU-HA:67VAL-HA. The NOE violating residues, respectively, belong to the β7-α3 loop 

(VAT-Nc) and to the ψ1 loop (VAT-Nn). Their spatial position is away from the residues 

defining sub-domain orientation. 

The RDC refined structure is mainly more compact than the non-RDC refined structure. The 

definition of some local geometries is also more accurate in the new structure e. g. the α1 

helix is more clearly defined. The relative position of preceding and succeeding residues for 

both β9-β10 and β7-α3 loops in VAT-Nc is more compact and accurate in the new structure. 

The components of the alignment tensor derived for both sub-domains are very similar and 

the RDC-refined structure simultaneously satisfies both the NOEs and RDCs. This point is 

significant for the interpretation of backbone motion of the protein and the inter-domain 
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motion. Large-scale inter-domain motion, even on very slow timescales, would be expected to 

result in averaged components of the alignment tensor for the domain as a whole. RDCs 

resulting from such a tensor would be difficult to resolve with the observed inter-domain 

NOEs, which define one of the most “closed” inter-domain orientations possible. 

 

A B

 
 

Figure 4-10: RDC refined structure (A) and a superposition (B) of the non-RDC refined 

structure (blue) with the RDC refined structure (cyan). The red region in (B) shows the 

violated area and the region mainly responsible for the sub-domain orientation of VAT-N. A 

backbone RMSD of 1.2 Å was observed for this overlay. 

 

The slight differences in the components of the alignment tensors for VAT-Nn and VAT-Nc 

in the RDC-refined structure might be due to a small amplitude motion. It can be also 

concluded that the large-amplitude motions do not exist, therefore, implying rigid nature of 

the protein. The complete analysis of the internal dynamics of VAT-N will be discussed in the 

next chapter. 

4.6. Conclusion 

Residual dipolar couplings provide an access to probe the quality of structures obtained by the 

conventional restraints. This can be particularly useful for cases where the number and the 

quality of the conventionally obtained restrains are limited. RDCs can be introduced by partial 

alignment of the protein in the presence of external alignment media. The availability of many 

alignment media can help in choosing a suitable alignment system. Software developments 

like MODULE and PALES facilitate easy analysis of the RDC data. RDC-based and 

conventionally obtained restraints can be incorporated in XPLOR and CNS for structure 

calculations. 
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VAT-N possesses two equally sized sub-domains and their orientation is a crucial factor for 

the functional aspect of the protein. Sub-domain orientation of VAT-N was poorly defined 

due to few inter-domain NOEs. RDCs proved to be helpful for the validation of the sub-

domain orientation obtained from conventional restraints. Secondary structure elements 

involved in the subdomain NOEs are defined more precisely in the RDC-refined structure 

without violating NOEs. As expected the RDC-refined structure also proposes a kidney 

shaped molecule. Analysis of the alignment tensors obtained from the fitting two sub-domains 

differently suggests that the protein is mainly rigid and might have low amplitude sub-domain 

motions. 
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5. Backbone Relaxation and Internal Dynamics of VAT-N 

It is well known that proteins are highly dynamic systems covering a wide range of 

amplitudes and time-scales ranging from picoseconds to hours. The motions may also 

correlate with protein function, e. g., enzyme action [153]. NMR spectroscopy offers advantage 

over all the other techniques by enabling detailed characterization of sequence specific local 

and global dynamical properties of proteins in aqueous solution. Heteronuclear 15N and 13C 

relaxation studies have been used extensively during the last few years to characterize the 

backbone/sidechain dynamics and motional properties of many protein molecules [154-157]. The 

measurement of 15N or 13C relaxation rates is particularly useful for obtaining dynamics 

information, since the relaxation of these nuclei is governed mainly by the dipolar interaction 

with directly bound protons and to a much smaller extent by the chemical shift anisotropy 

mechanism [158]. However, CSA relaxation mechanism contributes equally at relatively higher 

magnetic field strengths (such as 800 and 900 MHz). 

Relaxation is principally governed by rotational diffusion of a molecule in the solvent, which 

is associated with a rotational correlation time, mτ . Both rotational and translational diffusion 

mainly depend on the size and the shape of the molecule and the viscosity of the solvent and 

can be described by independent tensors, if the coupling between the two is neglected. 

Diffusion is a tensorial property, ascribed by tensor D  and represented by three diagonal 

elements, zzyyxx  and  , DDD . Depending on the values of these tensor elements, the diffusion 

tensor represents an isotropic ( zzyyxx    DDD ≅≅ ), axially symmetric ( zzyyxx    DDD <≅ ) or 

completely anisotropic ( zzyyxx    DDD << ) tumbling. 

In this chapter, an introduction to the measurement and analysis of backbone relaxation is 

given along with its application for calculation of the internal dynamics of VAT-N. 

5.1. Spin Relaxation and Motions in a Protein 

Investigations of dynamical processes by high-resolution solution-state NMR spectroscopy 

can be categorized on the basis of the correlation times for experimentally accessible motional 

processes: laboratory frame nuclear spin relaxation measurements (T2 and T1) sensitive to 

picosecond to nanosecond (ps-ns) time scales, and rotating frame nuclear spin relaxation 

measurements (T1ρ) sensitive to microsecond to millisecond (µs-ms) time scales. The 

relaxation times are often expressed in terms of a rate, which is reciprocal of the time ( 1s− ). 
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In addition to the above relaxation rate constants, cross-correlation or interference between 

different relaxation mechanisms (such as dipolar interactions) can also provide unique 

information, particularly if the relative geometric relationships between the interactions are 

fixed. Since the relaxation pathway of a 15N spin mainly depends on the dipolar interactions 

with directly bound protons, the heteronuclear steady-state NOE may be exploited as it is 

experimentally accessible for its contribution to the relaxation processes. The 15N-1H 

heteronuclear NOE is defined as: eqsat /NOE II= , where satI  and eqI  are the intensities of a 

signals in the spectra collected with and without proton saturation, respectively. The 15N-1H 

heteronuclear NOE studies distinguish unstructured and partially flexible parts (such as 

surface exposed loops) from the folded core. 

The dynamics demonstrated by various structural elements in a protein are different. Most 

often unstructured terminal residues and the loop regions exhibit large amplitude dynamics. In 

contrast, secondary structural elements hardly show any flexibility mainly due to structural 

restraints. However, short structural elements (i.e., elements formed by few residues) may 

undergo a conformational exchange between structured and unstructured state. Such an 

exchange phenomenon is often seen with short helices. On the other hand, elements like long 

α-helices (8-10 residues or more) and β-strands forming long β-sheets are frequently seen as 

highly rigid elements. 

5.2. Spectral Density Function 

The spectral density function is simply the Fourier transform of a correlation function )(tc , 

and a correlation function establishes a correlation between a parameter at time t  and at some 

time later )( τ+t , e. g. it correlates the isotropic tumbling of a molecule with time, and its rate 

constant for the decay is in fact the rotational correlation time, mτ . The rotational correlation 

time is the average time for the molecule to rotate by one radian. 

The movement of the NH bond axis is characterized by the spectral density function )(ωJ , 

which is related to three parameters that describe the relaxation of the 15N spin: the 

longitudinal relaxation rate (R1), the transverse relaxation rate (R2), and the steady-state NOE 

enhancement (NOE) [159]. The relaxation parameters of 15N are related to )(ωJ , at five 

different frequencies (i.e., )(0J , )( NJ ω , )( HJ ω , )( NHJ ωω +  and )( NHJ ωω −  ) by the 

following equations. 

)()}(6)(3)({
4
1 22

1 NNHNNH JcJJJdR ωωωωωω ++++−=  [5-1],
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and, 
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in which d and c are: 

><= −3
NH

0

2π4π
µ

rhd NH γγ  [5-4],

and 

3)( /c ||N ⊥−= σσω  [5-5],

where 0µ  is the permeability of the free space, Hγ  and Nγ  is the gyromagnetic ratio of 1H and 

15N, respectively, Hω  and Nω  are the Larmor frequencies of 1H and 15N respectively, NHr  is 

the N–H bond length (angular bracket denotes averaging of the bond length over time due to 

vibrational motions) and )( iωJ  are the spectral densities at the angular frequency iω . An 

axially symmetric chemical shift tensor has been assumed for 15N with 

ppm 160|| −=− ⊥σσ  [160] (considering helical polypeptide chain). However, a value of 

–172 ppm is also in use and has been shown to be more appropriate than the conventional 

value (-160 ppm) in some cases [161-164]. 

exR  has been included in Eq. [5-2] to accommodate chemical exchange and other pseudo-

first-order processes that contribute to the decay of transverse magnetization [165]. The exR  

term in Eq. [5-2] represents line broadening due to chemical exchange and/or conformational 

averaging on a time scale slower (µs-ms) than the overall rotational correlation time, mτ . 

5.3. Model-free Formalism 

A quantitative interpretation of the relaxation data of these commonly available three 

relaxation parameters can be achieved in terms of dynamical variables. A commonly used 

approach for this purpose is the model-free formalism pioneered by Lipari and Szabo [20, 21] 

and extended by Clore and coworkers [166]. Here dynamical variables include the order 

parameters ( 2S ), the internal correlation time ( iτ ), the global rotational correlation time ( mτ ), 

and conformational or chemical exchange rates ( exR ). Model-free analysis assumes that the 
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internal and global motions are independent and provides the amplitudes ( 2S ) and the 

effective correlation times of the internal motions of a protein. 

Motions represented by the generalized order parameter are often referred to as dynamics on 

the ps to ns time scale. The order parameter specifies the degree of spatial restriction of the 

NH bond. Assuming that the motion of the NH bond can be described by diffusion on a cone 

of semiangle 2 ,θ S is given by: 

( )
4

cosθ1 θcos 22
2 +

=S  [5-6].

Thus, π/2)(θ 02 ==S , for internal motions, and 0)(θ 12 ==S , in the absence of motion. 

The spectral density function )(ωJ  is modeled separately in the model-free formalism, 

depending upon whether the rotational diffusion tensor is isotropic or anisotropic. 

In the former case, as per the modification by Clore and co-workers [167], when the internal 

motions of the NH bond are considered to occur fast on two significantly different time scales 

characterized by two effective correlation times, fτ  and sτ , with msf τττ <<<<  [167], 
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where 
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 [5-8],

and 

mss τ
1

τ
1

τ
1

+=
′

 [5-9],

where 222
sf SSS =  is the square of the generalized order parameter characterizing the 

amplitude of internal motions of each NH bond, and 2
fS  and 2

sS  are the squares of the order 

parameters for internal motions on the fast and slow time scales, respectively. The model-free 

spectral density function in Eq. [5-7] assumes that the overall tumbling motion of the 

molecule is isotropic. The isotropic correlation time mτ  is related to D  by the 

equation: 1
m )(6τ −= D . 

For the situation when the rotational diffusion tensor is anisotropic, more complicated 

expressions have been described [168-171]. However, for the case of an axially symmetric tensor 

( || ; DDDDD zyx === ⊥ ), simplifications occur and the spectral density function is 

approximated, for the situations when the internal motions are much faster than the overall 

tumbling rate [169], as: 
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with 22
1 0.5)-α(1.5cosA = , ααcos3sin A 22

2 = , and α0.75sin A 4
3 = , where α  is the angle 

between the NH bond vector and the unique axis of the principal frame of the diffusion tensor, 
1

1 )(6τ −
⊥= D , 1

||2 )5(6τ −
⊥+= DD , 1

||3 )2(4τ −
⊥+= DD , and -1

i
1 τ6τ +=− D , where 

⊥+= DDD
3
2

3
1

||  (which is 1/3 the trace of the diffusion tensor), ⊥DD||  and  are the 

components of the axially symmetric diffusion tensor, parallel and perpendicular to the axis of 

symmetry, respectively. Their ratio is a measure of the diffusion anisotropy. 

5.3.1. Dynamical Model Selection and Parameter Estimation 

Maximum of six free parameters may be required for the fitting of the experimental data using 

Eq. [5-7], i.e., the five parameters in Eq. [5-7] and exR  in Eq. [5-2]. To achieve this, five 

simpler dynamical models derived from Eq. [5-7] are used. 

Each model contains an overall rotational correlation time, a maximum of three internal 

motional parameters and at most a single internal time scale parameter, either fτ  or sτ . For 

convenience in the following, the internal time parameter will be referred to as iτ . With this 

notation, the five models consisted of the following subsets of the extended model-free 

parameters: 

 Model 1: 2S ; 

 Model 2: fiS τ τ,2 = ; 

 Model 3: exRS  ,2 ; 

 Model 4: exfi RS  ,τ τ,2 = ; and 

 Model 5: sif SS τ τ, , 22 = . 

Model 1 is obtained by assuming that 12 =sS  and 0τ f →  and is applicable if motions on the 

slow time scale are not present or negligible and motions on the fast time scale are very fast 

(< 20 ps). Model 2 is obtained by assuming that 12 =sS and is applicable if motions on the 

slow time scale are not existing or negligible. Model 2 is the original formulation of Lipari 

and Szabo [20, 21]. Models 3 and 4 are derived from models 1 and 2, respectively, by including 

a non-zero chemical exchange contribution, exR , in these model. For models 1 through 4, 

22   fSS =  is assumed. Model 5 is obtained by assuming only that 0τ f →  and it includes a 
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very fast and a slower internal motion. The form of the spectral density function for model 5 

is isomorphous with an approximate spectral density function incorporating anisotropic 

rotational diffusion [20, 21, 172]. Model 5 is an extension to the original Lipari-Szabo formalism 

and was originally proposed to describe backbone dynamics of certain residues in loops that 

undergo fast librational motions as well as slower motion due to dihedral transition [167]. 

5.4. Estimation of Correlation Time and Diffusion Tensor 

Since the relaxation analysis mainly depends only on three measured parameters, the model-

free analysis, based on six dynamical parameters, can be underdetermined. Therefore, data 

analysis is based on strict statistical analysis to avoid over-interpretation. This can be 

achieved by the application of the simplest model and iterative addition of dynamic 

parameters until the improvement in the fit is no longer statistically significant. 

For achieving efficient statistical analysis in the model-free parameter optimization, a 

tentative value of the diffusion tensor can be given as a starting point. Such a tentative guess 

value of the diffusion tensor and the correlation time can be estimated by the following 

approaches. 

5.4.1. Hydrodynamic Calculations 

The hydrodynamic behaviour of arbitrarily shaped rigid particles can be modeled and 

computed using models, composed of spherical frictional elements [173, 174]. A computer 

program based on these principles is HYDRONMR [175], where a primary hydrodynamical 

model or a shell model is constructed first by replacing each non-hydrogen atom by a 

spherical element whose radius is often referred to as the atomic element radius (AER). The 

lower bound of this radius is typically given by the van der Waals radius of the respective 

atoms. However, the AER may be varied due to hydration between 2-5 Å. The hydrodynamic 

simulation is performed by filling beads of decreasing size, and the results are extrapolated for 

infinitely small bead size. 

Since proteins often exhibit unstructured loops and hydrophilic residues at the surface, results 

purely based on hydrodynamic calculation are prone to be erroneous. For example, a 

comparison of the predicted molecular correlation time and the diffusion tensor for VAT-N 

can be seen in table 5-1. For the RDC-refined structure of VAT-N, a temperature of 320 K 

and viscosity of solvent (H2O) at this temperature 0.005 Poise were used in these simulations. 

The hydrodynamic calculation predicts longer correlation time with increasing bead size 

whereas the diffusion anisotropy decreases (table 5-1). 
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Table 5-1: Hydrodynamic calculation for VAT-N with varying Atomic Element Radius (AER) in Å. 

 

AER [Å] 2.4 2.8 3.2 3.6 4.0 4.4 4.8 

Correlation Time [ns]a 6.85 7.07 7.38 7.88 8.35 8.71 9.17 

ratioD b 1.382 1.371 1.351 1.335 1.333 1.315 1.311 
a rotational correlation time obtained from the relation 1)(6 −=τ Dm , 

b )(D yyxxzzratio DD/D += 2  

 

It was later found that the actual rotational correlation time of VAT-N corresponds to the 

value predicted by HYDRONMR at 4.8 Å AER (vide infra). However, actual diffusion 

anisotropy ( 14.1Dratio = ) is in disagreement with the predicted diffusion anisotropy. This 

disagreement is easily explained by the presence of flexible unstructured loops on the surface 

of VAT-N which are considered as fixed beads and simulated as rigid structure by 

HYDRONMR. 

5.4.2. R2/R1 Ratio 

The overall rotational dynamics of the quasi-rigid structures can be expressed in terms of a 

single quantity, the correlation time, which can be derived from the ratio of 15N longitudinal 

and transversal relaxation times. If no three-dimensional structure of the molecule under 

investigation is available, or if the molecule is known to have a low degree of rotational 

anisotropy, then the overall rotational correlation time, mτ , can be estimated from a mean 

value of 12 /RR  by solving the equation [176]: 
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is obtained from Eq. [5-7] assuming that the internal motions are limited (large 2S ) and fast 

( 10psτ <i ). Eq. [5-11] is independent of 2S  and only depends on mτ . 

An estimation of the magnitude of the anisotropy of the diffusion tensor can be also 

approximated by 12 /RR  [176]. Residues with large-amplitude internal motions and undergoing 
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conformational exchange must be excluded from this estimation. While the former can be 

detected from a low NOE value, latter are selected by the following condition: 

SD 1.5 
1

,11

2

,22 ×>⎟⎟
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><
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−

><
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T
TT nn  [5-13],

where, >< 2T  is the average value of 2T , nT ,2  is the value of 2T  of residue n, and the SD is 

the standard deviation of the distribution of the value in brackets over all residues. 

A determination of the diffusion tensors for spherical and axial symmetric tumbling can be 

achieved on the basis of Eq. [5-11]. Mainly two approaches have been developed, of which 

one utilizes a four dimensional grid search on the normalized error function and has been 

proposed by Tjandra and co-workers [169]. Another approach uses a quadratic representation of 

the relaxation data for the calculation of spherical, axially-symmetric, and fully anisotropic 

tumbling [177, 178]. 

5.5. Analysis of the Relaxation Data 

The analysis of relaxation data in the model-free framework for the model selection and for 

the estimation of the correlation time can be achieved by programs like MODELFREE 4.1  

(A. G. Palmer, Columbia University). Relaxation analysis in MODELFREE 4.1 [179] is done in 

the steps described in section 5.4. However, it suffers from many complicated input 

preparations as well as several manual interferences, therefore is limited to few experts. 

Meanwhile, FAST-MODELFREE (Facial Analysis and Statistical Testing – MODELFREE) [180], a 

program which interfaces MODELFREE 4.1, has been developed to make the relaxation 

analysis accessible to a broader audience, particularly to chemists and to biologists. 

In MODELFREE 4.1, the first stage of analysis is the selection of the best model for each 

residue by fitting the experimental data to the different models separately and selecting the 

one which requires a minimum statistically significant amount of parameters. After selecting 

the best model in this manner, mτ  is optimized along with the other model parameters using 

the grid search method. Errors for the model selection in MODELFREE 4.1 are estimated by 

following approaches. 

5.5.1. Error Estimation on the Model Selection 

All optimization in the grid search method involves minimization of the 2χ  function [179]: 

∑∑∑ =Γ=
n

i

m

j
ijijij

n

i
i

j

SE 222 /)-( σχ  [5-14],
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where the index i refers to an amide 15N site with n being the total number of sites, and iΓ  is 

the summed-squared error (SSE) for site i . jm  represents the number of experimentally 

determined relaxation parameters for the i th site. ijE , ijS , and ijσ , respectively, are 

experimental relaxation parameters, simulated relaxation parameters (predicted), and the 

experimental uncertainty in the j th relaxation parameter. The criterion used for acceptance of 

proposed models are 95 % confidence tests comparing the experimental 2χ  to 2χ  

distributions based on simulated datasets from Monte-Carlo sampling of Gaussian 

distributions. 

To judge the statistical significance an additional parameter F is calculated. F is defined as, 

2
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mn
nN

F
χ

χχ
−

−−
=  [5-15],

for the comparison of models fitting N variables with m and n parameters. 

5.6. Experimental Measurement of Relaxation Data 

The experimental methods for measuring the 15N relaxation times are very well 

established [176]. These experiments have a ‘relaxation period’, T, in addition to the four basic 

periods  of a 2D experiments (cf. section 2.3.3) and which is often incorporated between 

preparation and evolution period. 

The experiment starts with the proton to nitrogen magnetization transfer via an INEPT 

sequence. The magnetization present after the preparation period provides the initial condition 

for the relaxation period. The relaxation-encoded frequency-labeled transverse proton 

magnetization is recorded during the t2 acquisition period. The relaxation rate constant 

measured in a given experiment depends on the initial magnetization and on any 

manipulations of the magnetization during T. In most experiments, the relaxation period, T, is 

increased parametrically in a time-series of 2D NMR spectra or is increased in interleaved 

fashion within a single 2D experiment (pseudo-3D experiment). 

The relaxation information is encoded in the intensity of the resonance signal. Therefore, 

intensities for a resonance signal are extracted from each 2D frequency domain spectrum 

collected at various relaxation times T. These intensities are fitted to a single exponential 

decay function. Errors on the R1 and R2 rates are often estimated differently and discussed in 

the later part of this chapter. 

The 15N-1H heteronuclear NOE experiment is recorded in an interleaved fashion, in which the 

first experiment is carried out with saturation and the second without saturation of proton 
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magnetization. The sensitivity of the heteronuclear NOE experiment is inherently low because 

the pulse sequence starts with the equilibrium 15N magnetization [181]. 

Residues undergoing motions with large amplitude can easily be identified by low NOE 

values (< 0.65). Unimolecular chemical reactions give rise to chemical exchange contribution 

exR  to the spin-spin relaxation rate R2 determined by CPMG spin-echo sequences [182]. 

5.6.1. Error Estimation on the Relaxation Data 

Relaxation measurements are quite sensitive to peripheral parameters like temperature, pulse 

imperfections, unspecific oligomerization states of protein etc. A variation in these parameters 

can introduce a significant error in the measurement of the relaxation data. Realistic error 

estimation on the relaxation data is necessary to eliminate misinterpretation of the data. 

Therefore, measurement of relaxation data is practiced with certain norms which include 

measurement of minimum eight to ten data points of the complete exponential decay, 

duplication of complete measurement or at least few data points etc. Relaxation measurements 

are often performed twice on the same sample, several months apart for better estimation of 

the errors [169]. 

Error estimation is done differently with different programs, for example, SPARKY [183] and 

DASHA [184] use a base plane noise estimation procedure which reports error on the fit of 

experimentally determined rates to the estimated rate by stimulating Gaussian noise (using 

Monte-Carlo fitting) in the signal intensities. Therefore, these two programs are good where 

no duplication of data is available. In contrast, CURVEFIT [185] utilizes several duplicate time 

points for the error estimation. It uses calculation of the average deviation and a Jackknife 

fitting algorithm (rather than Monte-Carlo) for simulating data. 

Figure 5-1 shows a comparison of the relaxation rates and the error estimation obtained by 

SPARKY and CURVEFIT on a dataset. The relaxation data was obtained on a 0.3 mM VAT-N 

sample (320 K) at 600 MHz spectrometer. Other sample conditions can be found in section 

5.7.1. 

The relaxation rate and error determination were achieved by fitting eight data points to a 

single exponential in SPARKY, while additionally two duplicated data points were used in 

CURVEFIT. It is worth mentioning that the deviation in the duplicated data point was not 

statistically significant and thus the choice of the duplicated data points did not influence the 

result. 

Rates determined by SPARKY and CURVEFIT are exactly identical whereas errors estimated by 

SPARKY are approximately half compared to those estimated by CURVEFIT. Rates and errors 
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obtained from both the sources were used further for a MODELFREE 4.1 calculation. For 

SPARKY generated relaxation rates and the errors, an improper model selection was observed, 

i.e., most of the residues were ascribed to model 3, which represents a conformational 

exchange model. In contrast, CURVEFIT generated relaxation data and errors were able to 

choose proper model selection, i.e., most of the residues belonging to the rigid regions were 

selected in model 1. The proper model selection in the latter case was an outcome of more 

realistic estimation of errors. 
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Figure 5-1: SPARKY (black) and CURVEFIT (red) generated relaxation rates and errors on 

relaxation data obtained on VAT-N. Error estimation in CURVEFIT is approximately two times 

higher than SPARKY whereas the relaxation rate estimation is identical in both cases. 

 

In conclusion, the measurement of at least few duplicate data points for T1 and T2 along with 

carrying out the error estimation procedure by CURVEFIT can provide a good starting point for 

the relaxation analysis in the model-free framework using the program MODELFREE 4.1. 

5.7. Relaxation Measurement for VAT-N 

The role of VAT as an energy-dependent unfoldase suggested that ATP hydrolysis may cause 

major changes in the location of the peptide-binding sites, thus exerting mechanical force on 

the bound polypeptide [17]. Such global changes in the position of the amino-terminal domains 

have been observed in the studies of the NSF, a protein belonging to AAA family and having 

similar N-D1-D2 hexameric architecture [186]. 
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Coles et al. proposed two kinds of hinge motions possible from the solution structure of VAT-

N, one of the amino-terminal domains relative to the ATPases ring and the other between the 

two VAT-N sub-domains [17]. Both types of motions could lead to the gradual unfolding of a 

bound polypeptide. Therefore, the dynamical behavior of VAT-N is necessary to be exploited 

in order to envisage the functional role. 

The apical domain of GroEL has been shown to be implicated in the unfolding of bound 

polypeptides through mechanical force [187] and has some striking similarities to VAT-N. Both 

domains are located at the upper, outer rim of barrel-shaped complexes that are involved in 

chaperone activities, and both domains can catalyze the refolding of permissive substrates∗. 

Nevertheless, the three-dimensional folds and the nature of the surface of GroEL and VAT-N 

are not similar, i.e., the apical domain of GroEL uses an exposed hydrophobic surface for 

substrate binding whereas the putative binding cleft of VAT-N is charged. 

The RDC-refined structure of VAT-N shows that sub-domains are fixed with respect to each 

other in solution and the molecule shows an overall rigid kidney shape. However, a complete 

picture of dynamical behaviour of any protein can not be obtained only by the analysis of 

RDCs generated for only one bond vector [139]. At least five different alignment media for one 

bond vector or five different bond vectors per residue in one alignment medium are needed to 

study backbone dynamics based on RDC studies [188]. The latter approach is expensive as it 

necessitates uniformly doubly labeled sample while the former could not be utilized because 

alignment of a highly charged protein in many alignment medium is difficult. In an attempt, it 

was shown that VAT-N could not be aligned by filamentous phage Pf1  

(cf. section 4.5.4). 

At the same time, the dynamical studies of VAT-N are necessary to be carried out since they 

provide insight into the sub-domain motions and therefore might shed some light on the 

speculation of the hinge motion proposed earlier. Therefore, a study of backbone dynamics of 

VAT-N in the model-free framework by measuring 15N backbone relaxation rates has been 

done. Experimental details and the results obtained from this analysis are discussed in the 

next sections. 

5.7.1. Experimental Section 

Uniformly 15N labeled VAT-N sample was produced and purified in the group of Prof. 

Baumeister, MPI of Biochemistry, Martinsried as described previously [15]. 
                                                           
∗ substrates that do not require ATP for refolding. 
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Samples of 1.1, 0.7, 0.3, 0.2 and 0.1 mM uniformly 15N-labeled VAT-N were prepared in 

80 mM phosphate buffer at pH 5.9, 120 mM NaCl, containing 5 mM NaN3 and 10% D2O. 
15N relaxation measurements (R1, R2, and 15N-1H heteronuclear NOE) were carried out on a 

320 K at 600 MHz (14.1 T) spectrometer equipped with a cryo probe and at 900 MHz 

(21.1 T) spectrometer equipped with a TXI-probe. 

Ten different mixing times were recorded for both R1 and R2 experiments with 5 s and 2 s 

recycle delay, respectively. The pulse schemes used were fully interleaved modifications of 

experiments described earlier [176]. 15N-1H heteronuclear NOE spectra of VAT-N were 

recorded with and without proton saturation during the relaxation delay. A recycle delay of 

5 s was used for the spectrum recorded in the absence of proton saturation, whereas a 2 s 

recycle delay followed by a 3 s period of proton saturation was used with the NOE 

experiment. 1H saturation was achieved with a series of 120° proton pulses at 5 ms 

intervals [181]. 

Peak intensities were extracted using the relaxation fitting algorithm in SPARKY [183]. A script 

“SPARKY2RATE” (Patric Loria, Yale University) was used to convert rates into an input file 

for CURVEFIT (A. G. Palmer, Columbia University). A first initial guess of the molecular 

rotational diffusion tensor was obtained from the R2/R1 ratios of individual residues using the 

programs R2R1_TM (A. G. Palmer, Columbia University) and QUADRIC DIFFUSION (A. G. 

Palmer, Columbia University) and PDB coordinate files obtained from RDC-refined structure. 

Highly mobile residues or residues with relaxation contributions from chemical exchange 

were excluded from this estimation using the criteria described in Eq. [5-13]. 

The model-free analysis of the relaxation data was performed with MODELFREE 4.1 (A. G. 

Palmer, Columbia University) interfaced with FAST-MODELFREE [180]. As stated previously, 

FAST-MODELFREE automatically performs the rigorous statistical testing protocol for the 

assignment of the model function for each individual residue [179]. Rigid body hydrodynamic 

modeling of the diffusion tensor and relaxation rates was performed with the program 

HYDRONMR [175] using the previously mentioned structures and an atomic bead radius of 

4.8 Å. 

5.7.2. Unspecific Oligomerization of VAT-N 

The model-free analysis of the relaxation data can be erroneous if the exact 

oligomeric/monomeric (micro-crystalline aggregation) state of the protein is not known. 

Therefore, it is important, prior to any analysis, to evaluate the exact nature of the protein 

under investigation. 
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Initial relaxation experiments on VAT-N were carried out at 1.1 mM concentration which had 

been also used for the structural studies. It was considered that VAT-N remains basically 

monomeric at this concentration based on the measurement of the translational diffusion 

coefficient [189]. However, at this concentration the average transverse relaxation rate (R2) for 

VAT-N was ca. 20 1s−  (corresponding T2 = 50 ms) compared to the predicted average value 

of 12.5 1s−  (corresponding T2 = 80 ms). The latter value is predicted by HYDRONMR and is in 

agreement with transverse relaxation rates experimentally found in similarly sized proteins. 

This information implies that VAT-N has equilibrium of monomeric and oligomeric states at 

this concentration. Possible oligomerization of VAT-N at 1.1 mM concentration was 

supported by the first estimate of the molecular rotational correlation time ns 17.20 τ ≅m  

obtained from the individual 15N R2/R1 ratio. The unspecific oligomerization of VAT-N might 

have caused by the vivid charge distribution on the surface. 

 
Table 5-2: Relaxation rates and estimated correlation times of VAT-N at various concentrations. 

 

Concentrations [mM] 1.1 0.7 0.3 0.2 0.1 0.07 

Relaxation Parameters       

Averaged R2 [ 1s− ] 
19.23 

± 0.52 

16.94 

± 0.47 

13.38 

± 0.48 

12.65 

± 0.28 

12.34 

± 43 

12.20 

± 0.55 

Averaged R1[ 1s− ] 
1.00 

± 0.07 

1.05 

± 0.07 

1.28 

± 0.06 

1.33 

± 0.06 

1.36 

± 0.05 

1.38 

± 0.09 

Correlation time mτ [ns]a 
17.20 

± 0.06 

15.14 

± 0.05 

9.72 

± 0.04 

9.24 ± 

0.01 

8.87 

± 0.04 

8.85 

± 0.08 
a rotational correlation time obtained from Quadric Diffusion (A. G. Palmer, Columbia University). 

 

Further relaxation measurements were carried out at lower concentrations of VAT-N. 

Table 5-2 shows relaxation rates measured for various concentrations VAT-N (at 600 MHz) 

and first estimations of the correlation time from R2/R1. The residues exhibiting low 

heteronuclear NOE values (< 0.65) and the residues not satisfying condition in Eq. [5-13] 

were taken out of this analysis. 

At and below a concentration of 0.2 mM, VAT-N primarily remains in the monomeric state as 

evident from the estimated correlation time (table 5-2). Therefore, the model-free relaxation 

analysis was carried out on the experimental data acquired at a concentration of 0.2 mM. 
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The 15N-1H heteronuclear NOE spectra for 0.1 and 0.07 mM samples exhibited relatively poor 

signal intensities compared to that of the 0.2 mM sample, and the signal intensities for the 

former samples could only be enhanced at the expense of spectrometer time (approximately 

four additional days for one sample). Therefore, analysis of the relaxation data acquired at 

other concentrations was not performed. 

It is worth mentioning that the 0.2 mM sample showed larger R2 values (ca. 27 1s− , 

T2 = 36 ms) after 3 months of storage at 276 K. This observation made it clear that VAT-N 

remains monomeric at very low concentration only for a short time and has hampered our 

attempts to estimate errors from the relaxation data acquired several months apart. 

5.8. Residue Specific Relaxation Rate Analysis  

A plot of residue specific relaxation rates, their ratio and the 15N-1H heteronuclear NOE for 

VAT-N is given in figure 5-2. 
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Figure 5-2: Residue-specific 15N relaxation rates R2 (black), R1 (red) and their ratio R2/R1 

(blue) for VAT-N at 600 MHz. The 15N-1H heteronuclear NOE is shown is green. Secondary 

structure elements are shown in grey. Bars indicate errors estimated by CURVEFIT (A. G. 

Palmer, Columbia University). Highly dynamic loop regions show a sudden drop in R2 and 
15N-1H heteronuclear NOE. 
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This plot is often sufficient for identifying highly dynamic regions well before accomplishing 

a complete model-free analysis. These regions can be located by a moderately large sudden 

drop in the 15N-1H heteronuclear NOE, R2 and R2/R1 values. 

A sudden drop in these values in figure 5-2 is found for the unstructured loops in VAT-Nc 

(β9-β10 and β7-α3, cf. figure 4-6) distinguishing them from rest of the protein residues and 

demonstrate their flexible nature. However, the ψ1 (residues 14-22) and the ψ2 (residues  

57-65) loops in VAT-Nn are rigid relative to the other loops located in the sequence between 

residues 35-41, 102-116, 136-149, and 155-162. Additionally, the domain linking region 

formed by residues 90-97, linking VAT-Nn to VAT-Nc, is rigid in the solution. This is an 

important information, in particular, in the presence of the large amplitude motions between 

sub-domains, this region would be more flexible in contrast to the current observation. 

Terminal residues also show a drop in the 15N-1H heteronuclear NOE, R2 and R2/R1 values 

corresponding to their flexible nature, exactly as expected. 
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Figure 5-3: Residue-specific relaxation rates R2 (red), R1 (black), and  the 15N-1H 

heteronuclear NOE (green) measured for VAT-N at 900 MHz. Secondary structure elements 

are shown in grey Bars indicate errors estimated by CURVEFIT (A. G. Palmer, Columbia 

University). Very poor 15N-1H heteronuclear NOE data did not allow for further treatment of 

the relaxation rates. 

A similar behavior of the residue specific relaxation rates can be seen in the data obtained at 

900 MHz for the 0.1 mM sample of VAT-N (figure 5-3). Due to the increase in the field 

strength R2 values are increased and R1 values are decreased compared to 600 MHz. However, 

the 15N-1H heteronuclear NOE data obtained on this sample showed a very poor sensitivity 

owing to the reasons stated earlier, as well as due to use of a normal probe. 
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Therefore, this relaxation data set was not used further for the model-free analysis. 

Nevertheless, the ratio of the relaxation rates (R2/R1) can be calculated from this data. 

Information derived from this ratio is discussed in the next part of this chapter. 

It should be noted that residue specific relaxation rate analysis only provides a qualitative 

picture of the local dynamics and should be interpreted only as a very first inference. 

5.8.1. Estimation of the Diffusion Tensor and the Model-free Calculation 

The relaxation data obtained on 0.2 mM sample of VAT-N at 600 MHz were further used for 

estimating a diffusion tensor. As discussed in previous sections, such estimation can be 

accomplished using the ratio of the relaxation rates, i.e., R2/R1. The average value obtained 

for the ratio of the relaxation rates was 9.35. Prediction of the tensor and the correlation time 

was done using the QUADRIC DIFFUSION approach [177, 178]. The estimated diffusion tensor was 

axially-symmetric based, on the F test value of 17.4 for the axially symmetric, 0.39 for the 

fully anisotropic, with a diffusion anisotropy, 01.0  19.1Dratio ±=  and a molecular correlation 

time of ns 0.017  24.9τ ±=m . Estimated values of the diffusion tensor and the correlation time 

are in agreement with the values predicted by HYDRONMR at 4.8 Å AER. These values were 

used as input tensor for running a MODELFREE 4.1 calculation. 

The model-free calculations were run for the RDC-refined structure of VAT-N with three 

different inputs for relaxation data sets for: 

 1) All residues belonging to both sub-domains, 2) Only VAT-Nn sub-domain, and 

 3) Only VAT-Nc sub-domain. 

In the anisotropic tumbling, if the optimized components of the diffusion tensor are matched 

in all the three cases mentioned above, very likely no motion between sub-domains of VAT-N 

can occur. 

Results obtained from the MODELFREE 4.1 calculations are listed in table 5-3. The model-free 

optimized tensor components of VAT-N are very resembling to the tensor components 

optimized for VAT-Nn and VAT-Nc though marginal differences exists. This point is 

significant suggesting that the inter-domain motions are almost absent. 

A large amplitude motion even on a very slow time scale between two sub-domains (such as 

wobbling motion) would have resulted in substantially different components of the diffusion 

tensors for both sub-domains and the overall tensorial components fitting to the complete 

protein would be an average of it. The components of the diffusion tensor representing full 

length VAT-N have very high similarity in the tensorial components of VAT-Nn and  

VAT-Nc. Therefore no large amplitude motion between sub-domains of VAT-N can exist.  



 

Table 5-3: Diffusion tensor analysis for VAT-N (concentration: 0.2 mM) 

 

Tensora mτ  [ns]b ratioD c 2χ  F 

 VAT-N Nn Nc VAT-N Nn Nc VAT-N Nn Nc VAT-N Nn Nc 

isotropic 9.28 ± 0.01 9.25 ± 0.03 9.33 ± 0.04 -- -- -- 877.38 307.02 562.84 -- -- -- 

axial 

symmetric 
9.24 ± 0.01 9.28 ± 0.01 9.18 ± 0.03 1.19 ± 0.01 1.15 ± 0.01 1.23 ± 0.01 535.12 181.30 237.68 17.4 10.4 15.0 

Estimated 

Diffusion 

Tensord 
fully 

anisotropic 
9.24 ± 0.02 9.28 ± 0.01 9.19 ± 0.03 1.19 ± 0.01 1.15 ± 0.01 1.23 ± 0.01 529.92 178.74 231.16 0.39 0.30 0.43 

HYDRONMRe 9.169 --- --- 1.313 --- --- --- --- --- --- --- --- 

optimizedf 9.15 ± 0.01 9.18 ± 0.02 9.03 ± 0.03 1.14 ± 0.01 1.09 ± 0.01 1.20 ± 0.01 --- --- --- --- --- --- 

a anisotropy of the diffusion tensor, 
b rotational correlation time obtained from the relation 1)(6 −= isom Dτ , 

c ratio of the elements of the diffusion tensor: for axially symmetric case: ⊥= D/D||ratioD , for fully anisotropic case and for HYDRONMR )(D yyxxzzratio DD/D += 2 , 
d the diffusion tensor and the rotational correlation time were estimated using program QUADRIC DIFFUSION, 
g results from hydrodynamic calculations using HYDRONMR, 
f model-free results optimized using MODELFREE 4.1. 
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5.8.2. Residue Specific Model and Squared Order Parameter Selection 

Model-free parameters such as the squared order parameter and the dynamical model 

selection were extracted from the MODELFREE 4.1 output files. A plot of the squared order 

parameter and residues is given in figure 5-4 (A). The dynamic model selection of the 

residues is given in figure 5-4 (B). 
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Figure 5-4: Residue specific squared order parameter (A) and the dynamical model selection 

(B) as selected by MODELFREE 4.1 (A. G. Palmer, Columbia University). The secondary 

structure elements are shown in grey. See text for the definition of the models 1-5. Highly 

populated model 1 represents a rigid backbone of the protein, whereas residues selected in 

model 3 might undergo chemical exchange. 

 

The two minima obtained in 2S  correspond to highly flexible surface loops in VAT-Nc  

(β7-α3 and β9-β10). For the residues belonging to these loops, model 5 is chosen indicating 

that the motions can be described on two time scales, fast and slow. Other residues in the 

protein exhibit more or less a uniform squared order parameter which is also reflected in the 

fact that they are selected in model 1. This indicates that the motions experienced by these 

residues can be described by a single time scale. The plot in figure 5-4 (A) indicates that the 

residues belonging to the ψ1, ψ2 and other loop regions (cf. figure 4-6) along with the linker 
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region are rigid since they exhibit squared order parameter approaching to a value of one. 

Most of these residues are also fitted to model 1. 

The calculation of the squared order parameters and model selection was not influenced by 

fitting two sub-domains independently. Model 1 is a highly populated and has been chosen 

for most of the residues belonging to the secondary structure elements. At the same time, 

several residues were fitted to model 3 (second highly populated model). The dynamic models 

are mapped on the structure and are shown in figure 5-5. 
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Figure 5-5: Map of model selection residues on the structure, grey: no data available; blue: 

model 1; cyan: model 2; green: model 3; and red: model 5. Selection of model 3 for the 

residues at the interface of the sub-domain indicates that this region can undergo a 

conformational exchange. 

 

Selection of model 3 for certain residues can be now explained on the basis of figure 5-5. The 

residues taking part in the NOE connectivities and residing at the sub-domain interface are 

mainly belonging to model 3. Other residues selected in model 3 are associated with the sub-

domain interface residues via spatial connectivities (e. g. adjacent β-strands) and hence can be 

ignored while analyzing inter-domain motion. 

Model 3 includes a chemical exchange term and its frequent occurrence at the interface of the 

sub-domain interface indicates that a very small amplitude motion may exist between the two 

sub-domains. It is worth to note that these were mainly violating residues when the RDC data 

was fitted to the non-RDC-refined structure (cf. section 4.5.7). At the same time, it was 

already shown that the large amplitude motion do not exist based on the tensorial component 

analysis. 
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5.8.3. Small Amplitude Motions between sub-domains of VAT-N 

Concrete information about such small amplitude motion between two sub-domains can be 

gained from measuring 15N relaxation at different magnetic field [190]. If the relaxation data 

analysis acquired at the second field provides a different diffusion tensor and rotational 

correlation time compared to the relaxation data obtained at the former magnetic field, then 

the inter-domain motion exists. Nevertheless, the differences in the tensorial components and 

the rotational correlation time give qualitative information. 

Since our attempts to analyze the relaxation data acquired at 900 MHz in the model-free 

framework were restricted by the poor quality of the 15N-1H heteronuclear NOE signals, the 

diffusion tensor and the rotational correlation time were estimated by the ratio of the 

relaxation rates. For the exclusion of the residues based on the low NOE values, 15N-1H 

heteronuclear NOE values obtained at 600 MHz were used. Additionally, the condition posed 

by Eq. [5-13] was applied. 

An axially symmetric diffusion tensor with 010  271Dratio .. ±=  and ns 0.015  447τ ±= .m was 

obtained for this analysis. This value is different from the value 030  111Dratio .. ±=  and 

ns 0.040  878τ ±= .m  estimated on the same sample (concentration: 0.1 mM) at 600 MHz. 

This observation gives a clear indication that a small amplitude motion exists between two 

sub-domains of VAT-N. However, it should be understood that the magnitude of the 

dynamics shown by sub-domains is less significant compared to the postulation of 

Coles et al. as well as compared to the dynamics of the apical domain of GroEL. 

Owing to the presence of the groove between sub-domains such small motion can exist, and 

its biological importance can only be analyzed in the presence of a ligand. Additionally, the 

peptide linker connecting VAT-N to the D1 domain might also provide the flexibility 

necessary to relocate VAT-N for ligand binding. Therefore, investigations on the functional 

role of VAT-N in VAT assembly firmly necessitate similar relaxation studies of VAT-N in 

the N-D1 mutants of VAT. 

5.9. Conclusions 

A detailed characterization of sequence specific local and global dynamical properties of 

proteins in aqueous solution can be accomplished by NMR spectroscopy. This information is 

accessible by NMR relaxation processes. 15N relaxation rates can be measured by well-

established techniques. Analysis of the protein relaxation data can be done in the framework 

of the model-free analysis. The first estimation of the diffusion tensor is necessary for starting 
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model-free analysis and can be obtained from the ratio of the relaxation rates. Further 

optimization of the diffusion parameters in the model-free framework gives direct information 

on residue specific motions as well as global motions. An application of dynamics studies 

derived from NMR spin relaxation to VAT-N has been shown in this chapter. Opening of the 

cleft between sub-domains had been proposed as one of the possibilities for accommodating 

substrates. Such a mechanism would necessitate large amplitude motional changes between 

sub-domains. Relaxation data acquired on VAT-N has been studied to address this question 

and to confirm the existence of such a mechanism. 

The analysis of the relaxation data in the model-free framework suggests an axially symmetric 

diffusion tensor for both sub-domains as well as for full length VAT-N. The tensorial 

components fitted to two sub-domains separately and to complete VAT-N do not show any 

differences. This is a strong indication of a correct sub-domain orientation, as well as an 

absence of large amplitude motion at any timescale. However, the relaxation analysis shows 

that the residues involved in sub-domain NOE contacts undergo a conformational exchange. 

Therefore, a small amplitude motion between the two sub-domains cannot be ruled out. 

Relaxation data acquired at 900 MHz also supports a small amplitude motion between the two 

sub-domains. At the same time, it should be noted that the protein is overall rigid and does not 

undergo substantially lager motions. 
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6. Substrate Binding Studies of VAT-N 

NMR spectroscopy has proven to be very useful for the identification of the binding between 

a substrate and/or a ligand molecule. Additionally, NMR spectroscopy can also provide 

specific information about the strength of the binding [22-25]. An introduction to some of these 

techniques and substrate binging studies of VAT-N will be discussed in this chapter. 

6.1. Ligand screening, the Nature of the Binding and Location of the Binding Site 

Ligand binding by NMR often offers a choice to observe binding either on the ligand or on 

the substrate resonances (e. g. protein). 

6.1.1. Primary Approaches 

Substrate binding studies by NMR spectroscopy has developed as a first hand tool for finding 

out the functional mechanism of a protein. Therefore, several NMR methodologies have been 

evolved in recent years to explore the substrate binding. A short introduction to such methods 

is given in the following part of this section. 

One dimensional spectroscopic methods like STD (Saturation Transfer Difference) [191] which 

relies on 1D proton NMR spectra and therefore does not require isotope labeling of specific 

nuclei. This is a very fast and convenient method and utilizes saturating magnetization of the 

protein and transferring it to the ligand (and vice versa). Saturation-transfer difference (STD) 

NMR spectroscopy exploits chemical exchange and spin diffusion to label ligands with 

magnetization (or saturation) from a protein. If a ligand shows two different signals because 

of a slow exchange between the bound state and the unbound state a transfer of saturation is 

possible between the free and the bound state. By irradiating signals of the free ligand, the 

signals of the bound ligand may be identified. This technique can be easily used for homo-

nuclear spectroscopy, especially proton NMR experiments, to obtain well-resolved spectra of 

the ligand alone. 

Observation of the chemical shift perturbations of the methyl 13C resonances upon ligand 

addition was also proposed recently. It benefits from the fact that the side chain methyl groups 

are abundant, spectra can be acquired fast, and the carbon chemical shifts are more dispersed 

resulting in sharp resolved resonances. 

Alternatively, translational and rotational diffusion of a ligand bound to a protein can be also 

studied. A bound ligand will exhibit a slower translational or rotational diffusion coefficient 

than for the free ligand. 
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It should be noted that these approaches report the binding but do not contain any specific 

information about the location of the binding site and the mechanism of the binding. 

‘SAR by NMR’ [192] (structure–activity relationships by NMR) has become a very useful tool 

for detecting binding. It utilizes the chemical shift mapping method and therefore can give 

insight into the binding site. 

6.1.2. Chemical Shift Mapping 

Chemical shift mapping helps to locate an exact binding site. Information on the backbone 

resonance assignment and the protein structure (or a homology based model) for a protein is a 

prerequisite for chemical shift mapping. Ligand binding causes change in the electronic 

environment of the residues which are in the vicinity of the ligand. This changed environment 

induces change in the chemical shift for these residues in the 15N/13C-1H HSQC (or HMQC) 

experiments. 

If the ligand binds relatively weak, (fast exchange), addition of increasing concentrations of 

the ligand will lead to progressive shifts of the resonances, such that each amide peak can be 

followed from its position in the free protein to its position in the bound complex. For the 

tight binding (slow exchange), affected residues will be characterized by the disappearance of 

the peak from the free protein and the appearance of a peak from the complex. In either event, 

it is possible to identify from the spectrum all the amide groups whose environment is 

affected by ligand binding. These will include groups both in residues that make contact with 

the ligand and in residues that are affected indirectly by ligand-induced changes in the protein 

structure (allosteric effects). If the shift changes are mapped onto the protein structure, a clear 

surface patch of affected residues is generally observed, and this indicates the location of the 

binding site. 

6.1.3. Distance Measurements between the Ligand and the Substrate 

Much more precise identification of binding sites, in terms of distances between atoms of the 

protein and those of the bound ligand are provided by intermolecular NOEs. It is worth 

considering here that this approach fails if the binding is weak because of r-6 dependence of 

NOE. The distance measurement can be achieved using edited experiments where substrate 

and the ligand are differtially labeled and then the NOE is measured using conventional 3D 

NOESY experiments, introduced in the first chapter. Because these methods yield inter-

atomic distances, they can be used not only to locate the binding site but also to ‘dock’ the 

ligand into a known or modeled protein structure for obtaining a structure of the complex. 
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6.2. Substrate Binding Studies of VAT-N 

As discussed in the previous two chapters, VAT-N is the N-terminal domain of VAT protein 

which is a hexameric assembly and acts as a molecular machine in the eukaryotic cells. The 

role of VAT-N was thought to bind to the unstructured terminal residues of a substrate protein 

via its concave surface groove. It was also proposed that after binding, VAT-N leads the 

substrate protein into the D1 domain hexamer. Then, the hydrolysis of the substrate protein 

would take place in the D1 domain. The hinge connecting the hexameric assembly of the N 

and D1 domains would provide necessary flexibility for this mechanism. To investigate this 

hypothesis, it is necessary to look for the natural substrates of VAT-N. Exploring natural 

substrate would clearly demonstrate the role of the N-domain in the VAT assembly. 

We have titrated 15N labeled VAT-N with a peptide SsrA, 8.5 kDa Ubiquitin, 8 kDa Barstar 

and 23.5 kDa casein. Following sections will deal with the experimental conditions, choice of 

the specific substrate as well as results from these studies. 

6.2.1. Assignment of VAT-N Amide Resonances at pH 6.7 

As seen in the previous chapters, all the structural and dynamic studies on VAT-N were 

performed at a pH 5.9. However, three major difficulties existed in using pH 5.9 for pursuing 

binding studies. Barstar has a pI at pH 6.0. Many proteins, including Barstar, tend to 

aggregate near their pI value. Thus, the binding studies of VAT-N and Barstar were not 

feasible at pH 5.9. At the same time, casein and Ubiquitin have favorable pH ranges 

around 7.0. 

Therefore, all the titration experiments were performed at pH 6.7. However, it is known that a 

small change in the pH can cause changes in the secondary structure elements and thus in the 

global structure of the protein. Hence, the 15N-1H HSQC of VAT-N at pH 6.7 was recorded 

and compared the proton and the nitrogen shifts with the spectra recorded at pH 5.9. The 

overlay of spectrum recorded at a pH of 5.9 and a pH 6.7 is shown in figure 6-1. 
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Figure 6-1: An overlay of 15N-1H HSQC of VAT-N at pH 5.9 (black) and 6.7 (red). No major 

changes in the chemical shift were observed for all residues, indicating that the secondary 

structure elements and the global fold of the protein have not changed. 

 

Resonances showing comparatively large changes in chemical shifts were (above 25 Hz in 

any dimension) N4, E13, M21, V24, V54, Y55, A57, I104 and N134. It was unambiguous to 

assign the shifted resonances because of their vicinity to the parent resonance. A closer 

inspection reveals that these residues were distributed over the complete sequence and they 

mainly consist of either the starting or the ending residue of a secondary structure element. A 

pH change has induced a small change in the local environment of these residues which 

caused these shift. Apart from the differences in chemical shifts of certain residues, it was also 

noted that some of the resonances disappear completely. These disappearing resonances 

mainly belong to the residues of the β9-β10 loop in VAT-Nc (residues: A143-G147, cf. figure 

4-6) and to the flexible terminus (residues: S3, N4, G6 and G184). The disappearance of these 

resonances is very well possible since the water exchange of the flexible loop is accelerated at 
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higher pH. In conclusion, the overall structure of VAT-N remains intact as evidenced from 

the high resemblance in the HSQC pattern. 

6.2.2. VAT-N:SsrA 

Florescence in the GFP (Green Florescence Protein), is caused by the presence of the 

chromophore, resulting from the spontaneous cyclization and oxidation of the sequence 

Ser65-Tyr66-Gly67. The native protein fold is required for both formation of the 

chromophore and fluorescence emission [193]. 

It was observed that VAT acts as unfoldase for SsrA tagged GFP (acronym: GFP-SsrA). SsrA 

is an unstructured peptide tag consisting of 19 amino acids and fused at the C-terminal end of 

GFP. Similar studies on the wild type GFP and VAT yielded reduced affinity. Therefore, it 

was thought that in GFP-SsrA, SsrA first binds to VAT-N which then feeds it to the 

D1-D2 domain hexamer. Since GFP is attached covalently to the SsrA tag, it is guided to D1, 

hence, an increased binding was seen. Based on this observation, the titration of VAT-N with 

the SsrA tag was carried out to monitor the changes in the 15N-1H HSQC spectrum during 

each step of the titration. The sample conditions were made uniform so as to avoid artifacts 

resulting from the non-similar sample conditions. 15N-1H HSQC experiments were carried out 

under identical experimental conditions for each step of titration at 320 K. Titration of 15N 

labeled VAT-N and unlabeled SsrA was done in the increasing order of molar ratio of SsrA 

(i.e., SsrA versus VAT-N ratios of 0.5, 1.0, 2.0 and 3.0 were used). No changes in the 15N-
1H HSQC chemical shifts or the appearance of the resonances for VAT-N were observed 

(figure 6-2) in all the stages of titration. This indicates that no binding interaction between 

VAT-N and SsrA exists. Therefore, the proposed role of VAT-N in GFP-SsrA binding might 

be different. 
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Figure 6-2: An overlay of 15N-1H HSQC of the free VAT-N (black) and with a three fold 

molar excess of SsrA titrated VAT-N (red). No change in the chemical shifts or non-

appearance of new signals for all the residues indicates that the SsrA tag does not bind to 

VAT-N. 

6.2.3. VAT-N: Ubiquitin 

Ubiquitin is one of the highly studied proteins by NMR mainly because of its availability, 

stability and small size. In our context, the N-terminus of p97-D1-D2 protein complex 

degrades substrate proteins in Ubiquitin dependent pathway [194]. p97-D1-D2 complex is 

found in the higher eukaryotic cells. It is a well-known AAA protein and has a very 

resembling structure to VAT [195]. Therefore, it was thought that Ubiquitin might bind to the 

N-domain of VAT, VAT-N. A series of titration of VAT-N with Ubiquitin was carried out in 

order to have final concentration of Ubiquitin in the molar excess range (0.5, 1.0, 2.0 and 

3.0 molar equivalence of unlabeled Ubiquitin). The 15N-1H HSQC spectra were recorded for 

320 K and 329 K. Inclusion of the latter temperature was due to the fact that Ubiquitin 

assumes a partially unfolded state. An overlay of the spectra is shown in figure 6-3. 
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Figure 6-3: An overlay of 15N-1H HSQC of the free VAT-N (black) and with a two fold molar 

excess of Ubiquitin titrated to VAT-N (red). No change in the chemical shifts or non-

appearance of the new signals for all the residues indicates that Ubiquitin does not bind to 

VAT-N. The appearance of the overlay did not change at elevated temperature (329 K). 

 

No chemical shift perturbation or appearance of new resonances, at both temperatures, 

concludes that there is no binding between VAT-N and Ubiquitin. 

6.2.4. VAT-N:casein 

Casein is a viscous protein (mainly unstructured) of 23.5 kDa and is derived from bovine 

milk. Casein is known to stimulate ATPases activity in ClpB and therefore may be regarded 

as substrate [196]. ClpB is a homologous protein of VAT (belong to the AAA family) and has 

the N-D1-D2 domain structure. In an exploration for finding a natural substrate of VAT-N, 
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15N labeled VAT-N was titrated with 0.5, 1.0 and 2.0 equimolar unlabeled casein. The 

titrations were carried out at 320 K and 329 K (figure 6-4). 
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Figure 6-4: 15N-1H HSQC of VAT-N titrated casein. VAT-N:casein molar concentrations are 

in the order, A=1:0, B=1:1 and C= 1:2, respectively, at 320 K. Unusual line widths of most 

of the residues were seen with increasing concentration, such that in C hardly any peak can 

be seen. When the temperature of C is increased to 329 K, (D) re-emergence of these 

resonances was seen (though the line width was more than twice). This observation implies 

that the oligomerization of VAT-N was induced by casein. 

 

With the addition of 0.5 equivalence of casein (25 µL of 1 mM), at 320 K, resonances of 

VAT-N were seen to broaden and reached to approximately twice the original linewidth. 

Broadening of resonances was linear with increasing concentration of titrated casein and at 

2.0 equimolar concentration, resonances were too broad to be observed except those 

belonging to the flexible unstructured free loops. This behaviour suggests that oligomerization 
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of VAT-N was triggered by casein. This oligomerization pronounces slower correlation time 

and therefore resonances belonging to the rigid part of the protein disappear due to increased 

relaxation rate. 

A 15N-1H HSQC comparison of the free and casein titrated VAT-N, at 329 K, gave exactly 

identical spectrum, although in the latter case the averaged line width of the resonances was 

almost two times higher. This confirmed that there was no chemical shift perturbation or 

appearance of new resonances. At the same time, it should be also noted that the increased 

linewidth in VAT-N was caused due to oligomerization and not by any conformational 

exchange. Line broadening due to the conformational exchange would not be equally 

pronounced for each residue. It is hardly plausible that the whole molecule undergoes 

chemical exchange. 

Though the binding studies between VAT-N and casein look attractive at the first sight, it has 

no functional importance due to its non-specific nature. 

6.2.5. VAT-N:Barstar 

The selection of Barstar, as a substrate for VAT-N, resulted from a biochemical study which 

showed that thermal precipitation of Barstar was slowed down in the presence of VAT-N. A 

series of titration of VAT-N with Barstar was carried out in the similar way as was done for 

earlier three cases. 

Upon immediate titration of the first batch of Barstar (0.5 molar equivalence) changes in the 

chemical shift for the certain residues were observed. These residues are labeled in figure 6-5.  

Surface mapping reveals these residues belong to the flexible loop β7-α3 in VAT-Nc 

(residues: I104-F112) and to the C-terminal residues (residues: I170-E174). Two other 

residues, R122 (α3) and R126 (α3-β8 loop), were affected mainly due to the allosteric effects. 

The first and the last residue of the β9-β10 loop also show chemical shift perturbation. Since 

this whole loop has already disappeared due to the change in the pH (vide supra), any direct 

evidence of its perturbation in presence of Barstar could not be achieved. Therefore, it 

manifests that Barstar weakly binds to VAT-N and the binding mainly takes place at the free 

surface loops present in VAT-Nc. 
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Figure 6-5: Chemical shift perturbations seen immediately upon addition of 0.25 equimolar 

Barstar to VAT-N sample. Residues showing different chemical environment due to ligand 

addition mainly belong to the loop region in the C-terminal subdomain, VAT-Nc. 

 

The chemical shit perturbations were expected to be seen more pronounced in the next step of 

the titration. However, the appearance of new resonances was observed. Initially, newly 

appearing resonances were weak and gained intensity when the concentration of Barstar 

reached to 2 molar equivalence of VAT-N (figure 6-6). 
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Figure 6-6: Molar excess titration of Barstar to VAT-N results in the appearance of new 

signals (marked with arrows), which is typical for a tightly bound complex (contradictory to 

the results in figure 6-5). The equilibrium between the free and the bound state shifts slowly 

towards the bound state as evidenced from the changed ratio of old signals to new signals 

(after 24 hrs.: 80:20 (A), after 6 months: 05:95 (B) ). 

 

Newly appearing resonances were ascribed to the Barstar bound state of VAT-N. These 

resonances became stronger over a period, indicating that the conformational equilibrium is 

slowly shifting from free VAT-N to the bound VAT-N. An estimation of the average ratio 

between the free and the bound state was 80:20, respectively, after 24 hrs of molar excess 

titration of Barstar. It turned out that this ratio changes to 10:90 over a period of 6 months 

which can be seen in figure 6-6 (the sample was stored at 276 K meanwhile). 

Based on above observation, it was obvious that Barstar binds to VAT-N weakly at low 

concentrations and later relocates to form a tight complex. The newly appearing resonances 

were mapped on the surface. They belong to the rigid ψ2 loop in the N-subdomain, VAT-Nn. 

The relocation of Barstar seems unrealistic as the rigid ψ2 loop in VAT-Nn and the β7-α3 

and β9-β10 loops belonging to VAT-Nc are quite far away in their spatial location. 

(approximately 45 Å). Barstar, being a small molecule, it is less likely that this kind of 

mechanism would work, unless Barstar unfolds, before the second effect takes place. 
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Quite simultaneously, we observed that these newly appearing resonances (appearing in the 

Barstar titrated VAT-N sample) do occur in the 6 months old clean samples of VAT-N which 

is shown in figure 6-7 and figure 6-8 (the sample was stored at 276 K during this time). The 

ratio between the original VAT-N resonances and the newly appearing resonances was 

approximately 95:5, respectively. The new resonances in VAT-N might correspond to the 

partially degraded VAT-N. 
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Figure 6-7: (A) 15N-1H HSQC of the freshly prepared VAT-N sample. (B) HSQC of the same 

sample after 6 months during which it was stored at 276 K. Newly appearing signals (marked 

with arrows) resemble with those found in Barstar titrated VAT-N sample.  

 

In the view of these experimental results, it can be concluded that Barstar triggers degradation 

of VAT-N and accelerates it. 
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Figure 6-8: 15N-1H HSQC of the freshly prepared VAT-N sample (A) and a sample more than 

4 years old (B), both at pH 5.9. Newly appearing signals (marked with arrows) resemble with 

those found in Barstar titrated VAT-N and are more pronounced compared to figure 6-7. 

 

These various samples of VAT-N were loaded on a native as well as SDS gel to detect 

possible degradation in the form of new low molecular weight bands. These results of the 

SDS  gel are shown in figure 6-9. Column 3 represents old sample of clean VAT-N stored for 

6 months at 276 K. Existence of a small band of a low MW polypeptide chain along 6 kDa 

marker line indicates partial degradation of VAT-N. Similar band can be seen in a sample 

which was titrated with Barstar. Interestingly, no protease can be present in the sample of neat 

Barstar as Barstar gives a single sharp band along 9 kDa. Therefore, the accelerated 

degradation of VAT-N can only be explained by a certain biological role of Barstar. 
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Figure 6-9: A SDS gel ran on various samples of VAT-N. Left hand side band is for the 

marker (200, 116, 97, 66, 45, 31, 21, 14, 6.5 kDa). The white arrow represents the monomeric 

weight of VAT-N. Column 3 represents VAT-N sample that was kept for 6 months at pH 6.7 

and at 276 K. Columns 4-7 represents very old samples of VAT-N, columns 8-10 are batched 

derived from sample 3, Column 11 is VAT-N:Barstar sample, column 12 is titrated neat 

Barstar, column 13 is freshly prepared unlabeled VAT-N. Similar patches in the column 3 and 

11, particularly, around 14 kDa and 6.5 kDa might be due to partial degradation of VAT-N.  

6.3. Conclusions  

Binding studies by NMR provide a primary tool for the location of the binding partner of the 

biomolecules. These studies are mainly attainable by observing chemical shift perturbations 

or by observing newly appearing resonances in the 15N-1H HSQC spectrum upon addition of 

ligand. In an attempt to find natural substrate for VAT-N, we have carried out equimolar and 

molar excess titrations of VAT-N were carried out with SsrA, Ubiquitin, casein and Barstar. 

The titration of SsrA and Ubiquitin with VAT-N indicates no binding between VAT-N and 

substrates. Casein induces oligomerization of VAT-N as became evident from the increased 

linewidth of all the resonances belonging to the structured residues. Initial low concentration 

titration of VAT-N and Barstar reveals that the binding takes place at the β7-α3 and β9-β10 

loops belonging to VAT-Nc. With increased concentration of Barstar, surprisingly, additional 

resonances arise which were also found in a partially degraded sample of titration-free 



6   Substrate Binding Studies of VAT-N 103 

VAT-N sample. Therefore, it can be concluded that Barstar accelerates degradation of VAT-

N. Thus, the exploration for a natural substrate for VAT-N, driven by homology search, 

failed. Intensive attempts are necessary to find out the binding role of VAT-N. 
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7. Investigation of the Structural Differences in GaIII- and YIII-DOTATOC 

7.1. Somatotropin Release Inhibiting Factor (SRIF) 

Somatostains, which are also known as Somatotropin-release inhibiting factors (SRIFs), form 

a family of cyclo-peptides that are mainly produced by normal endocrine, gastrointestinal, 

immune and neuronal cells, as well as by certain tumors [197-199]. Somatostains peptide 

contains 14 and 28 amino acids and is generated as C-terminal products of prosomatostatin. 

Exploratory clinical trials of natural SRIF-14 were carried out for the treatment of a range of 

conditions, including: diabetes type I and II; hypersecretory tumor, growth hormone-secreting 

pituitary adenomas, gastrinomas, insulinomas, glucagonomas and vapomas etc. [200, 201]. 

Although these studies indicated that SRIF-14 is efficacious in certain conditions, they also 

showed that its full therapeutic potential cannot be exploited in vivo owing to its rapid 

proteolytic degradation (plasma half-life of 3 min) [202]. The therapeutic limitation of a shorter 

plasma half-life can be overcome either by a synthesis of short-chain (reduced size) stable 

analogues with receptor specific selectivity or by achieving metabolic stability by chemical 

modification, involving the incorporation of D-amino acids or N-methylated amino acids. 

This led to a search for the synthetic analogues. Synthetic peptides mainly comprising 

octreotide, lanreotide, and vapreotide (figure 7-1), were successfully used in clinical 

applications [203]. The basic features of these SRIF based peptides are the cyclization by a 

cysteine disulfide bridge, causing restricted conformational flexibility, and the introduction of 

D-Trp8-Lys9 in the somatostatin sequence in the i+1 and i+2 positions of the β-turn, 

respectively. 
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Figure 7-1: Structures of somatostatin 14 and 28 and some commonly used examples of 

somatostatin analogues like octreotide, vapreotide and lanreotide etc. 

7.1.1. Receptor Subtypes 

The discovery of the five SRIF receptor subtypes, SSTR1-5, in the early 1990s triggered in-

depth research into their binding properties and coupling to multiple signaling pathways. 

Clinically used SRIF analogues, such as octreotide and lanreotide, were found to 

preferentially bind to the SSTR2 receptor subtype. All five SRIF receptor subtypes bind their 

natural ligands SRIF-14 and SRIF-28 in nano-molar affinity whereas synthetic analogues bind 

with high affinity to a particular receptor subtype (micro-molar affinity) [204]. Signal 

transduction through SRIF receptors is complex and involves binding of somatostatins, SRIF 

analogues to various SRIF receptor subtypes. Binding of these ligands to SRIF receptor 
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induces G-protein activation and signaling through various pathways. Activation of several 

key enzymes occurs as a consequence. Modulation of several proteins occurs along with 

changes in the intracellular level of calcium and potassium ions [205]. 

7.1.2. Structural Investigations of Somatostatin Analogues 

The varied medicinal applications of somatostatin have made it the object of numerous 

structural investigations using different techniques like NMR spectroscopy and X-ray 

diffraction [206]. The early NMR studies of van Binst et al. in water and in DMSO-d6 

solution [207-209] indicated that the octreotide adopts a predominant antiparallel β-sheet 

conformation characterized by a type II’ β-like turn across residues D-Trp4 and Lys5. Similar 

conformations were obtained in the water-methanol solvent system [210]. In a recent study, 

Melacini et al. [211] have used NOE restraints for molecular dynamics calculations. Violations 

of NOE distance and αHH
3

NJ  dihedral angle restraints showed that the NMR data on octreotide 

could not be explained by a single conformation. Instead, Melacini et al. found equilibrium 

between antiparallel β-sheet structures and conformations in which the C-terminal residues 

fold into a 310-helix-like array or a similar helical ensemble. Similar structures were also 

found in an X-ray diffraction study [206]. These structures are shown in figure 7-2. 

 

 
 

Figure 7-2: Backbone structures of the octreotide derived from X-ray crystallography. 

Conformations found are (A) antiparallel β-sheet, (B and C) 310-helix (CSD: YICMUS, 

PDB: 1SOC, 2SOC) [206]. The different arrangement of Cys7 and Thr8(ol) leads to differences 

in the (B) and (C) structure. Similar conformations are also found in the NMR studies. 



7   Investigation of the Structural Differences in GaIII and YIII-DOTATOC 107 

7.1.3. Radio Labeled Analogues 

Apart from the peptidic and non-peptidic agonists and antagonists, radio labeled analogues of 

regulatory peptides have been used recently for the contrast enhanced diagnosis and 

radiotherapy of primary tumors and their metastases. [203, 212]. Further modifications for radio-

labeling of these peptides were used successfully for the in vivo localization of SRIF receptor-

positive tumors [213]. The isotopes 111In, 99mTc, 186/188Re, 66/67/68Ga, 177Lu and 90Y were 

amongst the radionuclides which were tested for this purpose. The primary structure of such 

peptides connected to a metal ion complex is shown in figure 7-3 for the most widely used 

macrocyclic chelator DOTA (1, 4, 7, 10-tetraazacyclododecane-1, 4, 7, 10-tetraacetic acid). 

DOTA usually confers very high kinetic and thermodynamic stability to its metal complexes. 
111InIII-DOTATOC (i.e., [111InIII-DOTA, Tyr3]-octreotide) and 90YIII-DOTATOC have been 

shown to be excellent targeting and therapeutic agents in animal models and in  

patients [212, 214, 215]. The peptidic part of the MIII-DOTATOC compounds consists of [Tyr3]-

octreotide. 

 

 
Figure 7-3: Primary structure of DOTATOC. The peptidic part consists of D-Phe1-Tyr3-

octreotide, the DOTA chelator is attached to the N terminus via an amide bond. In this study 

a metal ion (Gallium, Yttrium or Europium, not shown here) is complexed by the four DOTA 

nitrogens and additional carboxyl oxygens, depending on the ionic radius of the metal ion 

(cf. figures 7-11 & 7-12 ). 

 

In several studies the properties of DOTATOC labeled with 67Ga, 111In and 90Y were 

investigated in vitro and in vivo. Specifically, the IC50 value of GaIII-DOTATOC, measured in 

a (subtype SSTR2) receptor binding assay with [125I]-[Leu8, D-Trp22, Trp25]-somatostatin-28 

as a radioligand, was about five times higher than the value of YIII-DOTATOC [216]. In 
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addition, biodistribution data in an AR4-2J bearing nude mouse model showed differences for 

the two radiopeptides, with a more than two times higher tumor uptake for 67GaIII-

DOTATOC. Moreover, the kidney uptake of 67GaIII-DOTATOC was significantly lower than 

the one for 90YIII-DOTATOC. The very good performance of 67GaIII-DOTATOC in vitro and 

in the animal model prompted different groups to study 68GaIII-DOTATOC as a PET 

tracer [217, 218]. Gallium-68 is especially attractive, since it has a 68 min half-life time and is 

generator produced, with a very favourable 280 d half-life time of the parent isotope 68Ge. 

The human data look indeed very promising and parallel the preclinical results. 

7.1.4. Scope of the Present Work 

The reasons for the significant differences between GaIII- and YIII-DOTATOC are still not 

fully understood. The metal ion dependence for kidney uptake may originate from 

geometrical differences within the metalIII-DOTA complex, affecting their biophysical 

properties. In all previously mentioned structural investigations, the focus of structure 

determination was solely on the peptide sequence, without the metal chelator attached. Thus, 

structural studies of the explicit metal-DOTA-peptides could form a basis for understanding 

the intricate in vivo behavior of the different metal-DOTATOC combinations. 

This chapter discusses structural results based on 1H- and 13C -NMR data of the GaIII and YIII-

complexes of DOTATOC in aqueous solution. While the peptidic parts of GaIII-DOTATOC 

and YIII-DOTATOC exhibit similar solution conformations, i.e., a fast equilibrium of a  

310-helical- and a β-sheet-like structure, the specific metal coordination geometry in YIII-

DOTA-D-Phe1 causes an additional slow cis-trans isomerisation about the DOTA-D-Phe1 

amide bond. Additionally, NMR studies on EuIII-DOTATOC were carried out. Due to 

paramagnetic EuIII, we observe hyperfine shifts, which make spectral assignment and 

structure calculation almost an impossible task. 

7.2. Experimental Conditions 

Samples of DOTATOC were obtained from the laboratory of Prof. Mäcke, Basel and were 

synthesized according to previously published procedures [216]. 

MetalIII-DOTATOC samples were prepared in 90:10 H2O:D2O solvent. All NMR experiments 

were performed on a BRUKER 600 MHz NMR spectrometer, equipped with a triple 

resonance probe with gradient pulse facility and temperature control unit. Optimum resolution 

in the 1D spectrum was the criterion for the choice of the temperature in each case. Additional 

measurements at 275 K were performed for YIII-DOTATOC because of the narrower 
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linewidth of the D-Phe1 amide signals. Exact sample conditions which were used for GaIII, YIII 

and EuIII-DOTATOC during NMR studies are given in table 7-1. 

 
Table 7-1: Sample conditions of MIII-DOTATOC during NMR studies 

 

SRIF analogues pH Temperature [K] Molar Mass [g/mol] Concentration [mM] 

GaIII-DOTATOC 6.0 290 1488.36 9.0 

YIII-DOTATOC 6.0 275 and 290 1507.54 9.7 

EuIII-DOTATOC 5.0 275 1570.60 9.3 

 

Standard pulse programs were used for data acquisition, but occasional modifications were 

incorporated in order to suppress artifacts. A WATERGATE [219, 220] sequence was used in all 

NMR experiments for effective water signal suppression. The D2O signal was used 

throughout all experiments for achieving a field-frequency lock condition. All spectra were 

calibrated with 3-(trimethylsilyl) propionic acid sodium salt (TSPA) as an external standard at 

0 ppm in the proton dimension, whereas carbon chemical shifts were calibrated  

indirectly [221-223]. Once proton shifts are calibrated, the heteronuclear chemical shifts can be 

directly calibrated by using the following equation. 

H

XH
0

X
0 γ

γνν =  [7-1],

where 0ν  is the absolute frequency of 0 ppm for the nucleus (X: heteronuclei and H: proton) 

and γ  is the gyromagnetic ratio of the respective nuclei. The values of HX/γγ  for external 

standard TSPA correspond to 0.25144954 (for 13C) and 0.10132900 (for 15N). 

Homonuclear 2D NMR experiments like TOCSY [224], DQF-COSY [225] and E.COSY [226] 

were used for 1H chemical shifts assignment. 13C chemical shifts were determined from 

heteronuclear 2D HSQC [227] and HMBC [228] experiments. Distance restraints were derived 

from 2D offset compensated ROESY [229] (80 ms mixing time) and NOESY [230] experiments 

with 100 ms NOE mixing time. Data processing and analysis were performed using Bruker 

XWINNMR software (version 3.2) with standard data processing tools and baseline 

correction. 
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7.3. Results and Discussion  

7.3.1. 1H NMR and Spectral Assignments 

The 1D proton NMR spectra of GaIII- and YIII-DOTATOC are shown in figure 7-4. From a set 

of 2D homo- and heteronuclear NMR experiments (vide supra), all 1H and 13C resonances of 

GaIII- and YIII-DOTATOC could be assigned, except for the highly symmetric DOTA parts, 

where no unambiguous chemical shift assignment was possible. In the case of EuIII-

DOTATOC, paramagnetic EuIII- ion is causing a shift of resonances (hyperfine shift) and thus 

the spectral width of the 1D proton NMR of EuIII-DOTATOC ranges from  

+35 to –20 ppm (figure 7-5 (A) ). 

D-Phe H
major conformation

1 N

D-Phe H
minor conf.

1 N

 

A

B

 
Figure 7-4: 1D proton NMR spectra of (A) GaIII-, and (B) YIII-DOTATOC. For YIII-

DOTATOC, the D-Phe1HN resonance appears at ca. 9.5 ppm, a much higher value than 

expected for an amide proton. In addition, the spectrum shows the presence of two signal sets, 

most clearly for the D-Phe1HN resonance (insert). 

7.3.2. Characterization of EuIII-DOTATOC 

EuIII has an outer shell electronic configuration [Xe] 4f4 6s2. The four unpaired electrons in the 

outermost f shell make EuIII-DOTATOC paramagnetic. Paramagnetic lanthanides induce 
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changes in the relaxations and/or the chemical shifts of protons on the vicinity [231] (in this 

case DOTATOC). With the low spin population in the outermost f orbital (e. g. f2), the 

EuropiumIII ion influences mainly the chemical shift (causing hyperfine shifts).  

Lys

Trp

A

B

 
 

Figure 7-5: 1D proton NMR spectra of EuIII-DOTATOC (A). Paramagnetic influence of EuIII 

ion causes hyperfine shifts. (B) 2D TOCSY spectra of EuIII-DOTATOC. Presence of at least 

four exchanging conformations can be seen in this case. Huge hyperfine shifts as well as 

many conformations in solution make further study of EuIII-DOTATOC practically impossible 

and less relevant with respect to its bioactivity. 

 

Whereas, the highly spin populated orbitals (e. g., f7) contribute more to faster relaxation 

compared to the chemical shift changes [231]. We have seen these effects in the 1D proton 

NMR of EuIII-DOTATOC. Due to paramagnetic EuIII in the vicinity, all the proton chemical 
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shifts of the DOTATOC are dispersed from +35 to -20 ppm (figure 7-5 (A) ). The spectral 

assignment of this compound thus became a challenging task. 

Apart from that, the TOCSY correlation spectra (figure 7-5 (B) ) suggest the presence of at 

least four conformations. In combination with the large hyperfine shifts, this fact strongly 

limited our attempts to further investigate the structure of EuIII-DOTATOC. 

7.3.3. Characterization of GaIII- and YIII-DOTATOC 

The 1D proton spectrum of GaIII-DOTATOC exhibits just a single set of NMR signals 

(figure 7-4(A) ). In contrast, the 1H spectrum of YIII-DOTATOC shows a second signal set 

consisting of weaker resonance lines, most clearly observable for the downfield signal of  

D-Phe1-HN (figure 7-4(B) ). At 290 K the ratio between the two signal sets is 67:33, 

determined by integration of several carefully deconvoluted resonances. In the ROESY 

spectrum of YIII-DOTATOC weak exchange cross-peaks can be observed between the two 

sets of signals, indicating the existence of slow exchange between them[232] as shown in 

figure 7-6. 
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Figure 7-6: Contour plot of low field region of the 2D ROESY spectrum of YIII-DOTATOC 

(290 K). Positive exchange cross-peaks (black) and negative NOE cross-peaks (red) can be 

distinguished, demonstrating the existence of two slowly interchanging conformations 

(cf. annotations). 
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Therefore this double signal set clearly represents two different solution conformations for 

YIII-DOTATOC, slowly interconverting on the NMR time scale, which will henceforth be 

referred to as major and minor conformation denoting the more and less populated conformer, 

respectively. 

The existence of such separate signals sets has not been reported in earlier NMR studies on 

similar DOTA model compounds [233]. The ratio of the two conformers was found to be 

temperature dependent (figure 7-7). 

Cys H
(major)

2 N

Trp H
(major)

4 N

Trp H
(minor)

4 N

275 K

280 K

290 K

300 K

310 K

320 K

Lys H5 N

Cy
sH

(m
in

or
)

2
N

Tyr H
(major)

3 N

Phe H
(major)

1 N

Phe H
(minor)

1 N

 
 

Figure 7-7: Temperature dependence of the 1H NMR spectrum of YIII-DOTATOC. Upon 

temperature increase from 275 K to 320 K a line broadening due to proton exchange with the 

solvent can be observed. However, coalescence of the two conformations does not occur in 
13C-1H HSQC spectra up to 330 K (table 7-2). 



7   Investigation of the Structural Differences in GaIII and YIII-DOTATOC 114 

At lower temperature (275 K), clear and distinct resonances (average proton linewidth ~ 

4-6 Hz) are observed for both conformers, with a ratio of 55:45. Upon temperature increase a 

broadening of the amide proton resonances is observed, with an average proton linewidth of 

~ 20 Hz at 310 K, due to an accelerated exchange of the HN protons with the solvent. 

At the same time, it should be noted that no coalescence occurs between the various 

resonances of the major and minor conformers even at temperatures up to 330 K, as can be 

judged from well-resolved 2D 13C-1H HSQC spectra (table 7-2). 

 
Table 7-2: Chemical shift difference [Hz] and the coalescence for the major and minor conformation of 

YIII-DOTATOC evaluated from 1D proton NMR for HN signals and from 13C-1H HSQC for Hβ 

resonances of Cys2. 

 

Temperature 

[K] 

D-Phe1HN(major)-

D-Phe1HN(minor)  

Cys2HN(major)-

Cys2HN(minor) 

Cys2Hβu(major)-

Cys2Hβu(minor) 

Cys2Hβd(major)-

Cys2Hβd(minor) 

290 145 236 141 179 

300 145 224 140 168 

310 -- 212 135 159 

315 -- Not Available 130 151 

320 -- 203 128 141 

330 -- -- 111 132 
 Dash indicates absence of data due to increased water exchange, 

 u and d corresponds to upfield and downfield on the chemical shift scale, respectively. 
 

Compared to the other amide signals, the D-Phe1-HN protons also show an unusual line 

broadening, in addition to their pronounced downfield shift. Both features can be attributed to 

a complex formation between the carbonyl oxygen of the DOTA-D-Phe1 peptide bond and the 

metal ion, as seen in the X-ray crystal structure of the model peptide YIII-DOTA-D-Phe-

NH2 [216] (figure 7-9). The association of the amide carbonyl with the metal ion causes the D-

Phe1 amide proton to resonate further downfield, together with an increase of its acidity and 

hence solvent exchange rate, resulting in a larger linewidth compared to other amide 

resonances in the peptide. 

The 1H and 13C chemical shift differences between corresponding atoms of the two 

conformations are largest in the vicinity to DOTA (cf. sections: 9.3.3-9.3.6). Specifically, the 
1H chemical shift differences between the two conformers follow the order D-Phe1 ≈ Cys2 > 

Tyr3 > Cys7 > D-Trp4, whereas they are practically absent for Lys5 and Thr6. The 13C shifts 
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behave in a similar way: the α and β carbons of D-Phe1, Cys2, Tyr3 and Cys7 show two well-

separated carbon chemical shifts indicating two different environments, whereas the other 

carbon atoms of the peptide part remain essentially unaffected. Interestingly, L-Thr(ol)8, 

though being close to D-Phe1 in the primary structure of the peptide, nevertheless shows only 

one signal set, except for a small chemical shift difference for its amide proton. 
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Figure 7-8: Comparison of the, 13C-1H HSQC patterns of GaIII- (black) and YIII-DOTATOC 

(red). Panels (A) and (B) display the aliphatic region containing mainly CH3 and CH2 

correlations. Panel (C) shows the Cα-Hα correlations and the crowded DOTA region, panel 

(D) depicts the aromatic region. Agreement between the chemical shifts of peptidic protons 

and carbons of GaIII- and YIII-DOTATOC (panel (A), (B) and (D) ) suggest that the peptide 

conformation is very similar for both compounds. Dispersed chemical shifts in the DOTA 

region (panel (C) ) are indicative of the presence of the different conformations near this 

region. Presence of only 16 carbons for the DOTA region of YIII-DOTATOC reveals that the 

conformational exchange affects only to certain region of DOTA suggesting an amide cis-

trans isomerisation across the linker, i.e., the (DOTA)CH2CO-D-Phe1HN bond. 
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Chemical shifts could not be unambiguously assigned for the DOTA moiety due to its high 

symmetry and resulting spectral complexity, therefore, chemical shift differences between the 

two conformers in the DOTA ligand could not be determined. However, one of the DOTA 

protons in the major conformation resonates at a characteristic upfield shift of 1.54 ppm 

(corresponding carbon shift: 58.49 ppm). This shift can only be explained if the proton is 

spatially close to the D-Phe1 phenyl ring and located above the ring plane, thus being 

influenced by the anisotropic ring current. Indeed, an NOE cross-peak can be observed 

between this specific DOTA proton and the Hδ and Hε protons of D-Phe1, as well as NOEs 

between aromatic protons of D-Phe1 and other DOTA protons in the major conformation 

(figure 7-8). 

7.3.4. Identification of the Two Conformations of YIII-DOTATOC  

There are three possible explanations for the two conformations in the YIII-DOTATOC, 

namely, 

 (1) Two slowly exchanging conformations of the peptide part, 

 (2) The two well-known m/M diastereomeric conformations of the chelator often 

found in LnIII-DOTA complexes, or 

 (3) A cis-trans isomerisation occurring at the amide bond in the linker (i.e., between 

the carboxylic carbon of the acetate sidechain of YIII-DOTA and the amide nitrogen of 

D-Phe1). 

A first clue can be derived from the observation that most of the carbon atoms of the peptide 

part of YIII-DOTATOC show only one single NMR signal. The chemical shifts of these atoms 

are practically identical with the corresponding carbons of the single signal set of  

GaIII-DOTATOC (figure 7-8 (A, B and D) ). For the rest of the peptidic YIII-DOTATOC 

carbons, the chemical shift differences in the two conformations are quite small. Together 

with the very similar NOE pattern of the GaIII- and YIII-complexes, this practically excludes a 

conformational change of the peptide part (cf. sections: 9.3.11-9.3.13), and the second signal 

set must be caused by the DOTA or linker sections of the molecule. 

DOTA lanthanide (III) complexes have already been extensively studied by various methods, 

and they are known to exhibit a square-antiprismatic geometry (eightfold co-ordination with 

four nitrogens and four oxygens around the lanthanide ion). The arrangement of the ethylene 

bridges and the positioning of the acetate sidechains give rise to four exchanging basic 

conformations, commonly denoted as m1, m2, M1 and M2 [234] and are shown in figure 7-9. 

Here, m1 and M1 (or m2 and M2) describe the different diastereomers, while m1 and m2 (or M1 
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and M2) constitute enantiomeric forms that normally cannot be distinguished by NMR. On the 

other hand, GaIII-DOTA-D-PheNH2 shows a six-fold octahedral coordination geometry, with 

four nitrogens and two oxygens of the carboxylate arm complexing the central ion [216]. 

 

 
 

Figure 7-9: Various conformations of the DOTA lanthanide (III) complex which are normally 

denoted as m1, m2, M1 and M2. Different diastereomers are ascribed as m1 and M1 (or m2 and 

M2) while m1 and m2 (or M1 and M2) constitute the enantiomeric forms [234, 235]. 

 

YIII-DOTA, as a pseudo-lanthanide complex, could be generally expected to show four 

conformations in solution (m1, m2, M1 and M2). However, it has been found that – due to its 

specific ionic radius – YIII-DOTA exhibits exclusively the M conformation in solution [234] 

(while it adopts only the m conformation in the crystalline form [216] ). Nevertheless, it is 

principally conceivable that addition of the bulky peptide part in YIII-DOTATOC might 

influence the conformational equilibrium to give rise to a second DOTA conformation. 

A comparison of the carbon chemical shifts of the DOTA region in the GaIII and YIII-

DOTATOC should give further inside into the probability of such a conformational 

equilibrium. In an overlay of the 13C-1H HSQC spectra of GaIII- and YIII-DOTATOC 

(figure 7-8 (C) ), the carbon chemical shifts of the DOTA part show a behavior similar to that 

observed for the peptide signals. The DOTA part of GaIII-DOTATOC shows 12 distinct 

carbon chemical shifts (corresponding to the 12 different proton-bearing carbon positions in 

the molecule), while for YIII-DOTATOC 16 carbon resonances could be identified. However, 

in case of the existence of two diastereomeric conformations (m and M), 24 distinct carbon 
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chemical shifts should have been observed. If in our case this inter-conversion was slow 

enough to lead to split peptide signals, the effect on the DOTA signals should be even more 

pronounced, i.e., two clearly separated signals would be expected for all DOTA signals – not 

just for four out of 12. 

In addition, Aime et al. have studied the LuIII-DOTA complex by solution NMR [235]. They 

have reported distinctive carbon chemical shifts for the m and M conformations in the DOTA 

ring: 57.6 / 56.9 / 67.4 ppm for NCCN / NCCN / NCCO in the M form, and 55.9 / 50.9 / 

61.5 ppm for the m conformer, respectively. In YIII-DOTATOC, the carbon chemical shifts 

for the DOTA signals occur at 54.08-56.32, 60.76 - 63.63, and 65.24 - 66.70 ppm at 275 K 

(no more degenerate due to the attached peptide). This is in good agreement with the carbon 

chemical shifts found for the M conformer of LuIII-DOTA, but incompatible with the values 

for the m form [235]. LuIII and YIII have very similar ionic radii (0.97 and 1.04 Å) and are both 

diamagnetic, hence, a direct comparison of the carbon chemical shifts should indeed be 

meaningful. Clearly, if YIII-DOTA would have adopted an m form as one of its 

conformations, the corresponding carbon chemical shifts should be pronouncedly shifted 

towards lower frequencies. 

7.3.5. The Coalescence between the Conformations 

For LuIII-DOTA it has also been reported that the coalescence of proton resonances occurs 

around 310 K, corresponding to an energy barrier of ~ 60 kJ/mol for the m / M transition [235]. 

If the same exchange between m and M was responsible for the second signal set in  

YIII-DOTATOC, then coalescence should occur in the same temperature range. However, in 

our measurements hardly any change was observed in the splitting of the 1H and 13C 

resonances of the two conformations over the whole temperature range up to 330 K  

(table 7-2) – a clear indication that the energy barrier is significantly higher for the 

conformational exchange observed in YIII-DOTATOC than known for the m / M transition. 

The calculation of the energy barrier from the coalescence temperature can be done using 

following equation [236]. 

)(22.96RG#

δυ
ττ c

c ln+=∆  [7-2],

where #G∆  is the Gibbs free energy (J mol-1), R is the gas constant (8.314 J K-1 mol-1), cτ  is 

the coalescence temperature and δυ  is the chemical shift difference (Hz) between the 

corresponding resonances of two different conformations at highest possible population 
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difference (i.e., at the lowest possible temperature). At the logarithmic scale to the base 10, 

above equation becomes, 

)(9.97 19.14G#

δυ
ττ c

c log+=∆  [7-3].

Our NMR data suggest a coalescence temperature of ≥ 350 K (with δυ  as 236 Hz for 

Cys2HN) for YIII-DOTATOC, corresponding to a lower limit for the energy barrier 

of 68 kJ/mol. 

Alternatively, energy barrier can be also calculated from the integration of the diagonal and 

the chemical exchange crosspeaks observed in the ROESY (or EXSY) spectrum (figure 7-6). 

At 275 K, the compensated value for the peak volume of the diagonal signals for Cys2HN 

(major) is 703.98 and for Cys2HN (minor) are 536.18. Similarly, the cross peak volume for 

Cys2HN (major)-Cys2HN (minor) is 8.55 and for Cys2HN (minor)-Cys2HN (major) is 6.74. The 

rate constants can be approximated under the assumption that the ROESY mixing time was in 

the regime of initial build up of cross peak intensity. The rate constant, in such a case, can be 

given as [237], 

jiforMkI 0
jmji)(ij

m
≠⋅⋅≈ τ

τ
 [7-4],

where 
)(ij

m
I

τ
 is the average integrated cross-peak volume, jik  is the unidirectional pseudo-

first-order rate constant ( 1s− ) from site j to i, mτ  is the mixing time used in ROESY (or EXSY 

experiment) and 0
jM  corresponds to the equilibrium magnetization at 0=mτ . 

For the two conformations in the YIII-DOTATOC, the pseudo-first-order rate constant 

corresponds to 0.155 1s−  (with j as minor and i with major conformation and ms 80=mτ ). 

The rate constant can lead to the energy barrier between the two conformations as [236]: 

)
T

(23.76 RTG# kln−=∆  [7-5],

where k  is the rate constant ( 1s− ) and T is the temperature. 

This results in a value for ∆G# of 71 kJ/mol for the conformational exchange occurring in the 

YIII-DOTATOC. These values are in good agreement with the approximately 72-80 kJ/mol 

expected for a peptide bond cis-trans isomerisation. 

Based on all these facts, an amide cis-trans isomerisation across the linker, i.e., the 

(DOTA)CH2CO-D-Phe1HN bond, seems the only possible explanation. This would also 

explain the observations that the NMR signals of D-Phe1 are most affected by the 

conformational exchange, and that only four carbons in the DOTA part of YIII-DOTATOC 

resonate at two different frequencies. 
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7.3.6. Cis-trans Isomerization in YIII-DOTATOC 

Upon closer inspection of the NMR data, a very weak NOE cross-peak between D-Phe1HN of 

the major conformation and the nearest CH2 group of DOTA could be observed, indicating 

that the major conformation is trans configured. To confirm these findings, an additional 

ROESY spectrum was recorded at 275 K for better resolution and higher intensity of the  

D-Phe1 amide signals. A set of 2D experiments (TOCSY, 13C-1H HSQC, 13C-1H HMBC) was 

run at this temperature to reassign all proton and carbon resonances. 
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Figure 7-10: NOE cross-peaks between acetate-CH2 of DOTA and D-Phe1HN (275 K). Left 

row (at 9.60 ppm): major conformation of D-Phe1HN, right row (at 9.36 ppm): minor 

conformation of D-Phe1HN. The NOE pattern indicates that only the major conformation 

corresponds to a trans configured amide bond, showing a strong cross-peak with a DOTA 

proton (and one of its own β protons). In contrast, the cis conformation (minor) displays only 

a much weaker cross-peak to a DOTA signal (and both its β protons). 

 

At 275 K, the above mentioned NOE correlation appears as a relatively strong cross-peak in 

the spectrum (figure 7-10). On the other hand, only a very weak cross-peak exists for the 

minor conformation. However, based on purely geometric considerations, in the trans 
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configuration D-Phe1HN should give rise to two NOE cross-peaks, one corresponding to an 

average distance of 2.5 Å (to the CH2 group of the covalently attached acetate arm), the other 

with an average distance of 3.8 Å (to one of the CH2 groups of the cyclen backbone of 

DOTA). The latter NOE is absent in the ROESY spectrum, probably due to its weaker nature 

and the still large linewidth of the D-Phe1 amide. In a similar consideration, for the cis 

configuration two NOE cross-peaks should be observed corresponding to average distances of 

3.6 Å and 4.5 Å (the first between D-Phe1HN and the CH2 group of the covalently attached 

acetate arm, the latter between D-Phe1HN and one of the CH2 groups of the cyclen backbone 

of DOTA). 

If the conformational exchange was occurring in the DOTA part (i.e., between the m and M 

form) and the amide bond was trans configured in both conformations, then two strong cross-

peaks would be expected from the two D-Phe1HN resonances to the CH2 group of the 

covalently attached acetate arm, with a distance of ~ 2.5 Å. Absence of this strong NOE in the 

minor signal set of YIII-DOTATOC again rules out the possibility of conformational exchange 

in the DOTA part. 

Interestingly, no NOE cross-peak could be detected between the two DOTA protons at 

3.44 ppm and 3.56 ppm (figure 7-10). This suggests that both belong to the same group in the 

two different conformations (although no exchange cross-peak could be observed). It seems 

plausible that the DOTA 1H resonances at 3.44 ppm and 3.56 ppm belong to the CH2 group of 

covalently attached acetate arm. 

The conversion of the NOE intensities measured for the D-Phe1HN – DOTA cross-peaks into 

distances (after correcting for the appropriate population ratios) resulted in some discrepancy 

from the distances expected from the geometric considerations. The NOEs correspond to 

distances of 3.5 Å (2.5 Å) for the major conformation and 4.5 Å (3.6 Å) for the minor 

conformation (expected values in parentheses). However, the D-Phe1HN signals are much 

broader than all other 1H resonances (linewidth major: 38 Hz, minor: 42 Hz, peptide amide 

protons: ~ 12 Hz at 275 K). Obviously, the large linewidth and hence the existence of 

significant alternative relaxation mechanisms could readily explain the reduced absolute NOE 

signal intensities for the D-Phe1HN resonances. Nevertheless, the observed large intensity 

differences between the NOE cross-peaks of the two conformations agree very well with a 

cis-trans isomerisation. The ROESY spectrum at 275 K also shows a correlation between D-

Phe1HN and only one of the D-Phe1Ηβ protons in the major conformation, whereas in the 

minor conformation, D-Phe1HN correlates with both Hβ protons, pointing to different 

sidechain conformations of D-Phe1. 
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7.3.7. Structure Calculations and MD Simulations 

Interproton distances were calculated from integration of the offset compensated cross-

peaks[229] of the ROESY spectra. A tolerance of ± 10 % was applied on these distances to 

derive lower and upper bounds as distance restraints for structure calculations. For the 

calculations of GaIII-DOTATOC, 64 such restraints were used. Due to the excessive overlap 

between the two signal sets of YIII-DOTATOC, only 27 and 28 restraints could be 

unambiguously extracted and used for calculations for the major and minor signal set, 

respectively. Since the 1H signals of the DOTA chelator could not be assigned 

unambiguously, no restraints were included for this part for both GaIII-and YIII-DOTATOC. 

Initial conformational searches were performed with distance geometry (DG) calculations 

with a modified version of DISGEO program by Mierke et al. [238-242]. Further refinement was 

done by molecular dynamics (MD) simulations with the DISCOVER program package 

(version 2.9.8) [242] with time averaged distance restraints protocols [243-246] in the form of an 

in-house written extension [247, 248]. In order to take the metal ions into account, all dynamics 

simulations were performed with the ESFF force field implemented in DISCOVER. To allow 

conformational transitions during the simulation runs, time averaged distance restraints 

protocols [243-246] were utilized in form of an in-house written extension for the DISCOVER 

package [247, 248]. 

Due to the absence of Hα(i)-Hα(i+1) cross-peaks in the ROESY spectra, all peptide bonds 

(except for D-Phe1HN in the YIII-DOTATOC) were restricted to the trans configuration in all 

structure calculations. For the major and minor conformations of YIII-DOTATOC calculations 

were performed separately, with the amide bond between D-Phe1HN and the DOTA moiety set 

to trans or cis, respectively. Since the peptide parts of GaIII-DOTATOC and both 

conformations of YIII-DOTATOC consist of more than a single conformation in solution, the 

initial DG calculations (100 structures for each dataset) led to somewhat distorted structures. 

Both the antiparallel β-sheet structures and the 310-helical structures proposed by Melacini  

et al. [211] were contained in the DG ensembles of all three NMR datasets (GaIII-DOTATOC, 

YIII-DOTATOC in the minor and major conformation). Therefore, from each dataset those 

sheet and helical structures fulfilling the experimental data best were chosen as starting 

structures for further MD simulations. With each starting structure, a restrained dynamics 

simulation of 500 picoseconds duration was performed with time averaged distance restraints 

protocols. The resulting trajectories were then clustered. The program NMRCLUST [249] was 

used to sort the frames of the dynamics trajectories into structural families. Since no 

experimental data had been available for the DOTA sections, superposition and clustering 
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were based on the peptide cycle, i.e., the backbone atoms of the fragment Cys2-Tyr3-Trp4-

Lys5-Thr6-Cys7 plus the disulfide bridge. The cluster analysis clearly revealed the highly 

flexible nature of the peptidic parts of GaIII- as well as YIII-DOTATOC. Both the sheet and 

helical conformations were represented in the trajectories of all three datasets (figure 7-11), in 

addition to a variety of other conformations. A thorough variation of all critical parameters of 

the time averaged distance restraints (exponential decay time τ, the force constants of the 

restraints, and simulation time) did not change this finding. 

 

 
 

Figure 7-11: Stereo views of representatives of the helical (A) and sheet (B) conformation of 

GaIII-DOTATOC, taken from the time-averaged MD trajectory. Similar peptide conformations 

are found in the case of YIII-DOTATOC. 
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The dihedral angle CSSC of the disulfide bridge, which can be either +90° or -90°, showed no 

influence on the structures obtained for both GaIII- and YIII-DOTATOC. 

In conclusion, the results of these simulations indicate that the metal ion does not have any 

detectable influence on the backbone structure of the peptide itself, only a minor shift of the 

conformational equilibrium between sheet and helical forms seems possible from the MD 

simulations. It has been shown that not only the orientation of the sidechains of Tyr3, Trp4 and 

Lys5, but also that of D-Phe1, play an important role in the binding of the peptide to the 

somatostatin receptor [211]. Therefore, the significant differences in bioavailability between 

GaIII- and YIII-DOTATOC must be due to the differences in the D-Phe1 linker, i.e., its 

inclusion in the metal coordination sphere and cis-trans isomerisation (figure 7-12) in the YIII-

complex, in contrast to its essentially unrestricted (extended) conformation in  

GaIII-DOTATOC. 

 
 

Figure 7-12: Stereo models showing the (A) cis and (B) trans forms of the amide bond 

between DOTA and D-Phe1 in YIII-DOTATOC. Due to the participation of the amide carbonyl 

oxygen in the metal coordination sphere, steric interactions are comparable for both isomers. 
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7.4. Conclusions 

This 1H and 13C NMR study of the solution structure of GaIII- and YIII-DOTATOC has shown 

that the peptidic parts of both compounds can be characterized by a fast equilibrium of two 

predominant conformations, displaying a helical and a sheet-like structure, as had been shown 

for octreotide alone. Specifically, the peptidic moieties of both NMR signal sets of  

YIII-DOTATOC show essentially the same helical and sheet-like contributions as the  

GaIII complex. An investigation into the nature of the two observable signal sets of  

YIII-DOTATOC by variable temperature NMR and various 2D NMR experiments confirmed 

a cis-trans isomerisation across the DOTA – peptide linker, i.e., the (DOTA)CH2CO-D-

Phe1HN amide bond. This phenomenon is caused by the incorporation of the carbonyl oxygen 

of this amide bond into the coordination sphere of the YIII ion. The resulting conformational 

differences at the D-Phe1 residue represent the only structural cause for the significant 

differences in the biological activities in vivo of GaIII- and YIII-DOTATOC. 
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9. Appendix 

9.1. RDC Studies on VAT-N  

9.1.1. Pulse Program Implemented: 15N-1H-IPAP-HSQC 

;mvdNHipap.f2     ;mvdesh  08/01/02 
;IPAP-[15N,1H]-HSQC (1H-coupled in F1(N) ) 
; 
;Reference: 
;Ottiger, M., Delaglio, F. & Bax, A.: J. Magn. Reson. 131, 373-378 (1998) 
 
;######## NO CARBON DECOUPLING HERE ######## 
 
 
#include <Avance.incl> 
#include <Grad.incl> 
 
 
;####Pulses to be set###### 
;p1     proton 90 at pl1 
"p2=p1*2" 
;p3     nitrogen 90 at pl2 
"p4=p3*2" 
;pcpd2 : 90 degree soft pulse on X (f2) at pl12 
 
 
;##########Gradient pulses (may have to be set manually):########## 
;"p20=2.0m" 
;"p11=1.0m" 
;"p17=0.4m" 
 
 
;######delays to be set######## 
"d0=in0*0.5 - p3*0.63 -p1" 
;d1   :relaxation delay (>= 1 sec) 
;d4   :1/4JNH*0.7 (about 2.2ms) 
"d5=d4-p17-2u"   
"d11=10m"       ;I/O delay 
"d12=10u"       ;increment delay 
"d13=25m" 
;d19     :Watergate Delay (~80 u) 
;"d22=p2" 
;"d23=p3" 
"d27=p3*1.26 -p1" 
"d25=p1*2" 
;d16   :>= 150u (gradient recvovery) 
 
;######Acquisition info######### 
;Use pseudo 3D experimental setup with F3=1H, F2=15N and F1= dummy with 
;TD=2 (any nucleus would do!)The first FID recorded here will generate IP 
;component and the second one ;will generate AP component of the splitting. 
;ND0= 2, ND10= 2, TD0=1, CPDPRG2=garp (you will see the coupling in the 
;indirect dimension. Replace in0 by in10 as the increments depends upon 
;in0. used l2 = 1 
;GPNAM2= sine.100 
;GPNAM= sine.100 
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;Gradient strengths which we have used during test runs were: gpz0=40% and 
;gpz2=10% 
;with 1 ms gradient pulses (p16 and p17) 
 
;######Processing info########## 
;create 2D from the 3D data set. 
;Enter slice No. "1" for IP component and "2" for AP component. 
;mc2=states,  
;Make REVERSE false in both the dimensions 
;Addition of IP and AP part: 
;copy the processed datasets into new process nos., define multipliers 
;"alpha" and "gamma" respectively.  
;( used 1 and 1.1) 
 
 
;#####calculated parameters####### 
define delay wg 
define delay cen18 
define delay cen24 
"cen24=(p4-p2)/2" 
"wg=p1*4.77+d19*10" 
"cen18=(wg-p4*2-6us)/2" 
"d24=d4-p16-d16-600u"  ;600u compensate of J-evolution during 3919 sequence 
"l3=(td2/2)" 
 
 
#define WG (p1*0.231 ph14 d19*2 p1*0.692 ph14 d19*2 p1*1.462 ph14 d19*2 
p1*1.462 ph15 d19*2 p1*0.692 ph15 d19*2 p1*0.231 ph15):f1 
 
1       ze 
        10u ru2 
2       d11 do:f2 
        d12 
3       d12*3 
4       d12*3 
5       10u do:f4 
        10u pl2:f2 
        d1 
        1m UNBLKGRAD 
        10u pl1:f1 
        (p3 ph0):f2         ;eliminate Boltzmann 
        p16:gp0*2 
        3m 
        (p1 ph0) 
        2u 
        p17:gp2 
        d5 
        (cen24 p2 ph0):f1 (p4 ph6):f2 
        2u 
        p17:gp2 
        d5 
        (p1 ph6) 
        6u 
      p16:gp0*-0.8 
        1m pl1:f1 
        (p3 ph3):f2 
        if "l2==1" goto 20 
      d4 
        (cen24 p2 ph1):f1 (p4 ph5):f2 
      d4 
        d27 
        (p1 ph4):f1 
20      d0  
        d25  ;  (p1*2 ph0)   ;no 180 for F1-coupled spectrum 



9   Appendix 139 

        d0 
        if "l2==2"goto 40 
        (p3 ph7):f2 
        goto 41 
40      (p3 ph17):f2 
41      2u 
        p16:gp0*0.8 
        2m pl1:f1 
        (p1 ph0) 
        5u 
        d24 
     p16:gp0 
     d16 
     WG (cen18 p3 ph1 3u p4 ph0 3u p3 ph1):f2 
     p16:gp0 
     d16 pl12:f2 
     d24 
        go=2 ph31 cpd2:f2 
        d11 wr #0 if #0 zd 
        1m BLKGRAD 
        10u do:f2 
        d12 iu2 
     lo to 3 times 2 
        d12 ru2 
        d12 dp7 
        d12 dp17 
     lo to 4 times 2 
        d12 id0 
        d12 ip31 
        d12 ip31 
        lo to 5 times l3 
        d12 do:f4 
        d12 do:f2 
        1m BLKGRAD 
        100u  
exit 
 
ph0=0 
ph1=1 
ph3=0 0 2 2 
ph4=1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 
ph5=0 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3 
ph6=1 3 
ph7=0 
ph17=1 1 1 1 3 3 3 3 
ph10=0 
ph14=0 
ph15=2 
ph31=0 2 2 0  
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9.1.2. Comparison of RDCs Obtained by 15N-1H-IPAP-HSQC and Tr-SmTr Approach 

Highlighted residues showed differences in the two measurements, i.e., TROSY-Semi-

TROSY and 15N-1H-IPAP-HSQC. To see the cause of the differences these residues were 

carefully looked up in the corresponding spectra. The reason of the differences is written in 

the comments column. 

 
Residues Tr-SmTr [Hz] IPAP-HSQC [Hz] Errors [Hz] Comments 

6 GLY -3.630 1.020 4.000  

8 ILE -21.500 -15.680 2.000 Overlap in IPAP-HSQC 

9 LEU -18.160 -15.680 2.000  

12 ALA 14.530 12.790 2.000  

24 VAL 18.160 18.620 2.000  

25 ARG 3.630 15.680 2.000 Overlap in IPAP-HSQC 

28 GLU -3.630 -2.940 2.000  

29 SER 3.630 4.900 2.000  

30 SER -3.640 1.960 2.000 Overlap in IPAP-HSQC 

31 ARG -3.640 -2.940 2.000   

41 VAL -0.010 10.780 2.000 Overlap in IPAP-HSQC 

42 VAL 0.010 -1.960 2.000  

43 GLU -3.630 -8.820 4.000 Overlap in IPAP-HSQC 

44 ILE -7.27 ---- 2.000  

45 GLU -14.530 -9.800 2.000 Overlap in IPAP-HSQC 

49 LYS -7.270 -12.740 2.000 Overlap in IPAP-HSQC 

50 THR -18.170 -16.660 2.000  

51 VAL -10.890 -11.900 2.000  

52 GLY -10.900 -7.430 2.000 Line shape IPAP-HSQC 

54 VAL  0.000  ---- 2.000  

55 TYR 7.270 14.700 2.000 No reason 

66 ILE 0.010 2.940 2.000  

67 VAL 7.270 13.080 2.000 
Very Strong Overlap 

in IPAP-HSQC 
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Residues Tr-SmTr [Hz] IPAP-HSQC [Hz] Errors [Hz] Comments 

68 ARG 3.640 13.720 2.000 Overlap in IPAP-HSQC 

71 SER -3.640 -1.350 2.000  

72 VAL 0.010 0.980 2.000  

73 MET -10.900 ---- 2.000  

74 ARG -3.630 -1.060 2.000  

75 ASN -3.640 ---- 2.000  

77 CYS -2.590 -4.980 2.000  

85 VAL -7.260 -9.800 2.000  

86 LYS -18.160 ---- 2.000  

88 ARG -10.910 -10.780 2.000  

90 VAL -3.640 0.980 2.000 Overlap in IPAP-HSQC 

97 LYS -3.630 -2.940 2.000  

98 VAL -3.630 -1.960 2.000  

99 THR -3.640 -0.980 2.000  

100 LEU 3.640 0.980 4.000  

101 ALA -8.970 -13.720 2.000 Overlap in IPAP-HSQC 

103 ILE -0.010 -3.920 2.000  

116 ILE -10.890 -11.760 2.000  

117 GLU -18.170 -16.450 2.000  

122 ARG -14.540 -13.720 2.000  

124 LEU -14.540 -14.500 2.000  

129 MET 3.640 ---- 2.000  

134 ASN -10.900 -8.820 2.000  

135 ILE -21.810 -18.610 4.000  

149 LEU -0.010 6.410 2.000 Overlap in IPAP-HSQC 

150 PHE -14.540 ----- 2.000  

151 LYS -18.160 -15.680 4.000  

152 VAL -7.270 -7.840 2.000  

153 VAL -3.640 1.960 2.000 No reason 

154 LYS 3.630 0.980 3.000  

155 THR -3.630 ---- 2.000  
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Residues Tr-SmTr [Hz] IPAP-HSQC [Hz] Errors [Hz] Comments 

162 VAL 3.640 14.450 2.000  

163 GLU 7.260 6.860 2.000  

169 LYS -5.910 -2.940 3.000  

171 GLU -10.900 -7.760 2.000  

172 ILE 0.010 -0.980 2.000  
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9.1.3. Example of RDC Input File for CNS Calculation 

Following file was used for refining structure of VAT-N (only the first 8 and the last residue 

are shown). 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid   6 and name HN) 
      (resid   6 and name N)   1.02     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid   8 and name HN) 
      (resid   8 and name N) -21.50     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid   9 and name HN) 
      (resid   9 and name N) -15.68     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid  12 and name HN) 
      (resid  12 and name N)  12.79     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid  24 and name HN) 
      (resid  24 and name N)  18.16     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid  25 and name HN) 
      (resid  25 and name N)   3.63     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid  28 and name HN) 
      (resid  28 and name N)  -2.94     2 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid  29 and name HN) 
      (resid  29 and name N)   4.90     2 
………….. 
assign(resid 500 and name OO) 
      (resid 500 and name Z) 
      (resid 500 and name Y) 
      (resid 500 and name X) 
      (resid 172 and name HN) 
      (resid 172 and name N)   0.01     2 
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9.2. 15N Backbone Relaxation Rates (R1 and R2 ) and 15N-1H Heteronuclear-NOE Used 

for the Model-free Analysis of VAT-N 

Symbol ∆ stands for the error estimated for the respective rate. The error estimated on NOE 

dataset were 10%. 

 

Residues R1(s-1) ∆R1 R2(s-1) ∆R2 NOE ∆NOE 

I7 1.33 0.053 12.224 0.194 0.806 0.08 

L9 1.248 0.036 12.836 0.24 0.785 0.078 

V11 1.355 0.034 13.44 0.284 0.799 0.079 

A12 1.514 0.039 13.517 0.272 0.849 0.084 

E13 1.372 0.07 13.572 0.183 0.811 0.081 

G20 1.481 0.069 12.487 0.355 0.779 0.077 

M21 1.466 0.037 13.267 0.482 0.777 0.077 

V24 1.377 0.028 12.357 0.271 0.793 0.079 

R25 1.438 0.039 12.81 0.26 0.845 0.084 

D27 1.426 0.044 12.863 0.23 0.824 0.082 

E28 1.409 0.044 12.515 0.244 0.834 0.083 

S29 1.454 0.04 12.57 0.328 0.834 0.083 

S30 1.465 0.05 13.67 0.358 0.898 0.089 

R31 1.452 0.033 13.273 0.255 0.825 0.082 

L34 1.369 0.05 12.088 0.177 0.806 0.08 

E37 1.208 0.041 11.453 0.182 0.73 0.073 

V41 1.355 0.048 12.01 0.229 0.756 0.075 

V42 1.466 0.054 13.44 0.105 0.799 0.079 

E43 1.303 0.044 13.583 0.195 0.813 0.081 

K46 1.292 0.03 13.063 0.147 0.851 0.085 

T50 1.227 0.029 13.046 0.179 0.849 0.084 

V51 1.299 0.052 13.289 0.18 0.875 0.087 

G52 1.341 0.028 13.236 0.286 0.793 0.079 

V54 1.456 0.046 12.436 0.195 0.877 0.087 

Y55 1.472 0.058 12.61 0.524 0.867 0.086 

A57 1.43 0.036 11.983 0.404 0.796 0.079 

R58 1.426 0.045 12.178 0.201 0.76 0.076 
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Residues R1(s-1) ∆R1 R2(s-1) ∆R2 NOE ∆NOE 

       

E60 1.374 0.043 13.173 0.256 0.798 0.079 

E62 1.432 0.029 12.561 0.221 0.804 0.08 

N63 1.311 0.04 11.948 0.316 0.823 0.082 

K64 1.359 0.04 12.275 0.246 0.846 0.084 

G65 1.386 0.036 12.247 0.275 0.803 0.08 

I66 1.398 0.036 13.935 0.187 0.823 0.082 

V67 1.448 0.033 13.668 0.19 0.844 0.084 

R68 1.384 0.039 12.55 0.206 0.825 0.082 

I69 1.439 0.042 13.457 0.251 0.822 0.082 

S71 1.461 0.07 13.379 0.361 0.845 0.084 

V72 1.416 0.04 12.722 0.194 0.873 0.087 

R74 1.452 0.049 13.259 0.195 0.886 0.088 

C77 1.406 0.026 12.448 0.257 0.816 0.081 

G78 1.471 0.035 13.304 0.172 0.861 0.086 

S80 1.249 0.041 12.181 0.184 0.845 0.084 

V87 1.254 0.041 12.732 0.408 0.815 0.081 

K89 1.317 0.057 12.866 0.212 0.752 0.075 

T92 1.2 0.048 10.886 0.053 0.739 0.073 

E93 1.283 0.039 12.013 0.207 0.821 0.082 

I94 1.29 0.048 11.158 0.192 0.778 0.077 

A95 1.395 0.053 12.38 0.346 0.796 0.079 

K96 1.403 0.035 11.957 0.252 0.783 0.078 

V98 1.34 0.045 12.25 0.259 0.804 0.08 

T99 1.324 0.036 12.759 0.189 0.835 0.083 

L100 1.312 0.04 12.112 0.179 0.798 0.079 

A101 1.246 0.038 13.285 0.277 0.835 0.083 

I104 1.357 0.057 11.496 0.335 0.73 0.073 

R105 1.444 0.063 11.953 0.283 0.632 0.063 

D107 1.508 0.036 11.203 0.256 0.663 0.066 

F112 1.307 0.049 9.852 0.345 0.473 0.047 

G113 1.305 0.049 8.136 0.378 0.282 0.028 

G115 1.266 0.038 9.95 0.451 0.643 0.064 
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Residues R1(s-1) ∆R1 R2(s-1) ∆R2 NOE ∆NOE 

I116 1.326 0.054 13.446 0.173 0.7 0.07 

E117 1.303 0.063 13.394 0.189 0.781 0.078 

R122 1.295 0.048 13.087 0.204 0.775 0.077 

L124 1.263 0.04 12.439 0.301 0.82 0.082 

I125 1.34 0.037 12.725 0.171 0.81 0.081 

R126 1.318 0.053 12.663 0.263 0.851 0.085 

R127 1.371 0.048 12.338 0.188 0.8 0.08 

M129 1.427 0.025 12.108 0.229 0.827 0.082 

N134 1.238 0.032 13.564 0.26 0.862 0.086 

I135 1.276 0.033 13.531 0.278 0.799 0.079 

S136 1.307 0.056 14.355 0.192 0.745 0.074 

V137 1.317 0.044 11.771 0.302 0.736 0.073 

G139 1.357 0.063 12.647 0.898 0.872 0.087 

L140 1.34 0.037 12.433 0.203 0.743 0.074 

L142 1.415 0.035 11.508 0.27 0.57 0.057 

G144 1.565 0.07 9.416 0.597 0.653 0.065 

T146 1.414 0.046 9.074 0.706 0.506 0.05 

G147 1.559 0.075 8.163 0.709 0.548 0.054 

L149 1.344 0.043 12.253 0.238 0.659 0.065 

F150 1.23 0.036 13.852 0.196 0.829 0.082 

K151 1.231 0.044 13.779 0.244 0.833 0.083 

V152 1.367 0.049 12.774 0.306 0.813 0.081 

V153 1.372 0.042 12.319 0.21 0.791 0.079 

K154 1.464 0.035 12.275 0.16 0.772 0.077 

T155 1.419 0.052 12.44 0.182 0.818 0.081 

L156 1.414 0.031 11.984 0.119 0.851 0.085 

S158 1.451 0.04 12.528 0.293 0.826 0.082 

V160 1.109 0.042 9.699 0.206 0.558 0.055 

V162 1.484 0.032 13.497 0.181 0.817 0.081 

E163 1.412 0.034 11.811 0.191 0.854 0.085 

I164 1.393 0.05 12.561 0.095 0.859 0.085 

G165 1.35 0.033 13.13 0.382 0.807 0.08 

E166 1.245 0.05 13.764 0.186 0.842 0.084 
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Residues R1(s-1) ∆R1 R2(s-1) ∆R2 NOE ∆NOE 

T168 1.282 0.057 12.958 0.135 0.775 0.077 

K169 1.38 0.023 11.786 0.187 0.795 0.079 

I170 1.356 0.038 11.334 0.162 0.76 0.076 

E171 1.331 0.03 12.704 0.269 0.737 0.073 

R173 1.273 0.043 13.185 0.269 0.768 0.076 

S178 1.447 0.052 9.523 0.573 0.539 0.053 

L181 1.52 0.038 6.997 0.338 0.213 0.021 
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9.3. Chemical Shift and NOE Tables of GaIII and YIII-DOTATOC 

Following conventions are used for the chemical shift tables: 
 u up-field shift on the frequency scale,  
 d for down-field shift on the frequency scale, and  
 * COOH is modified to CH2OH. 

 

Following conventions are used for the NOE tables: 

 * in the structure calculations, a pseudo atom used and the upper limits adjusted by the 

 appropriate pseudo atom correction (Ref: Wüthrich, K.; Billeter, M.; Braun, W. J. 

 Mol. Biol. 1983, 169, 949-961.) 

 

9.3.1. Proton Chemical Shifts for GaIII-DOTATOC (290 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

NH 8.78 8.45 8.28 8.74 8.48 8.13 8.10 7.81* 

Hα 4.94 4.89 4.80 4.44 4.03 4.48 4.91 4.03 

Hβu 

Hβd 

3.11 

3.36 

2.98 

3.15 

3.03 

2.92 

3.08 

3.22 

1.45 

1.76 
4.54 

3.11 

3.39 
4.18 

Hγu 

Hγd 
-- -- -- 

he3: 7.73 

he1: 10.31 

0.50 

0.70 
1.41 -- 1.33 

Hδu 

Hδd 
7.50 -- 7.29 

hd1: 7.31 

hita2: 7.43 
1.49 -- -- -- 

Hεu 

Hεd 
7.54 -- 7.04 

hz2: 7.68 

hz3: 7.37 
2.87 -- -- -- 

Aromatic 

(Hξ) or 

other 

7.56 -- -- -- -- 
5.77 

(OH) 
-- 

3.74 and 3.84 

(Hβ) 

5.69 and 5.84 

(OH) 
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9.3.2. Carbon Chemical Shifts for GaIII-DOTATOC (290 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

CO 175.80 173.01 173.68 178.45 178.03 175.51 175.40 64.50* 

Cα 55.21 55.82 57.99 58.97 59.66 63.02 57.72 59.58 

Cβ/Me 40.45 44.36 40.55 29.07 32.41 69.73 42.04 69.18 

Cγ 132.21 -- 132.21 111.94 24.43 22.05 -- 21.94 

Cδ 130.28 -- 133.70 
Cδ1 127.50 

Cδ2 130.05 
29.09 -- -- -- 

Cε 131.80 -- 118.50 
Cε1 139.82 

Cε2 121.20 
42.03 -- -- -- 

C (mis.) 
132.40 

(Cω) 
-- 

157.97 

(Cω) 

Cζ3 122.30 

Cη2 125.00 

Cζ2 114.90 

-- -- -- -- 

9.3.3. Proton Chemical Shifts for YIII-DOTATOC (Major-290 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

NH 9.60 8.81 8.30 8.73 8.48 8.10 8.37 7.83* 

Hα 4.90 4.86 4.85 4.38 4.04 4.50 4.88 4.04 

Hβu 

Hβd 

3.42 

3.05 

3.32 

3.11 

3.05 

3.23 

3.19 

3.03 

1.76 

1.45 
4.59 

3.43 

3.12 
4.20 

Hγu 

Hγd 
-- -- -- 

he3: 7.72 

he1: 10.31 

0.50 

0.70 
1.43 -- 1.33 

Hδu 

Hδd 
7.54 -- 7.34 

hd1: 7.30 

hita2: 7.44 
1.49 -- -- -- 

Hεu 

Hεd 
7.62 -- 7.09 

hz2: 7.68 

hz3: 7.39 
2.88 -- -- -- 

Aromatic 

or other 
7.54 -- -- -- -- 

5.68 

(OH) 
-- 

3.69 

(Hβ) 

5.40, 

5.51 

(OH) 
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9.3.4. Proton Chemical Shifts for YIII-DOTATOC (Minor-290 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

NH 9.36 8.39 8.06 8.66 -- -- 8.14 7.73* 

Hα 4.84 4.68 4.75 4.23 -- -- 4.65 -- 

Hβu 

Hβd 

3.32 

2.98 

3.03 

2.88 

3.35 

3.23 

3.15 

2.97 

-- 

-- 
-- 

3.23 

2.89 
-- 

Hγu 

Hγd 
-- -- -- 

he3: -- 

he1: -- 

-- 

-- 
-- -- -- 

Hδu 

Hδd 
7.53 -- -- 

hd1: -- 

hita2: -- 
-- -- -- -- 

Hεu 

Hεd 
7.58 -- -- 

hz2: -- 

hz3: -- 
-- -- -- -- 

Aromatic 

or other 
7.48 -- -- -- -- -- (OH) -- 

-- (Hβ) 

-- (OH) 

 

9.3.5. Carbon Chemical Shifts for YIII-DOTATOC (Major-290 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

CO 172.49 171.05 172.99 175.83 176.85 173.75 172.82 64.12* 

Cα 59.52 55.13 58.19 59.02 59.54 63.04 56.23 59.54 

Cβ/Me 40.96 44.66 40.66 29.06 32.27 69.51 42.04 69.09 

Cγ 137.59 -- 131.82 108.79 24.44 22.11 -- 21.97 

Cδ 130.70 -- 133.70 
Cδ1 127.50 

Cδ2 131.57 
29.04 -- -- -- 

Cε 132.30 -- 118.20 
Cε2 137.03 

Cε3 121.20 
42.07 -- -- -- 

C (mis.) 
132.50 

(Cω) 
-- 

155.21 

(Cω) 

Cζ3 122.40 

Cη2 125.00 

Cζ2 114.90 

-- -- -- 75.01* 

 



9   Appendix 151 

9.3.6. Carbon Chemical Shifts for YIII-DOTATOC (Minor-290 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

CO 172.57 171.02 172.98 175.87 -- -- 173.05 64.14* 

Cα 59.58 55.98 58.46 59.01 -- -- 56.32 -- 

Cβ/Me 40.91 44.99 40.04 29.03 -- -- 41.52 -- 

Cγ 138.05 -- -- -- -- -- -- -- 

Cδ 130.30 -- -- 
Cδ1 -- 

Cδ2 -- 
-- -- -- -- 

Cε 132.00 -- -- 
Cε2 -- 

Cε3 -- 
-- -- -- -- 

C (mis.) 
132.10 

(Cω) 
-- -- 

Cζ3-- 

Cη2-- 

Cζ2 -- 

-- -- -- -- 

 

9.3.7. Proton Chemical Shifts for YIII-DOTATOC (Major-275 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

NH 9.61 8.83 8.32 8.75 8.49 8.12 7.94 7.82 

Hα 4.87 4.66 4.63 4.16 3.81 4.29 4.77 3.85 

Hβu 

Hβd 

3.22 

2.87 

3.14 

2.90 

3.06 

2.83 

2.99 

2.80 

1.56 

1.24 
4.41 

3.21 

2.91 
3.99 

Hγu 

Hγd 
-- -- -- 

he3: 7.52 

he1: 10.30 

0.48 

0.24 
1.23 -- 1.12 

Hδu 

Hδd 
7.34 -- 7.15 

hd1: 7.10 

hita2: 7.23 
1.28 -- -- -- 

Hεu 

Hεd 
7.41 -- 6.89 

hz2: 7.47 

hz3: 7.19 
2.66 -- -- -- 

Aromatic 

or other 
7.34 -- -- -- -- 

5.48 

(OH) 
-- 

3.72 & 3.62 

(Hβ∗),  5.20 

& 5.31 (OH)
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9.3.8. Proton Chemical Shifts for YIII-DOTATOC (Minor-275 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

NH 9.38 8.41 8.07 8.67 8.49 8.10 7.77 7.74* 

Hα 4.79 4.46 4.53 4.08 -- -- 4.66 -- 

Hβu 

Hβd 

3.15 

3.04 

2.81 

2.65 

3.15 

2.77 

2.94 

2.74 

-- 

-- 
-- 

3.19 

2.90 
-- 

Hγu 

Hγd 
-- -- -- 

he3: -- 

he1: -- 

-- 

-- 
-- -- -- 

Hδu 

Hδd 
7.32 -- -- 

hd1: -- 

hita2: -- 
-- -- -- -- 

Hεu 

Hεd 
7.37 -- -- 

hz2: -- 

hz3: -- 
-- -- -- -- 

Aromatic 

or other 
7.27 -- -- -- -- -- (OH) -- 

-- (Hβ) 

-- (OH) 

 

9.3.9. Carbon Chemical Shifts for YIII-DOTATOC (Major-275 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

CO 170.99 168.56 170.02 172.68 173.62 170.46 169.79 61.20* 

Cα 56.32 52.09 55.40 56.12 56.63 60.11 52.30 56.65 

Cβ/Me 38.10 41.58 37.81 26.03 29.31 66.53 38.93 66.13 

Cγ 134.67 -- 128.58 106.05 21.61 19.24 -- 19.05 

Cδ 127.80 -- 130.80 
Cδ1 124.50 

Cδ2 128.57 
26.20 -- -- -- 

Cε 129.40 -- 115.50 
Cε2 133.97 

Cε3 118.20 
39.10 -- -- -- 

C (mis.) 
129.60 

(Cω) 
-- 

151.30 

(Cω) 

Cζ3 119.50 

Cη2 122.10 

Cζ2 111.90 

-- -- -- 72.33* 
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9.3.10. Carbon Chemical Shifts for YIII-DOTATOC (Minor-275 K) 

AA D-Phe1 Cys2 Tyr3 D-Trp4 Lys5 Thr6 Cys7 Thr8 

CO 171.10 168.44 170.20 172.45 -- -- 169.94 -- 

Cα 56.45 53.07 55.74 56.12 -- -- 53.72 -- 

Cβ/Me 37.00 42.27 37.09 26.08 -- -- 38.59 -- 

Cγ 134.46 -- -- -- -- -- -- -- 

Cδ 127.60 -- -- 
Cδ1 --

Cδ2 -- 
-- -- -- -- 

Cε 129.00 -- -- 
Cε2 --

Cε3 -- 
-- -- -- -- 

C (mis.) 
129.30 

(Cω) 
-- -- 

Cζ3--

Cη2--

Cζ2 -- 

-- -- -- -- 
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9.3.11. NOEs Used for the Peptide Structure Calculation of GaIII-DOTATOC 

From To Upper 

Limit 

Lower 

Limit 

Phe2 HN Phe2 Hβ* 2.86 4.40 

Phe2 HN Cys3 HN 3.50 6.50 

Cys3 HN Phe2 Hα 2.30 2.80 

Cys3 HN Phe2 Hβ* 3.08 4.66 

Cys3 HN Cys3 Hβ* 2.80 4.32 

Cys3 HN Tyr4 HN 4.00 6.50 

Tyr4 HN Cys3 Hα 2.00 2.80 

Tyr4 HN Tyr4 Hα 2.72 3.32 

Tyr4 HN Trp5 HN 4.00 6.50 

Tyr4 HN Thr7 Hα 5.00 6.40 

Tyr4 HN Thr7 Hβ 3.53 4.32 

Tyr4 HN Thr7 Hγ2* 4.50 7.00 

Trp5 HN Tyr4 Hα 2.00 2.60 

Trp5 HN Tyr4 Hβ* 4.50 7.00 

Trp5 HN Trp5 Hα 2.71 3.31 

Trp5 HN Trp5 Hβ* 2.24 4.10 

Trp5 Hα Trp5 Hδ1 3.00 3.80 

Trp5 Hα Trp5 Hε3 2.56 3.13 

Lys6 HN Trp5 Hα 2.24 2.74 

Lys6 HN Trp5 Hβ1 4.50 5.50 

Lys6 HN Trp5 Hβ2 4.50 5.50 

Lys6 HN Lys6 Hα 2.75 3.36 

Lys6 HN Lys6 Hβ* 2.35 5.18 

Lys6 HN Lys6 Hγ* 2.66 4.74 

Lys6 HN Thr7 HN 3.01 3.68 

Lys6 Hα Trp5 Hδ1 3.32 4.05 

Lys6 Hα Trp5 Hε3 3.45 4.22 

Lys6 Hα Trp5 Hζ3 4.24 5.18 
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From To Upper 

Limit 

Lower 

Limit 

Lys6 Hα Lys6 Hγ* 2.43 4.48 

Lys6 Hβ1 Trp5 Hε3 5.00 6.40 

Lys6 Hβ2 Trp5 Hε3 5.00 6.40 

Lys6 Hγ1 Trp5 Hδ1 4.50 6.00 

Lys6 Hγ2 Trp5 Hδ1 4.50 6.00 

Lys6 Hγ1 Trp5 Hε1 4.50 6.00 

Lys6 Hγ2 Trp5 Hε1 4.50 6.00 

Lys6 Hγ1 Trp5 Hζ2 4.50 6.00 

Lys6 Hγ2 Trp5 Hζ2 4.50 6.00 

Lys6 Hδ* Trp5 Hε1 2.95 7.00 

Lys6 Hδ1 Trp5 Hζ2 4.50 6.00 

Lys6 Hδ2 Trp5 Hζ2 4.50 6.00 

Lys6 Hε1 Trp5 Hε1 4.50 6.00 

Lys6 Hε2 Trp5 Hε1 4.50 6.00 

Lys6 H*ε Trp5 Hζ2 3.43 5.09 

Thr7 HN Lys6 Hα 2.76 3.74 

Thr7 HN Lys6 Hβ* 3.57 5.26 

Thr7 HN Thr7 Hα 2.59 3.16 

Thr7 HN Thr7 Hβ 2.60 3.18 

Thr7 HN Cys8 HN 3.00 6.50 

Cys8 HN Cys3 Hα 5.00 6.50 

Cys8 HN Cys3 Hβ* 5.00 6.40 

Cys8 HN Thr7 Hα 2.76 3.37 

Cys8 HN Thr7 Hβ 3.12 3.81 

Cys8 HN Cys8 Hβ1 3.60 4.77 

Cys8 HN Cys8 Hβ2 2.48 3.03 

Cys8 HN Thr9 HN 3.00 4.20 

Thr9 HN Cys8 Hα 2.23 2.72 

Thr9 HN Cys8 Hβ1 2.98 3.64 

Thr9 HN Cys8 Hβ2 3.51 4.29 

Thr9 HN Thr9 Hα 2.77 3.39 
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From To Upper 

Limit 

Lower 

Limit 

Thr9 HN Thr9 Hβ 2.83 3.46 

Thr9 HN Thr9 Hγ2* 3.00 5.50 

Thr9 HN Thr9 HC* 2.72 3.57 

Thr9 Hα Thr9 Hγ2* 2.86 4.49 

Thr9 Hγ2* Thr9 H C* 3.32 5.25 
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9.3.12. NOEs Used for the Peptide Structure Calculation of YIII-DOTATOC (Major) 

From To Lower 

Bound 

Upper 

Bound 

Cys3 HN Phe2 Hβ* 2.49 4.77 

Cys3 HN Cys3 Hα 2.73 3.33 

Cys3 HN Cys3 Hβ* 2.18 3.56 

Tyr4 HN Cys3 Hβ* 1.79 3.65 

Tyr4 HN Tyr4 Hβ* 1.78 3.17 

Tyr4 HN Thr7 Hβ 3.47 4.25 

Tyr4 HN Cys8 Hα 3.70 4.52 

Trp5 HN Tyr4 Hα 1.90 2.32 

Trp5 HN Trp5 Hα 2.53 3.10 

Trp5 HN Trp5 Hβ* 1.78 2.82 

Lys6 HN Trp5 Hα 2.16 2.63 

Lys6 HN Trp5 Hβ* 2.87 5.21 

Lys6 HN Lys6 Hα 2.81 3.44 

Lys6 HN Lys6 Hβ* 1.78 3.54 

Thr7 HN Lys6 Hα 3.08 3.76 

Thr7 HN Lys6 Hβ* 2.53 4.82 

Thr7 Hα Thr7 Hγ2* 2.17 4.48 

Thr7 HN Thr7 Hβ 2.41 2.94 

Cys8 HN Thr7 Hγ2* 2.70 5.12 

Cys8 HN Cys8 Hβ* 1.78 2.93 

Thr9 HN Cys8 Hα 2.11 2.58 

Thr9 HN Cys8 H*β 2.17 3.88 

Thr9 HN Thr9 Hα 2.76 3.38 

Thr9 HN Thr9 Hβ 2.95 3.61 

Thr9 HN Thr9 HC* 2.59 3.42 

Thr9 HN Thr9 Hγ2* 2.45 4.82 

Thr9 HC* Thr9 Hγ2* 1.78 4.67 
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9.3.13. NOEs Used for the Peptide Structure Calculation of YIII-DOTATOC (Minor) 

From To Upper 

Limit 

Lower 

Limit 

Cys3 HN Cys3 Hα 2.72 3.32 

Cys3 HN Cys3 Hβ* 2.19 3.50 

Tyr4 HN Cys3 Hα 2.00 2.45 

Tyr4 HN Cys3 Hβ* 1.90 4.04 

Tyr4 HN Tyr4 Hα 2.64 3.23 

Tyr4 HN Tyr4 Hβ* 2.00 4.16 

Tyr4 Hα Tyr4 Hβ* 1.78 3.62 

Trp5 HN Tyr4 Hα 2.01 2.46 

Trp5 HN Trp5 Hα 2.73 3.33 

Trp5 HN Trp5 Hβ* 1.78 2.96 

Trp5 Hα Trp5 Hβ* 1.93 4.08 

Lys6 HN Trp5 Hα 2.00 2.44 

Lys6 HN Lys6 Hα 2.71 3.31 

Lys6 Hα Lys6 Hβ* 1.78 3.51 

Thr7 HN Lys6 Hα 2.85 3.48 

Thr7 HN Thr7 Hγ2* 2.40 4.75 

Cys8 HN Lys6 Hα 3.77 4.61 

Cys8 HN Thr7 Hα 2.55 3.11 

Cys8 HN Thr7 Hβ 3.26 3.98 

Cys8 HN Cys8 Hα 2.61 3.19 

Cys8 HN Thr9 Hα 4.40 5.38 

Thr9 HN Thr7 Hα 4.14 5.06 

Thr9 HN Thr7 Hβ 4.94 6.03 

Thr9 HN Cys8 Hα 2.21 2.70 

Thr9 HN Cys8 Hβ* 2.35 4.08 

Thr9 HN Thr9 Hα 2.63 3.21 

Thr9 HN Thr9 Hβ 3.14 3.84 

Thr9 Hβ Thr9 HC* 2.73 3.50 
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9.5. Zusammenfassung für das Jahrbuch der TUM 

 

auf Deutsch 

 

In letzter Zeit wurden dipolare Restkopplungen (residual dipolar couplings, RDCs) als Mittel zur 

Strukturbestimmung von Biomolekülen eingeführt. Das physikalische Konzept und die 

mathematische Ableitung der RDCs werden hier vorgestellt. RDCs wurden ebenso zur 

Strukturverfeinerung und Berechung der Orientierung der zwei Teildomänen von VAT-N (20,5 

kDa) verwendet. VAT-N ist die substraterkennende Domäne des hexameren VAT-Komplexes, der 

eine dreigeteilte Domänenstruktur hat: N-D1-D2. Die Interdomänendynamik von VAT-N wurde 

mit Hilfe der 15N Rückgratrelaxationsparameter untersucht. Nach diesen Untersuchungen hat 

VAT-N eine parallele Ausrichtung und geringe relative Bewegung der Teildomänen. Es werden 

ebenfalls Ergebnisse von Titrationen von VAT-N mit SsrA, Ubiquitin, Kasein und Barstar 

präsentiert. Mit Hilfe NMR-spektroskopischer Untersuchungen wurden schließlich die 

unterschiedlichen Wirksamkeiten der Ga-III und Y-III komplexe von Somatostatin-Analogon, 

DOTATOC, untersucht. 

 

in English 

 

Residual Dipolar Couplings (RDCs) have been recently established as a structural restraint for bio-

molecular structure calculation. Here the physical concept of the RDC constant is demonstrated 

using an easy mathematical approach. RDCs were used for structure refinement and to calculate the 

subdomain orientation of VAT-N (20.5 kDa). VAT-N is the substrate recognition domain of the 

hexameric VAT complex formed by a tripartite domain structure, N-D1-D2. The inter-domain 

dynamics of VAT-N has been studied by 15N backbone relaxation parameters in the model-free 

framework. In conclusion, the relative orientation of VAT-N subdomains is parallel (kidney shape) 

and no large amplitude motion exists between them. Results of titration of VAT-N with SsrA, 

Ubiquitin, casein and Barstar are presented. The differences in the potency of Ga-III and Y-III 

chelated somatostatin analogue (DOTATOC) are studied by NMR. 
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