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Abstract

Dual supply voltage scaling (DSVS) for logic-level dynamiower optimization has in-
creasingly attracted attention over the last few years.fifsliemajor objective of this work
is to demonstrate that DSVS, in contrast to various suppiythreshold voltage regulation
and multiple threshold voltage techniques, is well suitedhe design of standard-cell-
based digital CMOS ASICs for the following reasons. Firsthe technique can be fully
automated in the logic synthesis process, which minimizesitlditional design time. Sec-
ondly, DSVS can easily be integrated with existing ASIC dgediows, provided that a
suitably modeled dual supply voltage (DSV) standard cbtiliy exists. Thirdly, no spe-
cific constraints are imposed on the choice of fabricatiamtess, so that the technique can
be applied to any circuit designed for mainstream bulk CM&$nologies.

A novel power-driven logic synthesis methodology is praubs The idea behind this
methodology is to provide a DSV standard cell library thatmedeled in such a way
that the gate sizing functionality of existing tools can Beleited for DSVS. Since this
approach renders dedicated DSVS algorithms superfluolys Jitile modification of es-
tablished design flows is required. The important aspecB¥ library development are
discussed. This includes the design of level-convertiagdsrd cells, different ways of
modeling the dynamic power consumption, the modeling ofqunnectivity constraints,
and the characterization of low voltage and level-conagrtells.

The second major objective of this work is to investigategbhtential and the limitations
of DSVS in a realistic design environment. For this purp@ssed on an in-depth analysis
of power optimization techniques in general and voltagdirsgaechniques in particular,
a number of state-of-the-art techniques and strategies tmihsidered in the evaluation of
the proposed methodology are identified. Most importam§VS and other logic-level
techniques that directly compete with DSVS are used simeatasly in this work.

The fundamental characteristics of DSVS are investigasatgu48 combinational and se-
quential benchmark circuits as test cases. In numerousiegugs under strict and moder-
ately relaxed timing constraints, the power reduction @@3$VS is up to 20%. However,
the effectiveness of DSVS depends largely on the circud,aanaverage power reduction
of less than 10% is achieved. A direct comparison with thd-lebwn clustered voltage
scaling (CVS) algorithm reveals a greater effectivenesh®fproposed methodology. A
thorough analysis of the optimization potential of the tes provides strong evidence
of the realistic design environment being the actual redspothe modesty of the power
savings observed in this work. In the analysis of the optat@n potential, a novel power
savings estimation method (PSEM) is used. The PSEM is basedtioning and power
analysis theory developed in this work. Other investigatspects are the impact of the
timing constraint strictness on the optimization potdrdrad a comparison with straight-
forward global supply voltage scaling (GSVS) strategies.

The proposed DSV logic synthesis methodology supportkaloltage scaling. While this
technique significantly reduces the dynamic power consiampt the clock network, it

Vii



often creates power overheads in other parts of the desigrgeloverall power savings
can be achieved if, on the one hand, the clock network canggsignificantly to the total
power and, on the other hand, the power overheads are e#§atimall. Since clock voltage
scaling introduces additional delay into all paths, sonréopmance degradation must be
expected in the case of designs that are subject to theestrtaning constraints.

The methodology is also used orA\NONAL SEMICONDUCTOR' S 16-bit CompactRISC
processor core module. The results of these experiment® phat DSVS can coexist
with all common design techniques, including clock gating ¢he widely-used scan test
method, in an industrial design environment. Moreovergktensive use of clock gating,
which is typical of modern microprocessors, makes thisgiesin ideal vehicle for an
investigation of the interaction of clock gating and clocktage scaling.

The results of this study imply the following realistic se€io for successful DSV system
design. In a complex hierarchical system composed of numsarmdules that are subject
to different timing constraints, DSV logic synthesis candpplied to those modules that
are subject to strict or moderately relaxed constraintsexobit optimization potentials
large enough to compensate for the overhead caused by theaqomplex DSV layout.
Clock voltage scaling can be applied to a subset of these ilm®dtter a careful evaluation
of the power savings, the power overheads, and the poss#fermance degradation.
Modules that are sufficiently relaxed to be operated egtatthe lower voltage at the cost
of a moderate area overhead should be synthesized and ogdiior global low voltage
operation in the traditional way. Finally, all the remaigimodules must be designed for
global high voltage operation.
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Chapter 1

Introduction

1.1 Application Specific Integrated Circuits and Systems

The integrated circuit (IC) market is divided into the stardiproduct (SP) segment and
the application specific integrated circuit (ASIC) segm&tandard products are produced
in large volumes and can be used in a variety of applicatitdegor advantages of using
existing SPs are relatively low cost, off-the-shelf avaiiity, and proven reliability. On the
other hand, SPs are not optimized for any specific applicatia are, thus, usually ineffi-
cient regarding the performance, the power consumptiahtfaarea. Application specific
integrated circuits are optimized for a specific applicatio application domain. There-
fore, ASICs provide performance-, power- and area-efftdieplementations of specific
functionalities. The efficiency, however, comes at the cbsbnger design times, a larger
potential for system failure, and a higher price per unito@i98% of all ASICs are dig-
ital circuits fabricated in mainstream complementary mexade semiconductor (CMOS)
technologies [45].

Application specific integrated circuits are designed gi$ull-custom or semi-custom de-
sign styles. In full-custom design, every single transiggooptimized individually. This
is an expensive design style seldom used for designingadlig®ICs; full-custom ASICs
accounted for only 19% of the total ASIC market in 2002 (segufé 1.1a). The distinct
characteristic of semi-custom design is the use of pregdesi or pre-fabricated building
blocks. The important semi-custom ASIC types are standalidbased ICs, gate arrays,
and programmable logic devices (PLD). Most digital ASIAy mn the standard cell con-
cept (54% in 2002; expected to reach 61% by 2007; see Figeg.1lln the standard-
cell-based design style a variety of pre-designed logiegydtip-flops, latches, half and
full adders, etc. are available in so-called standard tethties. The major advantages of
the standard cell concept over pre-fabricated gate array®haDs are a higher integration
density and a better performance. Compared with full-custiesign, the standard cell
concept raises the level of abstraction, which signifigargduces the design times and
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Figure 1.1: Application specific integrated circuits (A$ICa) market share of different
ASIC types [46]; (b) standard-cell-based ASIC design flo@; [37].

facilitates the development of tools for automated desighaptimization. In recent years,
robust and largely automated methodologies for the dedigtandard-cell-based ASICs
have been established, which is an important reason fontiteasing use of ASICs in all
kinds of electronic applications [37].

A typical standard-cell-based ASIC design flow is depictedFigure 1.1b. The different
levels of the design hierarchy are clearly visible. The gie$ollows a top-down approach
and starts with a specification of the required functiogadind constraints. The specifi-
cation is then translated into a high-level descriptiontten in a programming or hard-
ware description language (HDL). This high-level modelsertwo purposes. Firstly, the
specification can be verified and different algorithms palowg the same function can be
evaluated. Secondly, the model can be used as a referertbe fagrification of lower level
design descriptions in subsequent phases of the desigagsoc

High-level synthesis is the task of generating a designrg#gm at the register transfer
level (RTL) from the high-level model. Although both academnd commercial tools ex-
ist, automated high-level synthesis has not yet becometagrad part of industrial design
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flows. Thus, RTL modeling using HDLs such as VHDL (Very Highe8gd Integrated Cir-
cuit Hardware Description Language), Verilog, or SystertilCleas to be done manually.

The remaining design steps are largely automated. The RTdemms first mapped to a
logic-/gate-level implementation using a logic synthésd and elements from a standard
cell library. The result of this logic synthesis step is ahtealogy dependent gate-level
netlist. In the subsequent layout synthesis, the cellsappéear in the netlist are (virtually)
placed on the surface of the die, and the interconnectiotvgelea the cells are routed.
Interconnect routing means that the exact shapes anddasaif all wires are defined. The
final result of the design process is a set of data providihthalinformation required for
fabricating the production masks.

The design flow described above is actually not restricte®StC design. In fact, as the

quality of the design tools improves and as the maximum cerifyl of standard-cell-based

designs increases, thus reducing the quality gap betwderuitom and semi-custom de-
signs, the standard cell concept is more and more adapthd tesign of most digital parts

of modern systems-on-a-chip (SoC), including embeddedapiocessor, microcontroller

and digital signal processor (DSP) cores. Even SPs are soesatdesigned using standard
cells instead of full-custom design styles in order to redie design time.

1.2 Importance of Low Power Design

There has been tremendous progress in semiconductor teglirsince the first ICs were
introduced in the 1960’s. The minimum feature size, i.e. rtiieimum dimension of the
semiconductor structures, has become smaller and thezdis kave increased. Conse-
guences of this technology scaling trend are reduced deaj&citances, higher integration
densities, performance improvements, and increasedtob@mumplexities.

In the past, the circuit performance and the chip area werenijor issues in IC design.
This has changed over the last ten years. The power consammiptnow another major
design criterion. This development has been driven maiglyhie rapid growth of the
portable consumer electronics market, where system rgnimme, battery weight, and
battery volume are critical parameters. The aforementianerease in integration density
and circuit performance, however, has led to enormous gnpdwer and power densities,
as indicated by the two graphs in Figure 1.2Since excessive total power and power
density cause serious reliability problems, the power gonion is no longer a specific
problem of mobile applications. In fact, it is equally atdi, if not more, in the design of
high-performance ICs for non-battery-powered applicetio

1The primary sources for the data included in the figure areFaék’s Micro32 keynote speech [92], the
Microprocessor Quick Reference Guide (http://www.irte/pressroom/kits/quickreffam.htm), the Proces-
sor Spec Finder (http://processorfinder.intel.com), arébus data sheets (http://www.intel.com).
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Figure 1.2: History of the power consumption and the comple{ INTEL’ s desktop pro-
cessors: (a) absolute power and number of transistors geatthe date of introduction;
(b) power density at the date of introduction.

The evolution of the battery technology is slow comparedhwit progress in semiconduc-
tor technology, so that the developers of portable appiinatcannot count on significant
improvements in this field as a solution to the running tinseiés The power consumption
of existing portable or non-portable applications can lkiced by transferring selected
ICs to a next-generation fabrication technology. Provitteat the functionality and the
performance of the ICs remain unchanged, the technologigdémplementations dissi-
pate less power because of smaller circuit capacitancesoarat supply voltages. On
the other hand, when technology scaling is exploited forimetng the circuit complex-
ity and the performance in order to meet the requirementewfapplications, the power
consumption actually increases, as discussed in the precpdragraph. Ceramic pack-
ages, cooling fans, or other sophisticated cooling meanydxmased for removing the heat
from such complex high performance ICs, so as to guaraniiaeifidy. Expensive external
cooling means, however, increase the overall system cdsttasuld, therefore, be avoided.

It follows from the above arguments that neither improveta@nbattery or semiconductor
technology nor external cooling solve the fundamental jgrobof power consumption in
the development of portable or non-portable applicationlserefore, low power design
methods play an important role in IC design.

1.3 Scope and Objective of this Work

In many applications, the dynamic power consumption is cami. The embedded micro-
controller system used for a case study in this work is an @kawaf such an application.
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The dynamic power consumption depends quadratically uperstipply voltage. Thus,
supply voltage scaling is generally considered an effeatneans of power optimization.
In existing industrial ASIC design flows, however, voltagalghg is usually limited to
straight-forward global supply voltage scaling approache

The first objective of this work is to develop a new methodology of optimizing the
namic power consumption of standard-cell-based ASICs lnsef an advanced voltage
scaling approach. The methodology to be developed sholjildithree requirements:

1. The power optimization should be fully automated in orleminimize the addi-
tional design time. Since automatic synthesis in industtendard-cell-based design
flows is usually restricted to logic and layout synthesis finst requirement implies
that a logic-level voltage scaling approach should be imgleted.

2. Standard-cell-based design at the logic level is quasidstrdized and is usually
based on commercial tools. Thus, a second requirement Eyan the existing
tools as far as possible, so as to facilitate the integraifdhe novel methodology
with existing industrial design flows.

3. Constraints preventing standard bulk CMOS fabricatimtgsses from being used
are not allowed to be introduced.

Dual supply voltage scaling (DSVS) at the logic level is dathlie and promising candidate
for the development of a methodology that meets the abowaregents. Logic-level
DSVS can be split into two separate tasks: dual supply vel{&$V) logic synthesis and
DSV layout synthesis. This work aims at the development oéthodology for DSV logic
synthesis.

The second objectiveof this work is to investigate the potential and the limibas of
DSVS in a realistic design environment. Particularly, theetadditional benefit of DSVS
in comparison withstate-of-the-arpower-driven logic synthesis is to be investigated. At
this point, the ternstate-of-the-arshall be defined in order to avoid ambiguity. The term
is used throughout this work to characterize methods arld tbat are commonly used in
existing industrial standard-cell-based design flows.

1.4 Outline

In Chapter 2, the fundamentals of digital CMOS circuit behavior, inghgithe gate delay
and the sources of power consumption, are explained. Thwlkealge is needed for un-
derstanding the concepts presented in the remainder addbisment. The theory is based
on an alpha-power-law transistor model. A consistent seigoftions is obtained by in-
troduction of fitting parameters that guarantee transregioontinuity of the drain current
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equations and by derivation of a novel expression desgitiie short-circuit power. On
the basis of this theory, basic low power design strategeesiacussed.

Chapters 3 and 4are devoted to a discussion of low power design techniqugsmneral
and voltage scaling techniques in particular, so as to geoan overview of the broad
field of low power design and to point out the state of the arthim standard-cell-based
design of low power ASICs. This discussion also motivatesasonable choice of power
optimization techniques to be considered in the evaluaifaime methodology proposed
in this work. The selected set of power optimization methiadkides logic-level DSVS,
global supply voltage scaling (driven by logic-level p#&htation and gate up-sizing),
clock gating, and various technology-dependent logielleachniques.

In Chapter 5, the fundamentals of DSV logic synthesis are explained.idgnconditions
for the applicability of voltage scaling to individual gatat the logic level are formulated,
and an expression describing the expected power savingsried. The extension of
DSV logic synthesis to voltage scaling in the clock netwalekplained as well. This
includes the development of an expression describing tiepsavings and the power
overheads associated with clock voltage scaling. The g&sen of DSV logic synthesis
and clock voltage scaling is followed by a review of relevaatated work. Finally, existing
solutions to the DSV layout synthesis problem are discussexder to emphasize the
general feasibility of the entire concept of DSVS at theddgvel.

In Chapter 6, a novel DSV logic synthesis methodology and guidelinegHerdevelop-
ment of DSV standard cell libraries are presented. The iédald this methodology is to
facilitate the integration of DSVS with state-of-the-aotyer-driven logic synthesis. Thus,
the experiments carried out using the novel methodologgalethe true additional benefit
of DSVS, which is crucial for a realistic evaluation of thetgatial and the limitations of
DSV logic synthesis.

The library development guidelines cover different waysnaideling the dynamic power

consumption, the modeling of pin connectivity constrgiatel the characterization of low
voltage and level-converting cells. Furthermore, theusirstructure as well as the timing

and power characteristics of level-converting invertbtdfers, and flip-flops, including a

novel level-converting scan-flip-flop with clear and preseiuts, are discussed. The cells
exploit a new pull-up circuit technique that improves thmitig characteristics.

A power savings estimation method, which has been develigp@halyzing the optimiza-
tion potential of the proposed methodology, is also preseint this chapter.

In Chapters 7 and 8§ the results of experiments carried out using the proposeithod-
ology are discussed. A variety of combinational and seqalo¢nchmark circuits and a
real embedded microcontroller system serve as test casles experiments. The results
are carefully compared with the results of related work. potentials and the limitations
of DSV logic synthesis including clock voltage scaling dreroughly analyzed under con-
sideration of various state-of-the-art design and optatnin techniques.

Chapter 9 provides conclusions and an outlook on future work.



Chapter 2

Transistor Current, Gate Delay, and
Power Consumption

The power consumption and the performance of digital CMQ@&uis are determined by
the drain currents of the transistors. Therefore, an eggdinnodel describing the currentin
different regions of operation is presented first. A gatag&rmula that was derived from
the said drain current model is presented next. Finallystheces of power consumption
and basic optimization strategies are discussed.

2.1 Drain Current

Digital CMOS circuits are composed of n-channel and p-cbhanhancement-type metal
oxide semiconductor field effect transistors (MOSFET).urég2.1 shows the respective
schematic symbols and terminal names. In the following grafzhs, the basics of the
electrical behavior of n-channel transistors are desdribe same equations are valid for
p-channel transistors, if absolute values are used foradtlhges and the direction of the
drain current is reversed.

Depending on whether the gate-source voltdgeis smaller or larger than the threshold
voltage\t, the n-channel transistor is said to be in the below- or tlwalthreshold regime,
respectively. The drain current in the below-threshold{steshold) regime is known to
have an exponential characteristic [5, 13, 17, 89]. In trevakihreshold regime, the linear
and the saturation region are distinguished. The drairenotin these two regions is given
by the widely-used alpha-power-law model [13, 95].

Subthreshold regime. The drain currentp of n-channel transistors in the subthreshold
regime (subthreshold currelsypg) can be written as

lpsue= lpsumy- €Ves W/(MViH) |1 g Vbs/VrH (2.1)
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Figure 2.1: Symbols and terminal names for enhancemeetM@PSFETSs: (a) n-channel
MOSFET; (b) p-channel MOSFET.

with
losum = (W/L) pCoxN Vi Ksug (2.2)
Cox = €ox/tox  » (2.3)

and
n=1+&/(CoD) - (2.4)

In Equation 2.1,lpsym is the drain current a¥gs equal toV;, Vps is the drain-source
voltage,Vty is the thermal voltage (26 mV at a temperature of 300 K), mrgla process
parameter. In Equation 2.8y andL are the gate width and length respectivelys the
electron mobilityCox is the gate oxide capacitance per unit area, &gk is a unitless fit-
ting parameter that can be adjusted for continuity betwkerélow- and above-threshold
regimes. In Equation 2.Z,x andtyy are the dielectric constant and the thickness of the
gate oxide, respectively. Finally, in Equation Z4,is the dielectric constant of the silicon
andD is the thickness of the depletion layer in the silicon untlergate electrode.

The subthreshold current is proportional to the gate widttength ratio and depends ex-
ponentially on the gate-source and threshold voltages. ifftheence of the drain-source
voltage can be neglected in most practical cases, becaaisphession 1 e Vos/VTH gp-
proximates to 1, even for relatively sm#ls of about 100 mV for instance.

Saturation region. The term alpha-power-law model stems from the followingespn-
tation of the drain current in the saturation region of thewasthreshold regime [13, 95]:

Io = BKisar (Ves—W)*° (2.5)

In Equation 2.5K;sar is a fitting parameter (unit: % @). The velocity saturation index
IS a process parameter that can take on values between boar(edrs move at saturation
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velocity) and two (no velocity saturation). The transcoctduce parametgd depends on
the gate width-to-length ratio, the electron mobility, dhe gate oxide capacitance per unit
area, asin

B=(W/L)uCox - (2.6)

A transistor is in the saturation region if the drain-sourcktageVps s larger than or equal
to the saturation voltagéssar The latter is defined as

Vpssat= Kvsat(Ves—W)%/2 (2.7)

whereKy saTis a fitting parameter (univl—a/ 2). For transregional continuitty satmust
be chosen such that

Kvsat= Kisat/KiLin (2.8)
whereK N is another fitting parameter defined in the following parpfra

Linear region. In the alpha-power-law model [13, 95], the drain current aftannel
transistors in the linear region of the above-thresholdhmegs expressed as

Ip = BKiLin Vbs (VGS_Vt)O(/Z 7 (2.9)

whereK\ is a fitting parameter (unit/1-9/2).

A transistor is in the linear region if the drain-source agkVps is smaller than the satu-
ration voltage/pssardefined in the previous paragraph.

Threshold voltage and body effect. The threshold voltage of n-channel transistors is

given by
Ve =Vho+y [ v/[20F +Vsd — /29| (2.10)
with
Vio = Vi + 20F + /20| (2.11)
P = Vrp |nNF:* , (2.12)
and

y= (\/ 2qNAasi) /Cox (2.13)

In Equation 2.10V;o is the threshold voltage for zero source-bulk voltage, vy is the
substrate or body factor, amk is the difference between the Fermi level and the intrinsic
Fermi level of the semiconductor. In Equation 2.¥gg is the flat band voltage. In Equa-
tions 2.12 and 2.13y; is the intrinsic carrier densityya is the doping concentration in the
p-type substrate, amglis the elementary charge.
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The same expressions can be used for describing the thdegbitdge of p-channel tran-
sistors, if the donator concentratidly is substituted for the acceptor concentrafippand
the signs ofPg andy are reversed [43, 110].

The threshold voltage increases with increasing sourteamitage, which leads to re-
duced drain current. This behavior is known as the subsbrady effect. It may have
large impact on gate delays and static power consumption.

2.2 Gate Delay

The input-to-output delayp of an inverter driving a load capacitan€goqe at a supply
voltageVpp can be derived using Equation 2.5. The solution consista @ff@ut transition
time (1) dependent term and an output load capacitafipgyd dependent term and is
given by

tD _ (1— . 1_\/1:/VDD> CnodeVDD (214)

T+
2 a+1 2[3K|SAT(VDD—Vt)G

A detailed derivation of Equation 2.14 explaining all asptions and simplifications can
be found in [95] and in Appendix A.1.

Assuming an ideal step function at the input, tzeis equal to zero, the expression ter
can be simplified to
ChodeVDD

- 2BKisat (Voo —\)?

tp (2.15)

According to Equation 2.15, the delay increases with irgirgpload capacitance. Supply
voltage reduction also leads to larger delay. On the othed Harger gate width-to-length
ratios and smaller threshold voltages reduce the delaye that the body effect described
above results in a larger threshold voltage and, hencegerldelay.

Equation 2.15 is often used as an approximation of the ddlanytype of CMOS gate.
Thus, 3 can be seen as an effective transconductance parameteserpng the current
source and sink capability of the symmetrical pull-up ant-gawn networks of the gate.

2.3 Power Consumption

The total power consumptidfg; of digital CMOS circuits can be written as the sum of the
dynamic and static componerig,, andPstat:

Pot = Payn+ Pstat (2.16)
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Figure 2.2: Sources of dynamic power consumption: (a) stiortit current and current
charging a node capacitance; (b) short-circuit current@meent discharging a node ca-
pacitance.

In the majority of applications the dynamic power consumptis dominant. It can be
further split into the capacitive componé®tp and the short-circuit componeRi:

Payn = Peap+ Psc (2.17)

The short-circuit power has long been considered contriguess than 10% to the total
dynamic power consumption [17]. In modern standard-cadidal ASICs the contribution
of the short-circuit power may be larger but the capacito@gr remains dominant [121].

2.3.1 Capacitive Switching Power

The capacitive component &y, is due to currents that charge or discharge capacitances
associated with circuit nodes, as illustrated in Figure DRring the falling transition at

the input node of the inverter, the curregfp flows from the power supply through the
p-channel transistor to the capacitor at the output node. cEHpacitor is charged and the
output voltage rises tupp. The total energy drawn from the power suppligge: Vi3,
whereCoqeiS the total capacitance associated with the output nodeeoinverter [173.

One half of the energy is dissipated in the p-channel tréorsesd the other half is stored

in the capacitor. During the rising transition at the ingbg currentic,p flows from the
capacitor to ground and the energy previously stored in #paadtor is dissipated in the
n-channel transistor. No additional energy is drawn froengtipply.

1The derivation is reproduced in Appendix A.2.
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The total energy drawn from the supply during a perioanaglock cycles is the product
of the number of occurrences of zero-to-one output traorst(m) and the energy drawn
during one such transiticBnoqe Vi3p. The average capacitive switching power dissipated
during the said period of time is, thus, given by

k(m) CnodeVL%D

2.18
m Teik ( )

I:)cap =
whereTk is the clock period. The quotiekfm)/mis the average number of occurrences
of zero-to-one transitions per clock cycle. This is ofteterpreted as the probability of a
zero-to-one transition occurring in a clock cycle. Introohg a switching activity factomos
that denotes the said probability, Equation 2.18 can beittewras

Peap= 001 fcIkCnodeV|§D ; (2.19)

where fok = 1/Tgik is the clock frequency. Equation 2.19 was derived congideoinly
one circuit node. An equivalent expression, however, cafobaulated for any node in
a complex circuit, and the total capacitive switching poseen be calculated by summing
Equation 2.19 over all nodes:

N
Peap= fcIkV|§D Z 001i Chodei (2.20)

In Equation 2.20N is the total number of nodes in the circuit, amghj andCpogei are the
switching activity and the capacitance associated with-thenode, respectively.

As illustrated in Figure 2.3, nodes in synchronous circaoieke one transition per clock
cycle at the most if no spurious transitions occur. A zeraite transition may occur every
second clock cycle at the most. Thus, a maximum.bfdan be expected for the switching
activitiesapgj. The actual values depend on the input pattern (stimuli) thedcircuit
topology [17]. In practice, the switching activities areesf calculated ak;(m)/m where
the number of occurrences of zero-to-one transitions atth@odek; (m) is obtained from
simulations using typical input pattern.

So far, only useful transitions were considered. HoweVeha signals at different input
pins of a logic gate have different arrival times, spuriaassitions (so-called "glitches”)
may occur at the output of the gate. These transitions aresetll regarding the func-
tionality of the circuit. Nevertheless, the transitionsitute to the capacitive switching
power. Because of glitching, circuit nodes may switch saviemes in one clock cycle
before settling, which results in switching activitiesjar than 6.

For the purpose of power analysis in digital circuits, a ncaf@acitanc€qqeis usually rep-
resented by three lumped capacitances connected betwesrstiective node and ground.
These are the total gate-to-channel capacit@icef the transistors that have their gate
directly connected to the node, the total drain-to-bulkudiion capacitanc€pg of the
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Figure 2.3: Definition of the switching activity in synchiaus circuits: (a) toggling D-flip-
flop; (b) clock (CLK) and node voltag&{,qe/2) waveforms.

o

transistors that have their drain directly connected tantbabe, and the interconnect capac-
itanceCiy that includes capacitances between the wire and the lapexeand below as
well as coupling capacitances to neighboring wires:

Cnode: CG"‘CDB‘|‘Cint (2-21)

2.3.2 Short-Circuit Power

In this section, a novel expression describing the shoctiti power is presented. The
expression was derivéon the basis of the alpha-power-law MOSFET model, so as to be
consistent with the set of equations presented in this ehapt

Ideally, n-channel and p-channel transistors never cdrsionultaneously in digital CMOS

circuits. This requires ideal step waveforms at the gatetreldes of all transistors. In real-
ity, however, the signals exhibit finite rise and fall timas,shown in Figures 2.2 and 2.4.
As a result, n-channel and p-channel transistors are sametusly on for a short period

2The detailed derivation can be found in Appendix A.3.
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Figure 2.4: Short-circuit current for an inverter withowttput load capacitance [17].

of time during switching, i.e. whil®j, is greater tha®; and smaller thavpp —V;. This
establishes a direct path from the power supply to ground.

The waveform of the short-circuit current is depicted in Figure 2.4. In the case of zero
output load capacitance, the short-circuit power consiongif a circuit composed dfl
gates is given by

S oy, fa SBKISATE e
Psc= _21(1014 foik (@1 1)201 tri (Voo —2W) . (2.22)

According to Equation 2.22, the short-circuit power conption is a function of the
switching activity, the clock frequency, the effectivertseonductance and, hence, the di-
mensions of the transistors, the input signal transitioretithe supply voltage, and the
threshold voltage. Unfortunately, the analytical anayafi the short-circuit power taking
into account an output load capacitance does not lead toigintompact solution.

The impact of a non-zero load capacitaiiggye can be explained with the help of Fig-
ure 2.5. In the case of a falling edge at the input, the shootdt current is determined by
the gate-source and drain-source voltages at the n-chaxansistor.

A large load capacitandgyoge Causes a slow transition of the output voltage:. If the
output transition time is much larger than the input traasitime, as shown in Figure 2.5a,
the drain-source voltage at the n-channel transigigk is small, and the n-channel transis-
tor is in the linear region most of the time while both trabmis are conducting; the result
is a relatively small short-circuit current.
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Figure 2.5: Impact of the output signal slope on the shadud current: (a) slow output
transition caused by large output load; (b) fast outputsiteon caused by small load.

A small load capacitance causes a fast transition of theubutgtage. If the output transi-
tion time is much shorter than the input transition time,fasn in Figure 2.5bypsn rises
quickly towards large values, the n-channel transistarrags while both transistors are
still conducting, and the resulting short-circuit curréetomes relatively large. Results of
Spice simulations that confirm the above arguments can el fou[121].

2.3.3 Static Power

The static power consumptidf;s: is mainly due to the subthreshold currents discussed in
Section 2.1. It can be expressed as

Pstat = Vbp-lpsus (2.23)
— Vpp - lpsum- eVes W/(nVrw) (2.24)
As mentioned before, the subthreshold currents dependhexpially on the gate-source
and threshold voltages. To be more exact, for a gWes Ipsus increases exponentially
with decreasing4. This must be taken into account when reducing the threshaltdge
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for performance reasons. Note that, because of the expahemracteristic ofpsyg, the
body effect discussed in Section 2.1 has a large impact ostétie power consumption.

For low leakage currents, it is also important to use traossswith steep transfer char-
acteristics in the subthreshold regime. This is commonlgpsnesd by the slope/& of
the semi-logarithmic transfer characteristic, i.e. (legugs) versusVgs, which is linear in
the subthreshold regime. The larger the slope, i.e. thelentg] the closer the transis-
tor's behavior is to that of ideal switches. The reciproeddtreshold slop& is approxi-
mately [17]

S =nVry In(10) . (2.25)

According to Equation 2.4 cannot be smaller than one and, herf&gdas a lower bound
given by
S >Vrn In(10) . (2.26)

The lower bound is 60 m¥at room temperature (300 K). Bulk CMOS technologies typi-
cally have reciprocal subthreshold slopes of up to 100 mV 31], whereas this parameter
can be close to the minimum in silicon on insulator (SOI) testbgies [31].

The static power due to reverse-biased diode leakage iflysegligible [121].

2.4 Basic Low Power Design Strategies

The choice of supply voltage affects all components of poWdras, however, the largest
impact on the dynamic power consumption because of theinearldependence &y
andVpp described by Equations 2.19 and 2.22. Therefore, supptag®elscaling is con-
sidered a very effective means of dynamic power reduction.

The capacitive component of powey, , can also be optimized by reduction of the effective
switched capacitanaep; - Croge O by clock frequency f k) scaling. The latter can often
be combined with supply voltage scaling for an even largergyaoeduction.

The short-circuit powePs, just as the capacitive power, can be optimized by reduction
the switching activityop; or by reduction of the clock frequendyk. Another important
parameter is the input transition tinbe. Finally, smaller transistors, i.e. transistors with
smaller channel widthV, result in reducesc.

Although the threshold voltagé has an impact on the short-circuit powey, circuit
performance and static power considerations have prioxigr Psc regarding the choice
of 4. A slightly largerV; results in significantly less static powRy; 4 at the cost of larger
delaystp. This is obvious from Equations 2.1 and 2.15. The sizes ofrdmesistors also
affect Pstar.  The most important principle of static power optimizatidrowever, is to
separate inactive circuits from the power supply so thaturceat can flow at all.

3This is often written as 60 mV/decade, in order to express ttha gate-source voltage needs to be
changed by 60 mV to change the drain current by one decade.



Chapter 3

Low Power ASIC Design

3.1 Overview

The development of low power integrated systems requiresraefundamental design
decisions to be taken and a combination of different powd&inopation techniques to be
applied to the system or to parts thereof.

Throughout the last ten years, numerous approaches to leerpiesign have been pro-
posed. These include software as well as hardware optimmzatrategies. Regarding
hardware optimization, further distinction can be madevieen techniques that are in-
tended for the design of logic circuits and techniques thatspecific to memory. The
work underlying this thesis is focused on low power desiglogic circuits.

Figure 3.1 provides an overview of low power design techegjirequently discussed in
the literaturé. It is evident from the figure that, in a hierarchical desigmflsuch as the
one introduced in Section 1.1, power reduction can be aetiavall levels of abstraction.
Although high-level power optimization is believed to besnheffective, the improvements
that can be achieved at the lower levels are none the lessicag [59]. Thus, any low
power design methodology should include a set of high- andliéwel optimization tech-
niques that complement one another.

Very few low power design techniques have been establishisthadard (state-of-the-art)
techniques in the development of real applications. Othave proven to be feasible in
experimental designs. Many techniques, however, stilbaprirely academic importance.

For the implementation and evaluation of a new optimizateminique, it is important to
identify those state-of-the-art techniques (at the sana ardifferent level of abstraction)
that may come into conflict with the new method or may have grachon the effectiveness
of the novel technique.

'References are given in the remainder of this chapter.
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partitioning, IPs, memory organization and management,
SYSTEM power management, adaptive voltage scaling, ...

algorithm evaluation, algorithmic transformations, software,
ALGORITHM multiple supply voltage scheduling, ...

architecture—driven voltage scaling (parallelization, pipelining),
ACHITECTURE / RTL gated clocks, bus and state encoding, type of arithmetic units, ...

algebraic/boolean optimization, technology decomposition,
cell binding, gate sizing, buffer insertion, phase assignment,
LOGIC/GATE equivalent pin swapping, complex gate (de—)composition,
dual supply voltage scaling, dual threshold voltage scaling,
power—driven place and route, ...

variety of cell types and sizes, logic styles, branch-based logic,

cell redesign for advanced voltage scaling support, transistor layout,
TRANSISTOR low-swing clock network, low—swing interconnects,
regulation circuitry supporting advanced voltage scaling, ...

technology scaling, device engineering, threshold voltage adjustment,
TECHNOLOGY multiple threshold voltage technologies, SOI, ...

Figure 3.1: Low power design technigues.

In this chapter, low power design methods are reviewed, sugiability for ASIC design is
discussed, and state-of-the-art techniques to be coesidethe evaluation of the proposed
methodology are identified. Accommodating the focus of higly, the survey of low
power design methods is continued in Chapter 4 with a sepaliatussion of voltage
scaling techniques.

3.2 Fundamental Design Decisions

The development of electronic systems usually starts wighspecification. At this early
stage in the design process, all the information requiredéweloping a working product
that fits into a specific market segment is gathered. Thisuded the functionality, the
performance, and the type of power supply.

From this information, conclusions regarding the powerstonption can be drawn and ap-
propriate constraints can be derived. For instance, ifi@batvas chosen for power supply,
the power consumption must be minimized in order to allowafeeasonable system run-
ning time. In the case of very high performance ICs, the paeasumption must also be
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constrained in order to prevent thermal failure. CleaHg, inore demanding the specifica-
tion, the more design and optimization effort is requirednfieeting the power constraints.
Therefore, the specification should always strictly reftbet actual requirements of the
application.

The fabrication technology also has to be chosen at thig st&g before entering the actual
design process. A suitable choice can usually be deternoiméte basis of the specification
and any derived constraints.

Mainstream bulk CMOS technologies enable high integratlensity and high perfor-

mance at low cost and, at the same time, keep the power cotismmapa moderate level.

Also, many power optimization techniques can be appliedito GMOS designs. For these
reasons, bulk CMOS is and will remain to be the technologyhoiae in the development
of most digital electronic systems [58].

Some low power design techniques, however, require enda@bEOS technologies. For
dual threshold voltage scaling, for instance, low and higaghold voltage transistors must
be available, as in so-called multiple threshold voltage@technologies.

If the power consumption is extremely critical, silicon sulator (SOI) technologies can
be used instead of bulk CMOS. The expensive SOI wafers antbihgield, however,
significantly increase the cost [26].

Once the type of technology has been chosen, the technawoglis out of reach for the
designer, and all design optimization has to be carriedtdteshigher levels of abstraction
from the transistor level up to the system level. All desigd aptimization techniques used
in this work are compatible with mainstream bulk CMOS faticn processes.

3.3 System and Algorithmic Level

Partitioning.  Atthe highestlevels of abstraction, i.e. the system lendlthe algorithmic
level, the most important task is partitioning. First of, alost systems can be split into
logic and memory. The size, the type, the detailed orgapizabnd the management of
the memory must then be chosen such that the specified foatityoand performance are
assured. These choices also have an impact on the powemgpiisa of the system. For
further information on low power memory design see thediigre [7, 34, 50].

Regarding the logic, which is in the focus of this work, a coommapproach is to start
with functional partitioning, i.e. splitting the specifiéahctionality into less complex sub-
functions that can be separately realized by means of diftaalgorithms. The functional
partitioning is followed by the actual physical partitiagi where a suitable form of hard-
ware implementation is chosen for each functional partitio
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Implementation alternatives. Typical hardware implementation alternatives are gen-
eral purpose microprocessors, DSPs, application specifimprocessors and microcon-
trollers, configurable logic, and dedicated hardware megluEach implementation alter-
native has its own strengths and weaknesses regardingparioe, power consumption,
flexibility, time to market, and cost.

A general purpose microprocessor provides maximum flewibénd sufficient perfor-

mance for many applications. Since such processors ardyreadilable as separately
packaged chips for board-level system development or eBaotual property (IP) blocks
for SoC design, even the implementation of complex functiibies takes fairly short time.
However, the efficiency of general purpose microprocessaerms of area and power in
proportion to performance is usually low.

Digital signal processors (DSP) and application specifacessors or controllers are less
flexible and, thus, less complex than general purpose psocedf a maximum of flexibil-
ity is not absolutely needed, these types of processorsdeadre power and area efficient
implementations.

Configurable logic is a good choice if time to market is catj¢the number of pieces to be
fabricated is low and the requirements regarding perfoomamd hardware complexity are
moderate. Rapid prototyping is another typical field of &ggtlon. Unfortunately, hardly
any power optimization techniques are applicable to cordigle logic.

Maximum performance and minimum power consumption can heaed only with ded-
icated hardware. This comes at the expense of increaseddimarket and cost.

The above statements indicate that the best choice of headmalementation alternative
depends on the specified functionality and performancepdiweer constraints, and other
aspects such as time to market and cost. In modern SoC dégmeally some or all
components of the system are bought from IP vendors. If theepoonsumption is critical,
it is particularly important to chose IP blocks that havesatty been designed with the
power consumption in mind or that can at least be furthemaigid, for instance during
logic synthesis.

This study is focused on those types of hardware that can figrae and optimized by
means of typical ASIC design flows. These are dedicated reejvapplication specific
processors/controllers and any type of synthesizabled€ki{soft macro).

Algorithms and algorithmic optimization. A specific functionality can often be real-
ized through several alternative algorithms. Differeigoaithms usually exhibit different
characteristics regarding the performance, the accuaacythe power consumption. This
should be taken into account in system design. On the othwet, ihe characteristics of
the algorithms are often affected by the choice of hardwapmementation alternative and
vice versa. Thus, a thorough evaluation of algorithms israpiex and time-consuming
task for which standard recipes cannot be formulated artdghenerefore, impossible to



3.3 SYSTEM AND ALGORITHMIC LEVEL 21

be automated. System designers often bypass the investigeditdifferent combinations
of algorithms and hardware implementation alternativestdad, previously published re-
search results are adopted, if available and applicablighwtsually results in suboptimal
solutions.

Once a particular algorithm has been chosen, it can be fudgmized with regard to

performance or power consumption or both. However, allgorit optimization techniques
are also specific to the type of target hardware. If, for imsta the target is some kind of
processor, algorithmic power optimization is a questiorsaftware development rather
than a hardware design problem. If, on the other hand, tleitign is to be implemented
in dedicated hardware, algorithmic speed-up transfoonator multiple supply voltage
scheduling can be applied in order to minimize the dynamiggvaconsumption. More

details on these techniques can be found in Chapter 4.

Power management. Power management reduces the amount of energy wasted when-
ever parts of a system are not needed at all or not at full spa&&ith power management
schemes the functionality and the performance of a systesirauit are adjusted to time-
variant requirements. Examples of such methods are povpglysshutdown, dynamic
power management, clock gating, and adaptive supply vbagling.

In a simple embodiment of power management, a system compang. a particular chip,
is completely separated from the power supply via an exteomdrollable regulator during
idle periods [6]. This is an effective way of avoiding unnesary static and dynamic power
dissipation in inactive components that does not commita¢ design of the component
to be shut down. The power manager unit (PMU) that contragéigulator is completely
external and the power supply pins are the only requiredfate to the power-managed
component. Thus, the component can be designed in theidraaitvay without the need
for any special power management support to be implememagor drawbacks of this
power supply shutdown approach are the following. Firstigre is a large power-on delay,
which is the time it takes for the supply voltage to stabikdfeer being switched on again.
Secondly, the registers and other non-permanent memdsylas¢ their content.

Power supply shutdown can, in principle, be applied to dogkhin an integrated circuit
instead of to the entire chip. This, however, requires thvegssupply infrastructure on the
chip to be modified such that the power supply nets of the rdiffeblocks are separated
from each other and made accessible from the exterior veratppins. As a consequence,
power supply shutdown is restricted to chips in their etitice to a small number of large
blocks on a chip.

Complex electronic systems such as personal computersmbyde advanced dynamic
power management (DPM) schemes. Such systems containnggrawer-manageable
components (PMC) controlled by a PMU [8]. Each PMC providesiaber of high per-

formance, low power, and sleep modes/states. The PMU, whashbe implemented in
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hardware or in software, continously observes the systehpats the PMCs in appropriate
states according to the actual requirements at certainioitime.

Dynamic power management is widely used in modern noteboakpaters and, hence,
special notebook processors are designed as PMCs. Thisa®gtjue instruction set, the
clock network, the interrupts, etc. to be adapted to theirements of dynamic power
management. Most processors support different low powdrsteep modes. In some
modes, idle modules within the processors are not sepafraiedthe power supply as in
the power supply shutdown approach. Instead, the respeudists of the clock network
are switched off [8]. If all inputs of the modules to be swidhoff are registered, there
is absolutely no switching activity and, hence no dynamiwgrodissipation in the idle
modules. This technique is called global clock gating. lmeotmodes, certain modules
are actually separated from the power supply via internaicbes in the power supply
nets [8]. Finally, for modules which are not completely itl& also not fully utilized, the
clock frequency or the supply voltage or both may be moméyntaduced.

Although designing a PMC requires a significant amount ofitaaithl design effort, the
most challenging task is the development of an effectiveggananagement policy (PMP)
and its implementation as PMU firm- or software [8]. This s@ite should know about
the power characteristics of all modules and be aware ohndtable performance degra-
dation and power overhead associated with going to andniatyfrom the different low
power and sleep modes. An effective PMP should reliablyiptéake idle time of a module
and accurately calculate the net power reduction.

The Advanced Power Management (APM) specification was theifidustry standard in
the field of DPM and has only recently been replaced by the moweerful Advanced
Configuration and Power Interface (ACPI) [6, 8].

Local clock gating is another popular power managementigdle that requires only mod-
erate additional design effort. It is frequently used in @enprocessors such as DSPs,
application specific processors, embedded processorsharikeé, but can be applied to
practically any type of circuit. With local clock gating,gltontrol signals that are used to
deactivate certain parts of the clock network are locallyegated in hardware. In princi-
ple, arbitrarily small subcircuits can be deactivated is thay. Since power management
based on local clock gating is rather an architecturaltiganze a high-level technique, more
details follow in Section 3.4.

A relatively new power management approach is adaptivelgwptiage scaling. Thisis a

very attractive technique for dynamic power optimizatitime requirements on the perfor-
mance of a chip vary continously over time. Instead of justa@ving off idle components

of a system or idle modules on a chip, the clock frequency bedupply voltage are conti-
nously adjusted to the instantaneous performance demataptike supply voltage scaling
is discussed in Chapter 4.
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Figure 3.2: Concept of clock gating: (a) clock tree withoatigg elements; (b) hierarchical
clock gating [112].

3.4 Architectural Optimization

The two most important methods for power optimization atahehitectural level (RTL)
are clock gating, which is presented in this section, anlitacture-driven supply voltage
scaling, which is discussed in Chapter 4. Besides clockgathis section covers bus and
state encoding and the power characteristics of arithroeits.

Clock gating. The clock network of a synchronous digital IC normally camsaclock
buffers and clock nets as shown in Figure 3.2a. The entirekah@twork, which is fre-
guently called clock tree, is driven by a primary buffer, aubordinate buffers are dis-
tributed across the chip. The branches of the clock treeralla clock input pins of
sequential cells such as flip-flops.

The large number of driven cells and the large total wire fleriging about a large capac-
itive load on the clock network. Moreover, the switchingiaty in the clock network is
usually the highest of all nets. These are the primary reagworthe large contribution of
the clock tree to the total dynamic power consumption of mahnigs. In [96], the contri-
bution of the entire clock network including the primary aubordinate clock buffers is
guoted at 20% to 45% for different design examples. Thugkah@tworks are important
targets of low power design.
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An effective means of reducing the power consumption inlcloetworks is clock gating.
The concept of clock gating is illustrated in Figure 3.2b4L1Logic gates are inserted in
the clock tree in a hierarchical manner, either as replaogsrier or in addition to existing
clock buffers. Each of these clock gating cells receivegsainput pins a clock signal,
which is derived from the primary clock signal CLK, and an leleasignal EN, which is
generated by global or local control logic, so as to actieatgeactivate certain portions of
the clock tree. If large portions of the clock tree are deattd for long periods of time,
the power consumption in the clock tree is significantly iestl

Local clock gating is often used in processors, where foneti units in the data-path can
be deactivated when they are not needed for the executiopantiaular instruction [48, 63,
69, 91, 121]. In this case, the clock enable signals are gatby the instruction decoder.
If registers are placed at all inputs of the functional yrgteck gating not only affects the
power consumption in the clock network itself but suppresgdkeswitching activity within
the deactivated data-path units as well.

The implementation of gated clocks increases the compl@fithe control logic and,
hence, creates some power overhead. The overhead is ddeapthis compensated by
the power savings. The correct timing of the enable sigrsatheé most serious issue in
the design of clock gating circuitry; glitches at the clonkuts of sequential cells must be
avoided in order to assure proper operation of the circ@it]1

Clock gating is often modeled in the HDL code. However, comuia¢synthesis tools such
as BUILD GATES EXTREME (CADENCE?) and FOWER COMPILER (SYNOPSYS’) are also
capable of automatic implementation of clock gating.

Bus encoding. Low power bus encoding aims at reducing the switching agtiand,
hence, the dynamic power consumption on long multi-bitroaanects. As depicted in
Figure 3.3a, bus encoding schemes generally require additcircuitry for the encod-
ing and decoding at the transmitter and receiver side, ctisply. This detracts from the
overall power reduction. The effectiveness of low power bnsoding also depends on
the signal statistics and the knowledge thereof. Partilyuilmportant in this respect is the
correlation between consecutive data words to be traresnitt

Gray coding is often discussed in the context of instrucéiddress encoding in micropro-
cessor systems [34]. Normally, consecutive instructisastored at consecutive positions
in the memory, so that mostly a fixed increment is added to thgram counter. If this
increment is one, as for byte-addressable memory and a frstduction length of one
byte, the Gray code may be used instead of the ordinary bouatg. The advantage of the
Gray code is that an increment of one changes only one biteSire Gray code is just a
re-ordered binary code, the idea of Gray encoding can betediapen if the standard in-
crement is different from one. For instance, if the incremetwo, as for byte-addressable

2http://lwww.cadence.com
3http://www.Ssynopsys.com
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Figure 3.3: Typical applications of encoding schemes: @megic bus encoding architec-
ture (redundant codes requie> N); (b) generic finite state machine (FSM).

memory and a fixed instruction length of two byte, the codesiarply be re-ordered such
that an increment of two changes only one bit.

This concept works only for the strictly sequential parta @irogram; branch and jump in-
structions reduce the optimization potential. Also, datamary accesses detract from the
optimization potential if the same address bus is used ®irstruction and the data ad-
dresses. In the case of variable instruction lengths, tharddge of the Gray code vanishes
because the increment is not fixed and the signal statiseasalonger predictable.

The overhead of Gray address encoding is small. If the prog@unter and the memory
address decoder are already adapted to the optimized cstgliegno extra circuitry for the
encoding and decoding is needed.

If no correlation between data words exists or if the sigtaigtics are unknown, redundant
codes may be used for reducing the switching activity. Thexathges and disadvantages
of redundant codes can be illustrated using one-hot codiramaxample [17]. In the one-
hot code of a decimal valud only theM-th bit is set to one while all other bits are zero.
Consequently, regardless of the signal statistics, thebeuraf switching bits per cycle
is two when the data changes, and zero otherwise. The dravib#uat representing™2
numbers require = 2N bits as opposed thl bits required for the ordinary binary coding.
The result is an unacceptable overhead for routing, engodimd decoding.

Bus inversion coding (BIC) is an example of redundant busoéimg with low over-
head [17, 100, 121]. In a first embodiment, BIC requires omlg additional signal line.
The basic idea is to invert a data word prior to transmisdidnis reduces the number of
switching bus lines. The additional line (polarity line)used for signaling to the receiver
whether the data word has been inverted or not. Switchingtewan this line must, of
course, be taken into account when deciding on the polarthansmissions.
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The effectiveness of BIC degrades with increasing bus widtherefore, broad busses
should be split into narrow slices with separate en-/dexsoaled a separate polarity line for
each slice. A maximum switching activity reduction of 25% dze achieved by splitting
an N-bit bus into 2-bit slices at the cost bf/2 extra wires [121]. This overhead is small
compared with one-hot coding. Nevertheless, it is oftercaeptable. Thus, four or eight
bit are more realistic choices for the width of the slicese kierhead caused by the decoder
is small. The encoder, however, can be quite complex and lpeusiken into account when
weighing up advantages and disadvantages of BIC [17, 99].

Another way of dealing with a lack of knowledge of the sigralistics is adaptive bus en-
coding, where the incoming data stream is continously elesksind the en-/decoding rules
are adapted to the varying statistical properties of tha daeam. Recently, an adaptive
bus encoding scheme, which is based on the probability basgeging (PBM) technique,
was presented [62]. With PBM, the switching activity on thes lis minimized by mini-
mizing the number of ones to be transmitted. Frequently micgudata words are mapped
to code words that contain a small number of ones. A one isinated over the bus by
inverting the state of the respective bus line. For trantsmgita zero, the state of the bus
line is maintained. The PBM technique uses a non-redunddatrdpresentation and, thus,
requires no additional bus lines.

The code computation circuitry implemented at both endfieflius continuously deter-
mines a probability of occurrence for each data word in thta daeam, computes a new
mapping rule in certain intervals, and writes the rule tkklop tables. The PBM scheme
can effectively reduce the switching activity if certaintalavords occur much more fre-
guently in the data stream than others. If, on the other halhdata words are uniformly
distributed, the benefit of PBM vanishes. While a static PBMesne, where the code
mapping rule is optimized for a specific data stream, oftetdgi bad results when used on
other data streams, the adaptive PBM scheme can be sudlieapflied to different data
streams or to data streams that exhibit varying statigpicaerties.

Adaptive bus encoding schemes require complex en-/degadiouitry. The resulting
power and area overheads may predominate the possible pawags. Another problem
with adaptive bus encoding, which has not been completd¥edget, is the synchroniza-
tion of the adaption mechanisms at the transmitter andvexcsides of the bus.

State encoding. Finite state machines (FSM) are composed of the state eegiahd
combinational logic which computes the output signals dradrtext state on the basis of
the input signals and the current state as depicted in FR)Gte

The behavior of FSMs is often described using state tramsitiagrams, which are directed
graphs where the nodes represent states and the edgededsanisitions between the
states. The starting point and the endpoint of a transitiercalled the current state and the
next state, respectively. An example of such a diagram isrgin Figure 3.4a. This FSM
has three states that are denoted S1, S2, and S3. For thelesth@are implementation
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Figure 3.4: Low power state encoding [121]: (a) state ttéorsidiagram representing an
FSM with three states; (b) random binary state encoding ardriing distances; (c) tran-
sition probabilities; (d) low power binary state encoding.

of an FSM, such abstract notations of state names must ksatad to some sort of binary
state encoding. In the example, S1 could for instance belated to '00’, S2 to '01’,
and S3 to '11’, as shown in Figure 3.4b. This binary state dimgprequires two registers
for representing the three states. If a transition occunsiesof the state registers change
their logic state from '0’ to "1’ or vice versa, which causem®e circuit capacitances to
be charged or discharged. The aim of low power state encaslitgminimize the total
switching activity and, hence, the dynamic power consuompdiue to state transitions.

In one approach to low power state encoding, the cost fumdithe sum of the Hamming
distance®y j between all possible pairs of current and next states. Thenkag distance
between two states is the number of bits that are differetiitarbinary numbers represent-
ing these states. In Figure 3.4b, the total Hamming distési&. In another approach,
each edge in the graph is weighted with a number in the rangerofto one that describes
the probabilityPr ; of that particular transition to occur. The cost functiomisdified such
that the Hamming distand®y ; associated with theth pair of nodes is multiplied by the
weightPr i assigned to the respective transition. This cost functiefuy total switching
activities of 16 and 10 for the original and the modified encodings depicted in Fag3.4c
and 3.4d, respectively.
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Obviously, 38% less switching activity in the state regidiank can be expected if the
states are encoded according to Figure 3.4d. This, howedwes, not necessarily mean that
the power consumption is 38% lower, too, since an impact efstiate encoding on the
complexity of the combinational logic and on the switchirghaty therein is not consid-
ered in the cost function. In fact, the total power and the@ afethe FSM may increase,
if a certain change of the state encoding, which reducesotiaériumber of toggling bits
in the register bank, requires a more complex combinatitmgat. Experimental results
presented in [121] show tremendous variation in terms cd arel power consumption of
a particular FSM at a given performance depending on theddng®f the states. It seems
that larger state machines tend to consume more power. Hytbe correlation between
state encoding, power, and area is still not well understdsdis, the real effects of state
re-encoding are difficult to predict. This lack of underslisug is a major obstacle for the
development of efficient tools for power-conscious FSM giesi

Some commercial logic synthesis tools such &sig.IFY PRO (SYNPLICITY#) and De-
SIGN COMPILER (SYNOPSYS) provide basic FSM design and optimization capabilities
targeting only the circuit area. Simultaneous optimizafar area and power consumption
is not yet supported and, hence, is left to the designer. Mexythe complexity of FSMs in
real designs is mostly too high for manual optimization. Aqgtical solution to this prob-
lem is to manually encode only a small subset of states thvarsdhe edges that contribute
the most to the expected switching activity and to leave tieoding of the majority of
states to the synthesis tool with the objective of minimyzine area.

Low power arithmetic units.  Arithmetic units such as adders and multipliers are ciitica
building blocks in processors and many data-path-domihagiCs. A variety of concepts
for the implementation of such modules can be found in tleedture [120]. While, in the
past, the design of arithmetic units was driven by the needuficient performance at
minimum area, their power consumption can now no longer beregl.

Callaway and Swartzlander have investigated and compaifedetit types of parallel 16-
bit adders and multipliers [16]. Some results of their work summarized in Tables 3.1
and 3.2. Evidently, faster implementations mostly reqglairger area. For the adder circuits
listed in Table 3.1, shorter delay and larger area also latngo higher dynamic power
consumption. This is different for the multipliers listed Table 3.2; the second fastest
circuit (Wallace tree) consumes the least dynamic poweitgtiine slowest implementation
(array) results in the highest power consumption.

The power-delay product (PDP) given in the tables is a ptessiieasure of the trade-off
between performance and power. In this respect, the miniPDR values mark the most
efficient implementations of adders and multipliers (Malesblock width carry skip adder

“http://www.synplicity.com
Shttp://www.synopsys.com
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Circuit type Delay | Power| PDP | Area

Ripple carry 1 1 1 1
Constant block width carry skip 0.56 | 1.06 | 0.59 | 1.27
Variable block width carry skig| 0.44 | 1.29 | 0.57 | 1.88

Carry look ahead 044 | 159 |0.70| 2.04
Carry select 0.36 | 224 | 081 3.38
Conditional sum 041 | 3.18 | 1.30| 4.38

Table 3.1: Delay, power consumption, PDP, and area of 1&duers normalized to the
delay, the power, the PDP, and the area, respectively, afghke carry adder [16].

Circuit type || Delay | Power| PDP | Area

Array 1 1 1 1
Split array 0.68 | 0.87 | 059]| 143
Wallace tree | 0.58 | 0.74 | 0.43| 1.93
Modified booth| 0.49 | 0.95 | 0.47 | 2.02

Table 3.2: Delay, power consumption, PDP, and area of 16zbitipliers normalized to
the delay, the power, the PDP, and the area, respectivelyearay multiplier [16].

and Wallace tree multiplier). On the basis of this perceptitallace tree multipliers were,
for instance, built into certain StrongARM low power prosesderivates [11].

For a detailed discussion of the structure and the functgpaf the different types of adders
and multipliers considered in this comparison see thedlitee [15, 16, 120].

3.5 Logic Level

Standard-cell-based design at the logic level includeis I&gnthesis, placement, and rout-
ing. Logic synthesis can be further divided into technologyependent and technology
dependent optimization steps.

Technology independent optimization. Technology independent optimization requires
the combinational part of the original design to be sepdrfxtan the sequential elements.
The combinational logic is described in the form of Boolegnaions, and the optimiza-
tion methods operate on these equations. Traditionalygtal is to find an area efficient,
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multi-level representation of the combinational logic antiming constraints [9]. A com-
mon measure of the area of Boolean networks is the total nuafliterals® in the factored

form of the equations [49]. Therefore, the traditional atijee of technology indepen-
dent optimization is the minimization of the total numbelitérals. This is usually done
with algebraic logic restructuring techniques, e.g. esttoan, substitution, factorization,
and Boolean minimization.

Extraction is the process of identifying a common sub-fiomcof several Boolean equa-
tions, introducing a new equation that assigns the commbrfiguction to a new inter-
nal variable, and substituting the common sub-functiorhendriginal equations with the
new variable [9]. Substitution means substituting a suizfion of a Boolean equation
with an existing internal variable [9]. Substitution is dippble if internal variables exist
that represent sub-functions of other equations. Anotheortant technique is factoriza-
tion [9]. The Boolean expressian c+a-d+b-c+ b-d for instance, can be transformed
to (a+b)-(c+d). In this example, factorization reduces the number ofdigerwhich is
one purpose of the technique. The other purpose is the catnubf the cost which is
often based on the factored form of the equations, as meattiahove.

The same methods can be used for technology independenndypawer optimization,
if the cost function is modified [49]. The cost may be computsdhe total sum of the
switching activities associated with all literals. Thigjueres the switching activities of the
primary inputs to be specified. The switching activitiesoasated with internal variables
and primary outputs are then computed by propagating thelswg activities at the inputs
through the Boolean network using zero delay models for th@dan operations.

Boolean minimization is the process of minimizing Booleguations using the rules of
Boolean algebra, e.@+a = 1, and taking into account any don't care conditions [9].
ESPRESSO is a de-facto-standard algorithm for computedaBolean minimization of
two-level Boolean networks targeting the area of the rasyltircuit [9, 39, 80]. Sim-
ilar methods can be applied to the set of equations that itbesca multi-level Boolean
network taking into account additional don’t care condisd82]. Power-aware Boolean
minimization, however, requires modification of these et as discussed in [49].

Finally, the optimized Boolean network is prepared for tealbgy mapping in a step called
technology decomposition [9, 49]. A set of primitive Boaldanctions such as two-input
NAND and NOT is chosen. The Boolean equations are then ctat/¢éo a graph where
each node in the graph is restricted to one of the primitinetions. This process is called
technology decomposition and the result is called the stigf@aph. This graph is the input
to technology mapping, the first step in the technology ddpetphase of logic synthesis.
The quality of the mapping solution depends on the struaifitiee subject graph. Accord-
ing to [49], a subject graph that minimizes the sum of the dwitg activities associated
with its internal nodes is a good starting point for low powesthnology mapping.

6A literal is a negated or not negated instance of a variakaeBnolean expression. In multi-level Boolean
networks, the variable may be an internal variable or repres primary input.
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Figure 3.5: Gate sizing for dynamic power optimization:léage driver, large capacitance,
short transition time; (b) smaller driver, smaller capacte, longer transition time.

Technology dependent optimization. The technology dependent phase of logic synthe-
sis starts with a step called technology mapping or cellibmd®, 49]. In this step, the
functionality of each library gate is represented by a gnaphre each node is restricted to
the primitive Boolean functions considered in technologgamposition. These graphs are
called pattern graphs. Technology mapping is the proceBsdihg a minimum cost cov-
ering of the subject graph by choosing from the collectiopattern graphs that represents
the standard cell library. Again, switching activities atibbe considered when computing
the cost in order to obtain a low dynamic power mapping soiufi#9].

The technology mapping is followed by a post-mapping oation phase. An important
technique applied at this stage is gate sizing. In additogeate sizing, local transforma-
tions are used for altering the structure of the circuit withchanging its functionality.
Typical examples of local transformations are buffer itiear complex gate composition
and equivalent pin swapping.

Gate sizing can affect the dynamic power consumpigg in different ways as illustrated

in Figure 3.5. Down-sizing, i.e. replacing a cell with a ftinoally equivalent cell com-
posed of smaller transistors that have smaller gate inpaatnceLs, primarily aims

at reducingCnode and, thusPeap at the input nodes of the sized cell [49, 121]. In addition,
smaller transistor dimensions reduce the short-circudttae subthreshold currents in the
sized cell, thus reducinBs; andPsyp. On the other hand, down-sizing increases the signal
transition timett at the sized cell’s output, which in turn increas®gof the cells driven

by the sized cell. For this reason, minimizing the size ofscel non-timing-critical paths
does not always result in the lowest dynamic power consump#t heavily loaded nodes
that exhibit very largér, up-sizing may lead to an overall lowBgy, [12].

Alternatively, extra buffers can be inserted at heavilydied nodes in order to shortén
as shown in Figure 3.6 [21]. This reducBg at the gates driven by the inserted cell.
However, the extra cell introduces extra capacitancesxna €hort-circuit currents. These
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Figure 3.7: Complex gate composition for capacitive powgrmsization [11]: (a) high
activity net connects separate cells; (b) high activitymdten in complex gate.

overheads must of course be small in comparison with thectegiuin short-circuit power
at the driven gates in order to make this buffer insertiohnégue feasible.

Standard cell libraries contain so-called complex gatashwtombine several simple gates
in one cell. Complex gate composition replaces a group opk&rgates in a gate-level
netlist with an equivalent complex gate as depicted in g7 [11, 21]. As a result,

some nets no longer connect separate cells. Instead, teeseannect devices within a
complex cell which can be accomplished with shorter wires trave less capacitance.
This reduce$%ap, especially if many high activity nets can be hidden in coewlells.

Another optimization technique, which is called equivaleim swapping or pin ordering,
exploits the different power characteristics of functibynaquivalent input pins of the same
library cell. These differences in the power charactersstian be due to different input pin
capacitances, which leads to differdhtp at the different input nodes. Another possi-
ble reason is the exact position of the devices connectegaotacular input pin, i.e. the
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Figure 3.8: Local transformations for post-mapping logstructuring: (a) phase assign-
ment [11]; (b) cell duplication [121].

cell-internal circuit structure, which affects the totallenternal capacitance charged or
discharged during a transition of the input node. With pimgping, high activity nets are
connected to power-efficient input pins with priority [111]2

A variety of other local transformations for logic restruiehg after technology mapping
was proposed [88, 93, 121]. Two examples are illustratedgarE 3.8. In Figure 3.8a, one
of the two high activity nodes is eliminated by inverting thput and output signals of the
multiplexer, thus reducing the dynamic power consumptidns technique is often called
phase assignment. Duplication of cells, as shown in Figi8ie, £an be used for splitting
paths. The opposite of complex gate composition, i.e. cergéte decomposition, serves
the same purpose. These techniques may not directly redaqaotver consumption but
enable other transformations that eventually lead to Iqvoever.

Technology dependent power optimization is supported loyraercial tools, for instance
by POWER COMPILER (SYNOPsSYS') and BUILD GATES EXTREME (CADENCE?).

Placement and routing. The traditional objective of placement is to arrange allsceh
the chip in such a way that the total wire-length after rogiismminimized and, thus, the

"http://www.Synopsys.com
8http://www.cadence.com
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area is minimal. Since the actual wire-lengths are unkndvimsstage, estimates are used
for computing the cost function. For power-driven placemére estimated wire-lengths
should be weighted with the switching activities, so thgthactivity nets are given priority.
This way, the total switched capacitance, which determigg is minimized instead of
the total wire-length, which affects the area. In princigbewer-driven placement can
be carried out with the same algorithms as conventionakphant if the cost function is
modified appropriately [24].

Routing is the process of making electrical connections/éeh pins of placed cells. In
conventional routing, the objective is to minimize the totae-length. The limitations on

the routing resources, i.e. the routing area, the numberetdinayers, and the number of
feed-throughs between these layers, frequently lead torregpngestion. Therefore, it is
usually not possible to minimize the length of every singleewAt the beginning of the

routing process many resources are available and mosteardgse realized with minimum
length. As the routing process progresses, congestiorigmaslbbbecome more likely and
wire-lengths increase. For this reason, critical nets khioeirouted first. Again, for power-
driven routing, the priorities of nets can be determineditbe switching activities, so that
high activity wires are kept short [24].

The coupling capacitances between neighboring wires grafisiant sources of power
consumption. Therefore, power-driven routing should nady address the wire-length
but also reduce the coupling capacitances between hightaatires by increasing their
spacing [24].

3.6 Transistor Level

The standard cell ASIC design style is based on the conceptsing pre-designed logic
gates, 1-bit adders, flip-flops, etc. that are available hecadled standard cell libraries.
The following paragraphs cover various aspects relatedaaevelopment of low power
standard cell libraries.

Logic styles. Logic gates can be dynamic or static, i.e. with or withoutckl@ontrol.
Dynamic logic is generally faster and, hence, well suitetighest performance circuits.
However, the power consumption of dynamic logic is largemtlthat of static logic be-
cause of the additional capacitive load at the clock net(@r&nd because of unnecessary
precharging and discharging of nodes [126]. Moreover,dgtethtools used for logic and
layout synthesis do not support dynamic logic design.

The conventional static CMOS logic gates built from n-cherpull-down and p-channel
pull-up networks are easy to design, have good driving déapab which allows high per-
formance, and have good noise margins which makes thetsiroliust even at low supply
voltages. Static logic gates exploiting cross-coupledh@nnel transistors, e.g. cascode
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voltage switch logic gates, have larger delays and may coaggual or larger amounts of
power [61, 106]. Moreover, such gates are difficult to desiBarticularly, the design of
cells with larger driving strengths is impractical in suolgit styles. A third class of static
logic, namely the pass transistor logic (PTL), appears te hidtle or no advantage over
the conventional static CMOS gates regarding the powenutopson. Moreover, the per-
formance and the robustness of PTL at low supply voltagematdficient [61, 106, 126].

For the reasons stated above, only the conventional stafic $tyle can be found in stan-
dard cell libraries, except for some pass transistor orstrassion gate structures used in
XOR gates, multiplexers, flip-flops or full adders.

Combinational cells. Standard cell libraries typically contain cells having wpeight
inputs. Larger numbers of inputs result in unfeasibly langenbers of transistors con-
nected in series and in parallel. Many transistors conddatseries limit the low voltage
operation and have either a large total series resistanlzege gate capacitances. Many
transistors connected in parallel introduce a large tat@hddiffusion capacitance at the
output. Finally, the body effect increases the thresholthge of transistors connected in
series. These effects lead to poor performance [121].

Another important aspect regarding the low power libraryeli@oment is the selection of
Boolean functions to be implemented. The number of diffeBwolean functions oN
input variables iM = 22" For three inputs, for instanc®) is 256 and for four inputs
M is 65536. It is obvious that only a small collection of all sleepossible functions can
actually be included in a standard cell library. Unfortwatgtthere is a lack of theoretical
analysis of the problem of which functions to implement. Efiere, the actual selection
of functions and, hence, types of cells is usually based anamuintuition and experi-
ence. Typical industrial libraries contain non-invertiogffers, inverters, (N)AND gates,
(N)OR gates, X(N)OR gates, (N)AND-(N)OR complex gates, tipléxer, 1-bit half and
full adders and similar cells [121].

Low power libraries should provide a sufficient number of ptew gates, i.e. (N)AND
gates, (N)OR gates, and cells with integrated input invert€his enables effective com-
plex gate composition for power and area reduction. Alsenetwpe of cell should be
provided in sufficiently many different sizes (driving stgghs), including minimum sized
cells and cells with asymmetrical timing characteristige tb reduced p-channel widths, in
order to enable effective gate sizing for timing, power arehaptimization. Particularly,
non-inverting buffers and inverters, which are frequentgd to form optimized cascaded
buffers for driving large loads, should be available in géanumber of different sizes [3].

Flip-flop cells. Other than dynamic logic gates, dynamic flip-flops may be npanger

efficient than their static counterparts. This is becausenyc flip-flops can be realized
with less transistors and the load presented to the cloekankis smaller [105]. However,
logic states stored in dynamic circuits need to be peridigicafreshed, which prevents
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Figure 3.9: Low Power D-flip-flop circuit.

dynamic flip-flops from being disabled using clock gating thes means. Moreover, dy-
namic circuit design is not supported in standard-cell 8as8IC design methodologies,
as mentioned above. Therefore, only static flip-flops eristandard cell libraries.

A widely-used static flip-flop structure is shown in Figur8.6The transmission gates are
sometimes replaced with tristate buffers, but with thisegtion, most flip-flop cells in
commercial standard cell libraries have this basic stredtucommon. A disadvantage of
this circuit is the large effective load presented to thekloetwork. This load includes the
capacitances that are charged and discharged by the intévala buffer.

Low power flip-flop designs aim primarily at reducing the Iqgaésented to the clock net-
work. The circuit depicted in Figure 3.9, for instance, hatydwo transistors driven by

the clock input pin. For low to medium switching activity &etdata input, this flip-flop

consumes less power than the standard flip-flop [3]. At theesame, its delay is signifi-

cantly shorter. A similar flip-flop comprising a modified maslatch is described in [29].

This circuit consumes less power even for high switching/agtat the data input.

Cell layout optimization. The means of optimizing the standard cell layouts for low
power are limited. Merely optimizing the intra-cell intermects and the gate structure of
very wide transistors can be worthwhile. Large transidtarse large drain/source diffusion
capacitances if they are realized with a longitudinal gatecture. As explained in [17],
the drain capacitance is reduced if the gate is laid out withger or ring structure. This
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technique can be applied, for instance, to large buffer amdrier cells or to logic cells
with large output buffers. For long interconnects withirgcells, such as complex flip-
flop cells, it is worth considering the area-specific capadée of different interconnect
materials such as polysilicon and metal in order to minintieewire capacitance.

3.7 Summary, Comments, and Conclusions

As mentioned at the beginning of this chapter, low power ASESign methodologies
should include power optimization at all levels of absti@tt Which particular techniques
to include in a real-world methodology is determined by itlediectiveness, stage of de-
velopment, versatility, and suitability for automationhéke criteria lead to the following
assessment of the low power design methods discussed rhtgpser.

The implementation of power management for static or dyngmiver reduction or both is
amust, unless it is not applicable to the target applicatiymamic power management can
be very effective but requires a tremendous design effdrer@ore, DPM is restricted to
the design of complex systems such as personal computepaaisdhereof. Clock gating
has also proven to be effective and, fortunately, its im@etation is simple compared with
DPM. Local clock gating is even supported by commercialdodlhis technique is state-
of-the-art in ASIC design and should be used whenever pesdtegarding the focus of
this study, it is important to investigate the impact of él@ating on the effectiveness of
voltage scaling in the clock network. This is addressed iap@ér 8.

Low power bus encoding is a very difficult and conflicting gesh. Simple schemes like
Gray and one-hot coding are either lacking versatility e 8o expensive because of
tremendous overheads. Static PBM works well only for the déteam it was designed
for and is, thus, only slightly more versatile than Gray ogdiAdaptive PBM creates large
overhead and suffers from unsolved technical problemsrégent, only BIC appears to be
useful for a broader range of applications. Low power stat®ding is complex, not well
understood and only partially supported by tools. Howea¥ersmall subset of transitions
can be identified as main contributer to the dynamic poweswomption of a particular
ASIC, it can be worth encoding the respective states manudiile leaving the encoding
of the majority of states to a synthesis tool. An impact of bod state encoding on the
effectiveness of the methodology proposed in this studpi®rpected.

The design of optimized arithmetic units from scratch igiedrout only in the full-custom

design of high performance components such as generalgaimpizroprocessors. For the
design of ASICs, technology-independent macro block tibsaare available, that con-
tain a variety of pre-designed arithmetic units. Logic sis tools revert to these library
elements when processing RTL design descriptions sulgeirhing, power and area con-
straints. If the constraints cannot be met this way, optahiE DL modeling of arithmetic

units can be applied instead of using arithmetic operatotse HDL code. The latter ap-
proach is particularly suitable for the design of criticalta in the data-path of application
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specific processor cores; the arithmetic units can be adépthe target application while
preserving synthesizability and, thus, independency efténget fabrication technology.
Just as for the aforementioned encoding schemes, an impabieceffectiveness of the
methodology proposed in this study is not expected.

Logic synthesis is fully automated and relies on standantstoThese tools do not sup-
port power optimization in the technology independent phaEfdogic synthesis. Technol-
ogy dependent optimization using gate sizing, buffer iti@ey complex gate composition,
equivalent pin swapping, phase assignment, etc. is sfateeart and should be used in
any case. About 10% to 20% dynamic power reduction can beceegbe These tech-

niques directly compete with the logic-level voltage stglapproach that is in the focus of
this study. Therefore, the proposed methodology assuatsh effect of state-of-the-art
power-driven logic synthesis is taken into account in alestigations.

Placement and routing are also automated and are alsocdcaui@ising standard tools. In
existing design methodologies, the area is usually the opiynization criterion. Timing-
driven placement and routing are possible but are not yetlata. Power-driven placement
and routing are still under development and cannot be choug with existing tools.

Regarding the library development, many semiconductodeenavoid the effort to de-
velop completely new libraries. Instead, existing libearare adapted to newer technology
generations with minimum effort. Some companies, e RTISAN COMPONENTS, claim
that their libraries are optimized for low power design. Hmer, neither is there any evi-
dence, nor is any information available on how this was ague

The techniques discussed in this chapter aim at power agtran through power supply
shut-down and through optimization of circuit and deviceap@eters such as the switching
activity, the device and interconnect capacitances, tieastransition times, and the effec-
tive transconductance. Other important parameters arsuiygly and threshold voltages.
However, the simple concept of global supply voltage mization driven by pipelining or
parallelization is usually the only available voltage stgloption. More advanced supply
and threshold voltage scaling approaches, although ggnemsasidered promising, are not
state-of-the-art. The broad field of voltage scaling is ceddy the following chapter.

Shttp://www.artisan.com



Chapter 4

Supply and Threshold Voltage Scaling

4.1 Conventional Voltage Scaling and its Limitations

Supply voltage\pp) scaling is an effective means of dynamic poweyyf) optimization
because of the non-linear dependencBf andVpp (see Equations 2.19 and 2.22). The
supply voltage can, however, not be scaled down withoutdimi

The first question to be answered is that of possible maliomeitt low supply voltages. A
common condition for a logic gate being properly functianis a gairt significantly larger
than one in order to guarantee level restoration from orgestathe next. The ultimate goal
is to have per-stage gains large enough to keep the logilslavall circuit nodes within the
specified noise margins. It was shown theoretically that¢bndition can be satisfied even
at extremely low supply voltages of a few hundred millivgit&, 79, 107]. First practical
examples of circuits operating at supply voltages as low.2¥% Qvere published 30 years
ago [108]. Thus, the possibility of malfunction has not yettme a real limit.

Practically relevant limits to low voltage operation arfsem timing constraints. Accord-
ing to Equation 2.15, the gate delayand, hence, the performance of a circuit inevitably
degrade, if the supply voltage is reduced while the thrakkioltage remains at the same
level. This problem can be overcome by simultaneous supptlareshold voltage scal-
ing. Unfortunately, low threshold voltages cause excessiatic power consumptidf s,

as discussed in Section 2.3.3. This means that aggresgiplysund threshold voltage scal-
ing eventually leads to a minimum of the total power consuom®:, which defines an
optimal pair of supply and threshold voltage values. If tb#ages are scaled beyond this
minimum, P increases again because of the exponentially rising seddtbtd currents.

In practice, the optimum is usually not well defined becausenavoidable supply and
threshold voltage uncertainties that can be due to temyerahd process variability, short-
channel effects and non-ideal supply voltage regulati®h. [These voltage uncertainties

1The gain is the absolute value of the slope of the voltagestearcharacteristic.

39
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result in delay and power variations and must be taken intowaat when determining the
nominal voltage values. Otherwise, the timing constramés/ be violated or excessive
static power may result or both [102].

Because of the exponential characteristid®gf; (see Equation 2.24), threshold voltages
below the optimum lead to a significantly larger total powansumption. This will become
even more of a problem in future fabrication processes, @asdminal threshold voltages
will continue to be scaled down while the threshold voltageartainties are not expected
to scale accordingly.

Since threshold voltages below the optimum have a moretsemopact on the total power
consumption than somewhat increased supply voltages,aiménal voltages must be set
to values above the optimum. In other words, given a certaget performance, threshold
voltage uncertainties set lower limits to both the nomimaéshold and supply voltages.
As a result, all circuits that do not exhibit worst-case paeters consume more power than
necessary because of the unnecessarily large supply goltag

It follows from the above arguments that simultaneous supptl threshold voltage scal-
ing subject to timing constraints yields an optimal voltgger that minimizes the total
power consumption. Sophisticated optimization approgsgheld optimal solutions tak-
ing into account various different sources of voltage utaieties [30, 35]. The optimum
solution, however, depends on the application and theetépierformance, and designers
are usually not free to choose supply and threshold voltagess depending on the actual
requirements of the application. This makes the use of @twitages impossible in most
practical cases.

The design of standard-cell-based ASICs is typically sttligeclose restrictions regarding
the choice of supply and threshold voltages. Many manufexciyprocesses provide only
one fixed threshold voltage. If two types of transistors, with low and the other one with
high\4, are needed, a special dual threshold voltage (DTV) prasessjuired. However,
the standard cells provided with existing libraries arewnfiesigned assuming that only one
threshold voltage is available. Even the supply voltageaften not be chosen arbitrarily,
because standard cell libraries are usually characteamddthus, qualified for only one,
sometimes for two, different supply voltages.

In the following sections, various voltage scaling tecluais| for timing-constrained static
and dynamic power optimization are discussed. The basasitiehind these techniques
are the following. Firstly, decreasing the logic depth ie thitical path and introducing
parallelism reduces the optimal supply voltage value. Bélgpminimizing voltage uncer-
tainties enables the nominal voltage values to be set ctoge optimal values. Finally,
making supply and threshold voltages variable or havingipialfixed supply and thresh-
old voltage values available introduces more flexibilityasling power-delay trade-offs
into the design process.
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4.2 Critical Path Relaxation for Low Voltage Operation

The basic idea of the techniques discussed in the followamggraphs is, firstly, to shorten
the critical path through pipelining or retiming and, sedignto relax the constraint on
the critical path delay through parallelization. The geala create timing slack that can
be exploited by supply voltage scaling without degradiregdkierall circuit performance.
These principles can be applied at different levels of alottn.

Algorithmic speed-up transformations. Algorithmic transformations such as loop un-
rolling, algebraic transformations, pipelining or retiigiare usually applied to data flow
graph (DFG) representations of algorithms [18]. A DFG is rected graph, where the
nodes correspond to operations and the edges describetthBbodabetween nodes. The
edges may be weighted with delay units that are abstraceseptations of memory or
states. In a DFG, a path is a set of operations connected byamted edges. Paths
always start at an input of a DFG or at the endpoint of a weijbtige. The endpoints of
paths are either outputs of a DFG or starting points of weigletdges. The total delay of a
path is the sum of the execution times of all operations atbagpath.

Loop? unrolling is a means of introducing parallelism at the aiifonic level. When ar-
chitectural pipelining or parallelization are not immeedig applicable, loop unrolling fol-
lowed by other transformations is often the only way of aregslack in the critical path.
In anN-fold parallel designN data samples are processed simultaneously ientical
hardware units. Given a certain target througRpilite processing of a single sample is al-
lowed to takeN times longer than in a non-parallel design, where all sasynle processed
sequentially by the same hardware unit. Thus, the proagssiits in the parallel design
may be operated at a lower supply voltage leading to redugeandic power.

In addition, loop unrolling often enables other algoritirinansformations that were not
applicable before. Pipelining and retiming can be usedtortening the delay in the criti-
cal path. At the algorithmic level, pipelining and retimimgean to introduce additional and
re-order existing delay units in a DFG. In other words, pipab and retiming are means
of path splitting and path balancing, respectively. Eveyehfaic transformations such as
distributivity and constant propagation can sometimescedhe delay in the critical path.
After shortening the longest path, the supply voltage cafutiber reduced.

Parallelization and pipelining always increase the ctrcomplexity. For instance, addi-
tional processing units, registers, and multiplexers aexled. This becomes clearer in the
discussion of architecture-driven supply voltage scabetpw. The additional hardware
increases the effective switched capacitance and, theates some power overhead that

2Aloop is an iteration in a recursive algorithm.
3Throughput is the rate at which a signal processing systemuwunes input data samples and produces
output data samples.
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detracts from the power savings. Finally, while the thrqughs constant, the latenty
inevitably increases.

In principle, algorithmic transformations can be autordatehigh-level synthesis which
was demonstrated through a number of non-commercial tédlsle most of these tools
were developed for optimizing performance and area, thefoostion implemented in

HYPER-LP also covers the power consumption [18]. Howevightevel synthesis has
not yet found broad acceptance in the ASIC design communiy laence, such tools are
usually not available in state-of-the-art design flows.

Architecture-driven supply voltage scaling. Parallelization and pipelining carried out at
the RTL are popular means of optimizing the performance n€syonous data-path archi-
tectures. Both techniques relax the delay constraintsiboatpaths. The additional slack
can then be exploited for higher data throughput at incaeakxk frequencies. However,
if higher performance is not required, the increased slaake critical paths can be ex-
ploited for reducing the power consumption by lowering thpy voltage. This approach
is known as architecture-driven supply voltage scaling.[1Xs opposed to algorithmic
transformations, architecture-driven supply voltagdisgas not applied to DFGs but to
RTL designs composed of registers, processing units, phexers, and the like.

With parallelization, the constraint on the delay of thdical path is relaxed while the
logic depth remains unchanged. For this purpose, the blwatkcontains the critical path

is implementedN times, so thalN data samples can be processed simultaneously. As
explained before, the parallel architecture can be operattea lower supply voltage in
order to reduce the dynamic power consumption without aiggethe throughput.

An obvious overhead introduced by parallelism is causetiéptiditional processing units.
Besides, each of these units needs dedicated input regyisterally, a multiplexer is re-
quired for passing the outputs of the parallel blocks setjaignto the output register. A
trade-off has to be made between power savings due to vatadieg and power overhead
due to the additional circuitry.

With pipelining, the block that contains the critical padnde split into several less com-
plex blocks connected in series. This is accomplished bitiaddl register stages inserted
along the logic paths between the existing input and ougggisters. Thus, a new critical
path with reduced logic depth is created. The slack gergethegeby can be exploited for
dynamic power reduction through supply voltage scalindpauit degrading the throughput.

The additional registers represent some overhead becétssgronternal power consump-
tion, the additional load presented at the clock networH, the required chip area. Just as
in the case of parallelization, a trade-off has to be madedet the power savings due to
voltage scaling and the power overhead due to the additcorcaiitry.

4Latency is the time it takes an input data sample to proce®digin a signal processing unit before the
valid result appears at the output.
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Regarding the optimization potential, both paralleliaatand pipelining are known to be
equally effective [17]. Also, the latency increases equfal both methods. However, the
overhead created by pipelining is usually much less sigmiticompared with the overhead
that comes with parallelism. Therefore, pipelining shdagdoreferred whenever possible,
and parallelization can be used if the data-path is notlsleifar pipelining.

In principle, pipelining and parallelization can be autdetkin high-level synthesis. How-
ever, high-level synthesis has not yet become an integrabpASIC design flows. There-
fore, both techniques have to be applied manually in theitexatiire development (RTL
modeling) phase.

Parallelization at the logic level. The concept of global supply voltage scaling (GSVS)
enabled by parallelization can be applied even at the layiell This means nothing else

than a trade-off of area against delay in the technologydaddent phase of logic synthesis
(see Section 3.5) by reducing the logic depth, i.e. the numblevels in the logic.

Just as at the higher levels of abstraction, logic-leveditelization shortens the critical
path. This effect can be reinforced using gate up-sizingesame time. The timing slack
created thereby can then be exploited for dynamic powerctemuthrough supply voltage
scaling while keeping the overall circuit performance waraed.

An increase in the degree of logic-level parallelism in camabon with gate up-sizing can
be achieved with any standard logic synthesis tool providatithe circuit is not yet subject
to the strictest timing constraints.

4.3 Advanced Supply Voltage Scaling

4.3.1 Adaptive Supply Voltage Scaling

The design of electronic circuits is often subject to peafgumance constraints. Signal
processing units, for instance, are designed to delivertainemaximum throughput at
a given clock frequency and a given supply voltage. When suatodule is built into
different applications that require different throughgube power consumption can be op-
timized by choosing the clock frequency and the supply galtan each individual case,
such that the actual peak performance constraints are jeist However, if the applica-
tion does not require maximum performance at all times, $eld voltage designs result
in a waste of energy. The power consumption can then be fuoihtenized by continu-
ously adjusting the clock frequency and the supply voltag®eding to the instantaneous
performance requirements (speed-adaptive supply vostegjeng).
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The basic concept of speed-adaptive supply voltage sdalirsynchronous circuits defines
two main tasks. Firstly, the clock frequency is set accaydmthe instantaneous perfor-
mance requirements. Secondly, the supply voltage is ajigsich that proper operation of
the circuit at the given clock frequency is assured.

Speed-adaptive supply voltage scaling can also be apmliedyinchronous modules in a
synchronous environment. In this case, of course, no cladkuency scaling is required.
Examples of such self-timed system architectures can belfouthe literature [86]. Since
standard-cell-based ASIC design is always synchronolgsgnchronous design concepts
are of interest in this study.

In Figure 4.1a, the architecture of a synchronous DSP witledfdaptive supply voltage
scaling is shown [38]. The input data samples are stored mtaiffi-first-out (FIFO) input
buffer before they reach the DSP core. The buffering in@gdbke latency in the data-
path, which is a drawback of this architecture. The workiflée monitors the filling ratio
of the FIFO and computes a suitable value for the clock fragueuch that FIFO over-
and underflow are prevented. The control loop composed afatigecontroller, the pulse
width modulated (PWM) switching power supply (DC-DC cortee), and the voltage con-
trolled oscillator (VCO) is similar to a phase-locked lo#lLL). The rate controller checks
whether the clock signal generated by the VCO is in phaseami#xternal reference signal.
It also checks whether the clock frequency is equal to theevebmputed by the workload
filter. The output of the rate controller can be interpretedmerror signal. It is used as an
input to the duty cycle control logic of the switching poweipply and, thus, determines
the supply’s output voltage. The voltage provided by the grosupply is used as a supply
voltage for the DSP and as a control voltage for the VCO thaegees the clock signal for
the DSP. The DSP can be any standard DSP core. The only rnentés that the relation
between the worst-case delay in the critical path of the D&RNQ into account variations
of process parameters and operating conditions) and th@ysupltage must be known.
This relation must be properly modeled by the VCO controrabgeristics.

A different architecture for (speed-)adaptive supply agé scaling can be seen in Fig-
ure 4.1b [66, 104]. In this example, the clock signal and tiygosy voltage for the RISC
(reduced instruction set computer) processor core arearwrgted within the same con-
trol loop. The purpose of the architecture shown in the figar® automatically adjust
the supply voltage such that the delay in the critical patthefprocessor core matches the
period of the given clock signal. For this purpose, the daletay in the critical path is
measured and compared with the clock period. In order tadeamiegative impact of the
delay measurement on the operation of the processor, theunegaent is carried out on a
replica of the critical path implemented in the speed detedthe duty cycle control logic
of the PWM switching supply (DC-DC converter) then adjusis supply voltage for the
processor according to the result of the delay measurement.

The oscillator that generates the clock signal is not pathefbasic architecture depicted
in Figure 4.1b. In fact, this architecture can be used wittvithhout speed-adaptive clock
frequency scaling. In the latter case, itis simply called@ive supply voltage scaling. The
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Figure 4.1: Adaptive supply voltage scaling: (a) DSP corthadaptive voltage and fre-
guency regulation [38]; (b) RISC core with adaptive voltaggulation [66, 104].

delay measurement mechanism assures that the supplye/édtagapted not only to any

given clock frequency but also to the actual process paemiand operating conditions

such as the temperature. This makes the architecture supzthe previous example and

to non-adaptive supply schemes, which require the suppigg®to be chosen on the basis
of worst-case parameter sets. Significant power savingbeasalized in the case of more
typical operating conditions and process parametersfi8pded-adaptive clock frequency
scaling is desired, a suitable hardware or software cdattétequency adaption scheme
can be added to this architecture.

Both scenarios discussed above do not impose special eeggmts or restrictions on the
design of the processing units; any state-of-the-art desigthodology, including standard-
cell-based design styles, can be used. On the other handugpdy voltage and clock
frequency control schemes are difficult to design and uguadfjuire tremendous manual
design effort.

The concept of (speed-)adaptive supply voltage scalingfingtsproposed by Kaenel et
al. [53]. In recent years, it has been implemented primanilyr different types of low
power processors. Two case studies, a DSP and a RISC coeshéan mentioned above.
Other interesting examples are different ARMrototypes [14, 90] and the commercial
Crusoe (see [11]) and XScale processors BaNSMETA® and INTEL’.

Shittp://www.arm.com
Shttp://www.transmeta.com
"The former StrongARM architecture is nowteL’ s XScale microarchitecture (http://www.intel.com).
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Figure 4.2: A simple data flow scheduled under strict timiogstraints [70]: (a) SSV
schedule; (b) DSV schedule.
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4.3.2 Multiple Supply Voltage Scheduling

Multiple supply voltage (MSV) scheduling is an algorithriével power optimization tech-
nique. Instead of reducing the critical path delay, as wifogthmic speed-up transfor-
mations, MSV scheduling aims at locally scaling down thepdypoltage for individual
data-path modules that are not on a critical path.

Most MSV scheduling algorithms operate on acyclic DFGs 2,70, 94]. The DFGs
in Figure 4.2 are examples of acyclic graphs representingple algorithm that requires
five add operations (Al to A5) to be performed. These graphdiffierent from the graphs
discussed in the context of algorithmic transformatiorthat there are no loops (iterations)
and no weighted edges. However, from any general DFG, asponeling acyclic DFG can
be derived by removing all the weighted edges, and MSV sdhmegalgorithms can then
be used for scheduling the operation within one iteratiamope(iterate)-

In Figure 4.2a, the five operations are assigned control siois that are represented by
the space between two neighboring horizontal lines. Thes&d time slots may be, but

do not have to be, identical with actual clock cycles. A DFG@wall operations assigned

to control time slots is called a schedule.

In the original single supply voltage (SSV) schedule showfRigure 4.2a, the execution
time of every operation matches one control time glgh{o)) and the critical path (A1, A2,
A3) does not contain any slack. However, there is a slack eftone slot in each of the
other two paths. Conventional scheduling methods wouldogxhis slack for resource
sharing, i.e. using the same hardware unit for computing Ad &5, thus reducing the
circuit area. Multiple supply voltage scheduling explaits slack for power optimization
by choosing two separate hardware units that both run aterlsupply voltage and, hence,
at a lower speed, as indicated in the DSV schedule shown uré&ig) 2b.

The optimization potential increases if the timing constiaare relaxed, i.djerate IS IN-
creased. If, for instance, the computation of the operat&hto A5 were allowed to take
four control time slots instead of three, the supply voltegeld be reduced even for opera-
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tions on the critical path, i.e. A1, A2 or A3. Furthermorehad even lower supply voltage
could be used for operations on the paths with the largesk sla

Scheduling under consideration of multiple supply voltageeates delay, power and area
overheads that affect the overall effectiveness of thigxapation method. The most ob-
vious cause for overheads is additional circuitry suchaal leonverters and multiplexers.
Multiple supply voltage scheduling methods can producésteaand useful results only
if the overheads are taken into account. Furthermore, atyaof different data-path mod-
ules should be allocated, modeled, and characterizedebHferscheduling is carried out.
However, the complexity of the modules and the large numbea@ameters affecting their
timing and power characteristics can easily make this taskamnageable regarding the
computation time and the amount of data that has to be st@atisfactory solutions to
this high-level macro modeling problem are still lackindjigh is one reason why high-
level synthesis has not yet made the breakthrough.

Most of the recent work is based on extremely simplifyinguasggtions. In [94], for in-
stance, the timing and power characteristics of all data-paits are assumed to be identi-
cal with the supply voltage being the only parameter. Thelmads mentioned before are
either completely ignored or considered to be negligiblee published results imply that
MSV scheduling subject to the strictest timing constraugig two supply voltages (5V
and 3V for 0.8 um CMOS) can reduce the power consumption by @d%verage. This
number, however, is highly questionable because of theldioapions.

The results presented in [22] are more useful because tiepnavas not over-simplified.

A selection of different data-path modules was used, inomanultipliers, adders, and

subtracters. Simplifications were made for timing and powmedeling, but all modules

were characterized on the basis of their actual implemientat This means that the type
and the internal structure of the modules was reflected bynibaéel data. Also, the data
dependency of the power consumption was included in the powelel and considered
during the characterization. The overheads caused by tevelerters and multiplexers
were taken into account, but the effect of different schiedubptions on the control logic

was neglected.

The results clearly show the effect of the more realistidbpgm formulation. Using three
supply voltages (5V, 3.3V, and 2.4V) and assuming the ssictiming constraints, the
MSV scheduling method yielded an average power reductioonbf 4%. Thus, MSV
scheduling does not appear to be effective if the perform@ntightly constrained.

4.3.3 Logic-Level Dual Supply Voltage Scaling

The purpose of logic-level DSVS is to reduce the supply gdtbor gates in non-critical
paths from the nominal valuép to a lower valué/pp.. Figure 4.3 illustrates a typical
DSV circuit structure. In DSV circuits, low voltage cells stunot directly drive high
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Figure 4.3: DSV circuit structure.

voltage cells. Otherwise, quiescent currents occur attikerdgates. This is why the gates
G1 andG; in Figure 4.3 are operatedsp although they are part of a non-critical path.

Level-converting cells may be inserted where transitisosfVpp to Vpp are required.
These cells, however, introduce additional delay and cpoger and area overheads. The
overhead is minimized, if level conversion is enabled onlha input and output nodes of
combinational blocks, as depicted in Figure 4.3.

Automated dynamic power optimization using logic-leveNlEsBwvas demonstrated by sev-
eral researchers [20, 113, 122]. Power savings in the rahde% (see [113]) to 45%
(see [20]) were achieved for individual circuit examplesirtier details on the optimiza-
tion technique and on the results of related work follow ira@ter 5.

A shortcoming of the published work in this field is that DSV&sanot carried out un-
der realistic conditions. Particularly, the true addiaibbenefit of DSVS methodologies in
comparison with state-of-the-art power-driven logic $ysis was not investigated. Never-
theless, since DSVS is suitable for automated dynamic pop&mization and does also
not impose constraints on the choice of fabrication prqdiestechnique fulfills two im-
portant requirements defined in Section 1.3.
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Figure 4.4: Leakage-controlled threshold voltage regutat(a) threshold voltage distri-
bution with and without regulation [85]; (b) leakage-catiied voltage source [54, 65].

4.4 Advanced Threshold Voltage Scaling

4.4.1 Leakage-Sensitive Threshold Voltage Regulation

The impact of threshold voltage uncertainties on the choigeminal supply and thresh-
old voltages has been discussed in Section 4.1. The sntalencertainties are, the closer
to the optimum the nominal voltages can be chosen, whichskésp power consump-
tion close to the minimum. As explained in Section 2.1, theghold voltage depends
on the source-bulk voltage (body effect). The body effect lsa exploited for electronic
threshold voltage control that minimizes the thresholdage uncertainties. This requires
a technology where the absolute values of the zero-biashble voltage$4o of all tran-
sistors are below the desired nominal val@nder all circumstances. More precisely, the
desiredV; value must be equal to or larger than the maximum possible@es thresh-
old voltageVio max taking into account process and temperature variationepisted in
Figure 4.4a [85]. The reason is that the source-bulk voltagst always be positive for n-
channel transistors and negative for p-channel transistod, hence, the threshold voltage
can be shifted in only one direction.

For threshold voltage regulation, the n- and p-wells areneoted to leakage-controlled
voltage sources such as the one depicted in Figure 4.4b 4,16 this example, the
substrate voltag¥sy, comes from a charge pump. It depends on the frequépe\of the
input signal to the charge pump. This signal is taken fromabgput of a VCO which
is controlled by a leakage sensor. The sensor measureshtiegeshold current flowing
through a reference transistor and converts it to an eqnvabltageVieak. The reference
transistor is operated in the subthreshold region, whezeetponential current-voltage
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characteristics make the drain current (subthreshokHigacurrent) very sensitive to small
deviations of the threshold voltage from the desired valines results in precise regulation.

Kuroda et al. applied this principle to a cosine transforocpssor [64]. They designed the
circuit for a 0.3 um CMOS process with zero-bias thresholtages of 0.15 A+ 100 mV.
The regulation scheme was used for adjusting the threshaitdge to 0.27 V+ 20 mV.
More information on this design can be found in the followsertion about switched
threshold voltages. Other case studies published by Kuebdh are an MPEG-4 video
codec [116] and a complex MPEG-4 video phone chip [87].

This regulation scheme addresses only the problem of diketdhreshold voltage vari-
ation. Extending the approach to within-die variation vebtgquire a larger number of
separated control loops which would, of course, increasatea and power overhead.

The implementation of such a threshold voltage regulatitvesie is complicated. The cir-
cuitry, particularly the leakage sensor, is difficult to idesand, just as in the case of adap-
tive supply voltage scaling, tremendous manual desigmteffoequired. For standard-cell-
based design with threshold voltage regulation, the la/otiall cells in the library have to
be modified such that the n- and p-wells are disconnectedtinerpower and ground rails.
Instead, pins for substrate voltage routing must be asdignthe well contacts.

4.4.2 Switched Threshold Voltages

The threshold voltage regulation scheme described in nvqurs section can also be ex-
ploited for switching between low threshold voltages invactnodes and high threshold

voltages in inactive modes. This way, sufficient perforneacen be assured in active modes
and subthreshold leakage currents can be reduced in iaawtdes.

Kuroda et al. applied this principle to the cosine transf@mocessor that has been men-
tioned in the previous section [64]. In the active mode, thecdute values of the nom-
inal threshold voltages were set to 0.27V as mentioned abdVes required substrate
voltages of -0.5V for the n-channel and +1.4V for the p-cl@mevices. In the standby
mode, the absolute values of the nominal threshold voltages increased to values above
0.5V, which required substrate voltages of -3.3V and +4.2¥the n-channel and p-
channel devices, respectively. This technique led to aotemuof the subthreshold currents
from 100 pA in the active mode to only 10 nA in the standby moblee power overhead
created by the leakage sensors was 0.1% of the total powsuegation in the active mode
and 10% in the standby mode. The same principle was appli¢detdPEG-4 video
codec [111] and the MPEG-4 video phone chip [87] that have beentioned before.

Although the substrate voltages are larger than the supgtage of 1.0V in the above
example, the use of a charge pump enabled all voltages torbedéom the output of

a single battery cell. A potential problem with the switchbteshold voltage approach,
however, is that even larger substrate voltages will be egad future technologies. As
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Figure 4.5: Circuit configuration for speed-adaptive thodd voltage scaling [81].

the minimum feature size is scaled down, the nominal thieshaltage values are reduced
as well, which requires lower substrate doping concetnatNa and Np for n-channel
and p-channel transistors (see Equations 2.11 and 2.5pgctively. According to Equa-
tion 2.13, lower doping concentrations also reduce the Badpr. Consequently, larger
substrate voltages are necessary for the switched thresbtihge approach. Some re-
searchers have even forecasted that threshold voltageubation through body bias may
not be possible in future technologies because of too srodif kactors [10].

4.4.3 Speed-Adaptive Threshold Voltage Scaling

Another threshold voltage regulation scheme aims at cohd&day as opposed to constant
threshold voltage or subthreshold current [81]. Just akerrégulation scheme described
above, the body effect is exploited for controlling the #ireld voltages. The fundamental
difference is that the delay is monitored instead of thels@shold current.

Figure 4.5 illustrates the concept. The delay monitor messstihe delay of a delay line with
respect to the external clock signal CLK. The delay line ibairm of inverters that receives
the external clock signal at its input and provides a delayeck signal at its output. The
output signal of the delay monitor is proportional to theid&en of the actual delay of the
delay line from the desired delay. It is used as an input tordrotlable voltage source
that generates the variable substrate voltaggs, andVsyyp for n-channel and p-channel
transistors in the delay line and in the functional blocks.

This approach allows delay variations caused by temperatniations, short-channel ef-
fects or process parameter deviations to be minimized. ,Als® concept of switched

threshold voltages can be adopted in order to support diffenodes of operation. In this
sense, the speed-adaptive threshold voltage scaling igadent to the leakage-sensitive
threshold voltage regulation. An advantage of the speagtac: approach is that even de-
lay variations due to supply voltage fluctuations can be aamspted. On the other hand,
the leakage-sensitive approach can be combined with spasgative supply voltage scal-
ing, which is not possible in the case of speed-adaptivesiinmid voltage scaling for regu-

lation stability reasons.
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4.4.4 Dual Threshold Voltage Techniques

High threshold voltage power switches. At the NTT LSI Laboratories in Japan, a spe-
cial circuit technique for the suppression of subthreslroldents during periods of inac-
tivity (standby mode) was developed. The circuit technigugsually denoted MTCMOS,
although strictly speaking this abbreviation only desesithe type of technology required
for implementing such circuits, i.e. multiple thresholdtage CMOS technology. Sev-
eral experimental MTCMOS designs were reported. Theseadiech PLL [83] and several
DSPs for mobile phones [84], and other applications [51].

In MTCMOS circuits, the logic gates are implemented with lttweshold voltage tran-
sistors in order to provide sufficient performance in thevaainode. These gates are not
connected directly to the primary power and ground railstdad, they are connected to
virtual power and ground lines, which are connected to tiragoy rails via high threshold
voltage power switch transistors. In the standby mode, tveep switches are turned off
which practically separates the logic gates from the powpply. The subthreshold cur-
rents are low in this mode of operation because of the higéstiold voltages of the power
switch transistors.

Adding power switch transistors to every cell in a standagtiHibrary requires a tremen-
dous design effort and is, therefore, impractical. In mo$WIOS designs, power switch
transistors are placed at both ends of each cell row [83,\84%jle this reduces the design
effort, it of course requires devices with extremely largarmmnel widths.

One issue in the design of MTCMOS circuits is to preserve tae of sequential cells in
the standby mode. This can be accomplished by means of akpgx of flip-flop [97].

A more serious problem is that additional transistors areeoted in series with the pull-
up and pull-down paths of the logic gates [56, 57, 83]. Hjirdtiis increases the series
resistance in the active mode. Secondly, the voltage dnagsathe power switches causes
the threshold voltages of the low threshold voltage traosgo increase due to the body
effect. Thirdly, the currents flowing through the power s change whenever there is
activity in the circuit. This results in voltage fluctuatean the virtual power lines with the
consequences discussed in Section 4.1. All this degradgsetfiormance and sets limits
to low voltage operation.

Dual threshold voltage logic synthesis. The purpose of logic-level dual threshold volt-
age scaling (DTVS) is to increase the threshold voltage &egin non-timing-critical
paths from the nominal valué to a higher valuénign [119, 103]. The idea is similar to
that of DSVS. However, the primary goal is to reduce the sfadiver consumption in both
active and inactive modes, rather than the dynamic powaer tieicase of DSVS.

Dual threshold voltage (DTV) circuits do not require leveheersion as indicated in Fig-
ure 4.6. Rather, low and high threshold voltage cells candseaded arbitrarily. This
makes DTVS easier to use than DSVS.
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Figure 4.6: DTV circuit structure.

It was demonstrated that the DTVS technique can be carrieditustandard tools and that
it can, hence, be easily incorporated in state-of-theegyiclsynthesis environments [42].
The only additional requirement is the availability of a DT&¢hnology and a DTV library,
I.e. a library that contains high and low threshold voltagesions of all cells. Under these
conditions, a power-conscious synthesis tool can alwages#between a high speed and
a low leakage implementation of a certain logic function.

Just recently, design software vendors have begun to difipisomote DTV logic synthe-
sis for static power optimization [109]. As a result, thishteique is actually on the way to
becoming state-of-the-art. The largest obstacle probiahkilyat many foundries and other
semiconductor vendors do often not provide access to DThhaogies and libraries.

Although DTVS is primarily meant for static power optimiiat, it can also be useful if

the focus is on the dynamic power consumption. A conceivsiibétegy would be to scale
down the nominal supply and threshold voltages beyond thienam (see Section 4.1),

S0 as to reduce the dynamic power consumption at the cosigeirlaubthreshold currents
without degrading the performance, and then minimize thgcgpower by using transistors
with larger threshold voltages in non-timing critical psth
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Figure 4.7: Applicability of advanced voltage scaling téetient circuit categories.

4.5 Circuit Classification for Advanced Voltage Scaling

Electronic applications can be classified with regard tar tiemand on the circuit perfor-
mance. Figure 4.7 shows three typical performance andgeKealing scenarios [74].

In the "stationary” scenario, the demand on the performasidevariant with time. This
is typical of many image processing applications, wherectiraputational effort depends
only on the image size. If the threshold voltage uncertaistgninimized by means of
leakage-sensitive threshold voltage regulation, the nahsupply and threshold voltages
can be reduced to near-optimal values, which improves theggrefficiency at given per-
formance and leakage specifications. Alternatively, sygetaptive threshold voltage scal-
ing could be used for coping with voltage uncertainties.

In the "event-driven” scenario, high performance is reedionly during short periods of
time, which is typical of the classical cellular phones [84]such applications, the MTC-
MOS circuit technique could be applied. However, this dagsappear to be feasible in the
case of very low supply voltage operation, as explained ati@e4.4.4. The more promis-
ing approach is to exploit the body effect for switching 8ireld voltages between low
and high values in active and inactive modes, respectividyexplained before, this can
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be combined with both leakage-sensitive threshold voltagealation and speed-adaptive
threshold voltage scaling.

In the "continuous” scenario, the demands on the circuitgperance are varying contin-
uously with time. This is the case, for instance, if the companal effort depends on
the image content in image processing. In such applicatieakage-sensitive threshold
voltage regulation can be combined with speed-adaptivplgwpltage regulation in or-
der to keep the dynamic power at a minimum at all times. Thealéy, speed-adaptive
threshold voltage scaling could be used for keeping statiogp at a minimum while con-
tinuously adjusting the circuit delay to the optimum. Hoeewesults obtained with such
an approach have not been published yet.

The DSVS and DTVS techniques appear to be somewhat moretileetban the others.
Both techniques are, in principle, applicable in all threersrios as depicted in Figure 4.7.
They can even be combined with different voltage regulatchniques or with each other.
For instance, DSVS was used together with leakage-sea#itreshold voltage regulation,
switched threshold voltages, and adaptive supply voltagéing in an MPEG-4 codec
core [40,67,111, 116]. A combination of DSVS and DTVS was gi®oposed [60]. Using
DTVS together with adaptive supply voltage scaling appealse feasible and promising,
although no results have been published yet.

4.6 Summary, Comments, and Conclusions

The two high-level strategies discussed in this chapertriansformation-based algorith-
mic speed-up and MSV scheduling, are too complex to be us#ubutitool assistance.
Since, on the other hand, high-level synthesis is still f@ayafrom being state-of-the-art,
these techniques are currently of no real practical useamésign of standard-cell-based
ASICs, which is not expected to change in the short term.

Architecture-driven supply voltage scaling is also notmanped by existing design tools,
but the ideas are simple enough to be hand-coded in the RTlelingdghase of an ASIC
design process. Thus, architecture-driven supply volsagéng is considered to be state-
of-the-art. However, this study is based on the assumphiainthe concepts of parallelism
and pipelining were exploited appropriately in the devetept of the designs that are used
as test cases and further architectural changes are not made

Global supply voltage scaling (GSVS) enabled through ldgvel parallelization and gate
up-sizing is a simple concept that can be realized in stathesart logic synthesis method-
ologies. Under certain conditions, it can be viewed as arradtive to the methodology
proposed in this study. Therefore, GSVS is embraced in thkeiation of the novel method-
ology developed in this work (see Chapters 7 and 8).

Leakage-sensitive threshold voltage regulation, swidheeshold voltages and (speed-)
adaptive supply voltage scaling are very promising espigd@ ultra-low-voltage opera-



56 4 SJPPLY AND THRESHOLD VOLTAGE SCALING

tion. An obstacle for using any one of these techniques iséimeendous effort of designing
the complex regulation schemes involved (full-customglesif mixed-analog-digital cir-
cuits). This makes such techniques an interesting opticthédesign of standard products
like low power general purpose microprocessors. In the csendard-cell-based ASICs,
however, the extra cost and the increased time-to-margatsarally not acceptable.

As mentioned before, a major advantage of DSVS and DTVS dwevarious regulation
techniques is versatility, which means these techniqupsarpto be suitable for a broad
range of applications with quite different charactersti€eurthermore, both techniques can
be automated as a part of the logic synthesis and are, heetiesuited to standard-cell-
based design.

This study focuses on automated dynamic power optimizatistandard-cell-based ASIC
design. This can be accomplished by means of DSVS or DTVStbr Bm important con-
straint in this work is the availability of fabrication pregses and standard-cell-libraries
that provide no more than one threshold voltage. Thereforeas decided to develop a
power-driven logic synthesis methodology that incorpesddSVS and allows an investi-
gation of the potential and the limitations of this tech@qunder realistic conditions.



Chapter 5

Logic-Level Dual Supply Voltage Scaling

The purpose of DSVS at the logic level is to selectively stiadesupply voltage for gates
in non-timing-critical paths from the nominal valMgp down to a lower valu&/pp, in
order to reduce the dynamic power consumption. This is aptished in two consecutive
design phases. First, the DSV circuit structure is gendrdeeferably, this is done in the
technology dependent phase of logic synthesis after tésgypanapping (post-mapping
optimization). In the subsequent layout synthesis phage;ells are placed in such a way
that each cell can be supplied with the correct voltage. Taéthadology developed in this
work addresses the problem of DSV post-mapping optiminatio

The fundamentals of DSV post-mapping optimization, inalgdhe circuit structure (see
also Section 4.3.3) and the level conversion issue, areagga in this chapter. Timing
conditions for the applicability of voltage scaling to imiual gates are formulated, and an
expression describing the expected power savings is deriMee extension of DSV post-
mapping optimization to voltage scaling in the clock netivigrexplained as well. These
explanations include an expression describing the additipower savings and the power
overheads associated with the use of clock voltage scaling.

The discussion of DSV post-mapping optimization and clockage scaling is followed
by a review of relevant related work. Finally, existing daas to the DSV placement
problem are discussed, in order to emphasize the genesdbilés of the entire concept
of DSVS at the logic level.

5.1 Dual Supply Voltage Post-Mapping Optimization

5.1.1 Dual Supply Voltage Circuit Structure

Figure 4.3 illustrates a DSV circuit structure. The cirdas one critical path, where all the
gates (53 to G7) are operated afpp in order to satisfy the timing constraints. Furthermore,
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Figure 5.1: Consequences of a low voltage gate driving a wajtage gate [113]. The
values are typical of 0.25 um CMOS technologies.

there is one non-critical path that exhibited enough slackte supply voltage of all the
gates (g to G11) to be scaled down t¥pp.. The gatess; and G, form another non-
critical path. Nevertheless, these gates must be operaigghaas a consequence of the
level-conversion issue explained in the following section

5.1.2 Level Conversion

As can be seen in Figure 5.1, the p-channel transistors nvaljage gates driven by low
voltage gates are always conducting, if the differenc¥gf andVpp. is larger than the
threshold voltag®; [113]. Consequently, excessive quiescent currents odahealriven
gates. In the worst case, the outputs of the high voltagesgaty be invalid resulting in
failure of operation. Consequently, low voltage cells nmust directly drive high voltage
cells, and the gates; andG; in Figure 4.3 must be operated\aip although being part of
a non-critical path.

The different voltage levels do not cause any problem in #ee®f high voltage gates
driving low voltage gates; an input signal level higher thie supply voltage is always
sufficient to turn off the p-channel transistors in the dnigmte. Therefore, the output of
the low voltage gat&, is connected directly to the input of the high voltage daie in
the circuit shown in Figure 4.3.

Level-converting cells could be inserted where transgisomVpp, to Vpp are required.
However, these cells introduce additional delay and caosepand area overheads. These
overheads can be minimized by enabling level conversiog ankhe input and output
nodes of combinational blocks, which has two advantagesstlyithe total number of
level converter cells is minimized. Secondly, the remagrie@vel converters can be merged
with flip-flops, as depicted in Figure 4.3, which further redsi the overhead [116].



5.1 DuAL SUPPLY VOLTAGE POST-MAPPING OPTIMIZATION 59

@ [ QjEDO_'" J— b ol—
S SN g

- : |
: tQ : tpath | — SL+ tsetup

Top >= to * e + teepp>= to +

e ]

path< t <= tmax

setup path setup

Figure 5.2: Timing constraints: (a) synchronous circig};qombinational circuit.

5.1.3 Timing Conditions for the Applicability of Voltage Scaling

Developing timing conditions that determine whether \gdtacaling can be applied to
individual gates requires a review of the fundamental tgnparameters that apply to the
logic synthesis of sequential and combinational circuits.

In synchronous digital circuits, the target clock perig@ is an important timing constraint.
The sum of the clock-to-output delé&y of the register driving the critical path, the critical
path delayt, and the setup timietypof the register at the end of the critical path must not
exceedl . This constraint can be written as

Tok > to+te +tsetup - (5.1)

The slack of a (not necessarily critical) path with a detlay, < tc is the maximum addi-
tional delay that may be introduced into the path withoutating the timing constraint
given by Equation 5.1. The sla@&dLis defined as

SL= Tclk—tQ—tpath—tsetup . (5-2)

For a purely combinational circuit, the timing constramspecified as the largest accept-
able path delaymax Thus, the constraint can be expressed as

tmax 2 tC 9 (53)

and the slack is defined as
SL: tmax— tpath . (54)

The constraints for sequential and combinational ciranésillustrated in Figure 5.2.
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Reducing the supply voltage increases the gate delay (sesiB 2.15). Thus, a necessary
condition for voltage scaling being applicable to a gaten a technology-mapped logic-
level implementation of a circuit is that the timing slaSk; of the longest path running
throughG; must be larger than the additional delay created by theg®eltaduction.

Because of the level conversion issue, the above condgioot sufficient. In fact, three
conditions must be fulfilled. Firstly, the sla@4; must be large enough so that the gate
and all the gates along the longest path in the fan-o@; afan be operated &p. at the
same time. Secondly, the first condition must be fulfilled@iand for all the gates in all
fan-out paths 06G;. Thirdly, all flip-flops in the fan-out 06G; must be replaceable with their
low voltage or level-converting counterparts without eitihg the timing constraint defined
by Equation 5.1 because of increased setup times or cleoktjaut delays.

These conditions form the basis of the power savings esbmatethod that is developed
in Section 6.3.

5.1.4 Expected Power Reduction

In this section, an expression describing the impact of D8W$he total dynamic power
consumptiorPyyn of a technology-mapped logic-level design is derived. IreglLiations
following in this sectionPeap, Psc, andPyyn denote the capacitive power, the short-circuit
power, and the total dynamic power, respectively, at a supgtage ofVpp.

The dependence of the capacitive poWgy, and the supply voltagépp is quadratic (see
Equation 2.19). The absolute value of the relative capacjibwer reductiol\Peap/Peap
that can be expected from scaling the supply voltage of aitifiom Vpp down toVpp.

is, therefore, given by
2
=1- <VDDL> . (5.5)

‘% Vool
Vbbp

Peap

The effect of the supply voltage on the short-circuit powgris more difficult to predict.
On the one hand, Equation 2.22 shows a direct relatidab Vpp — 24, which implies
that Psc decreases with decreasixigp. On the other hands is proportional to the input
transition timett. Since lower supply voltages result in larger output tramsitimestto
and the output transition time of a gate is identical with ithygut transition time of the
driven gates, reducing the supply voltage for one gate as&® the short-circuit power in
the driven gates.

A common first-order approximation of the output transitiiome istto = 2tp [120]. Using
Equation 2.15, the aforementioned approximatiotygfresults in

CnodeVDD
, 5.6
BKisat (Voo —W)¢ (56)

tro=
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which finally leads to the following relation of the shortaziit power to the supply voltage:

Vbb

PO (Vpp — 2V)o L. 722
SC (DD t) (VDD—Vt)G

(5.7)

From Equation 5.7, the absolute value of the relative stioctiit power reductiot\Psc/Psc
to expect from voltage scaling can be derived:

~ VboL ( Vob —M >a (VDDL — 2\ > ot
Vop \VboL —W Vop - 2\

(5.8)

‘ APs¢
PSC

With Equations 5.5 and 5.8, the relative reduction of thaltdynamic power consumption
APcap/Peap that can be achieved by scaling the supply voltage fvggmdown toVpp, can
be calculated as follows:

‘Apdyn _ I:)cap. AI:)cap Psc ] APsc (5 9)
den den I:)cap den Psc
_ 1 Peap (VDDL> > P |VooL ( Vbp —M )a (VDDL — 2\ > ot
Payn \ Vbb Payn | Voo \ VoboL —M Vbp — 2\

Least-squares curve fitting using theaM.AB ! software has shown that Equation 5.9 can

be approximated by
2+psc 2
—1— (M) >1— (M) : (5.10)

Aden
Vbbp Vbp

den

where pscis, for instance, 0, 0.14, 0.28, or 0.43 assuming that thet-si@uit power
accounts for 0%, 10%, 20%, or 30%, respectively, of the tdyaamic power (0.25pm
CMOS technology with/pp =2.5V,V; =05V, a = 1.5,and 1.5V< Vpp. < 2.5V).

This shows that the total dynamic power decreases at alglighger rate than the capaci-
tive power as the supply voltage is scaled down. Thus, thenzmmpractice of estimating
the expected dynamic power reduction due to supply voltagkng considering only the
capacitive component, i.e. assuming tpatis equal to zero, typically results in a slight
underestimation of the actual power savings. These argisnaea supported by measured
and calculated data presented in [4]. In this study, a coatee estimation of the expected
power savings is usually desired and acceptable. Therdiqreation 5.10 is generally used
with pscset to zero.

Regarding the analysis of DSV circuits, Equation 5.10 aspdinly to the group of gates
that can be operated at the lower voltage. In order to prppscribe the power savings
that can be achieved using DSVS on a circuit which is compogBidjates, a parametes

http://www.mathworks.com



62 5 LoGIC-LEVEL DUAL SUPPLY VOLTAGE SCALING

that describes whether voltage scaling is applicable ta-thegate shall be introduced.
Equation 5.10 can then be rewritten as follows:

Vi 2+psc] N Py Vi 2] N P

_ 1_( DDL> ] W vdd,i > 1_( DDL> ] W vdd,i (5.11)
Vbb & Payn Vbb & Payn

In Equation 5.11Pyyn is the power consumption of the entire circuit before vatagal-

ing, Pydd; Is the dynamic power consumption of théh gate when operated sp, andoy
is one if thei-th gate can be operated\&jp, , and zero otherwise.

den

Together with the timing conditions developed in the préogdection, Equation 5.11
forms the basis of the power savings estimation method stagveloped in Section 6.3.

5.2 Clock Voltage Scaling

The clock network often accounts for a large portion of thaltpower consumption of
a design, as explained in Section 3.4. Thus, significantiyelapower savings can be
expected if DSVS is combined with clock voltage scaling.

Reducing the voltage in the clock network frarpp to VppL requires all registers in the
design to be suitable for low voltage clock input signalsnssguently, only low voltage
and level-converting flip-flops may be used, as depictedguiei 5.3.

Level-converting flip-flops typically have inferior timincharacteristics, i.e. larger clock-
to-output delay and larger setup times, as shown in Sectm@.6Therefore, clock voltage
scaling always degrades the performance of circuits tleasalbject to the strictest timing
constraints. The shorter the critical path delay, the mever® is the performance degrada-
tion. Circuits that are not subject to the strictest timingstraints may still meet the orig-
inal constraints after reducing the clock voltage. Theaegtlay that the level-converting
flip-flops add to all paths, however, may necessitate morielegel parallelism or gate
up-sizing or both, which causes area and power overheatslétr@act from the overall
effectiveness of clock voltage scaling.

Level-converting flip-flops sometimes consume more powan their high voltage coun-
terparts, which leads to some power overhead. The overledaln, detracts from the
power savings obtained through clock voltage scaling. hetases, level-converting
flip-flops may even be more power efficient than the conveatioplls, which leads to
additional power savings. The power characteristics célleonverting and conventional
flip-flops are compared in Section 6.5.2.

Considering the impact of clock voltage scaling on the dyicgmwer consumption in the
clock network, in the combinational parts of the circuitdan the sequential parts of the
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Figure 5.3: DSV circuit structure prepared for clock vottagaling.

circuit, the overall impact of clock voltage scaling on tbh&at dynamic power consumption
can be written as

AP, AP, P AP, P AP, P
dyn _ ( clk> ) ( cIk) + ( comb) . ( comb) + ( seq) ] (ﬂq) . (5.12)
den Peik den Pecomb den I:)seq den
The first term on the right-hand side of Equation 5.12 dessrthe primary power savings
due to the voltage scaling in the clock network. The secombithind terms represent the

changes in the power consumption of the combinational andessial parts of the circuit,
respectively. Each of the three terms is a product of twdifvas.

The first fraction describes the change in the respectivgpooent of power due to clock
voltage scaling in relation to the magnitude of that comporeefore scaling the clock
voltage. This term can be positive or negative, thus desgyib power overhead or a
power reduction, respectively.

The second fraction describes the significance of the résp@aomponent of power before
clock voltage scaling in relation to the total dynamic powgthe circuit before scaling the
clock voltage. The larger the second fraction in any of tmedlerms, the more significant
is a positive or negative change in the respective comparfgrawer. This becomes very
clear in the discussion of experimental results in Sectiér27

The clock network itself shows a larger total delay (latgrafger voltage scaling. This
delay overhead can be reduced by clock buffer sizing if resogs In this case, some
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additional power overhead may result from increased cladfebsizes. The clock skew,
which is the more critical parameter, is hardly affected bitage scaling and can always
be minimized by means of careful clock tree balancing [47ede aspects can only be
analyzed in the post-layout design phase.

For clock voltage scaling to be feasible, firstly, the parfance penalty must be acceptable
and, secondly, the power that is attributed to the clock agtwnust be a large enough

portion of the total power consumption of the design, so thatpower overheads can be
neglected.

5.3 Related Work

Usami et al. developed a dedicated algorithm for performing clustereliage scaling

(CVS). With the CVS algorithm, the combinational part of ajsential design is split
into two patrtitions, a high voltage and a low voltage gatestdu Level converters along
combinational logic paths are not allowed.

In their early work, Usami et al. applied the CVS algorithmwm selected random logic
submodules of the Torch microprocessor using a 0.8 um CM@tslatd cell library [113].
The initial timing-driven synthesis was carried out witiN®PSYS D ESIGN COMPILER.
The same tool was used for timing- and area-driven gatezmregsimmediately after the
timing-driven synthesis. State-of-the-art power-driVegic synthesis was not part of the
methodology developed by Usami et al.

The nominal supply voltag¥pp was fixed at 5V, while different values were tried for
the lower supply voltag®ppL. The optimal choices dfpp, for the first and the second

module turned out to be 4V and 3V, respectively, and the sporeding power reductions

were 10% and 18%. The percentage of low voltage cells in thedird the second module
was 48% and 23%, respectively.

The largest acceptable path detayxwas 10 ns, but it is not clear how strict this constraint
was. In other words, nothing is said about the shortest plesdelay of these two modules.
However, a path-based slack distribution analysis peréaoriafter gate re-sizing revealed
that the second module still contained a relatively largalper of non-critical paths, while
the number of critical paths was small. This made the powdraon of 18% possible.

In their more recent work, Usami et al. extended the CVS teglento ECVS (Extended
CVS), where level converters were allowed to be used alomgbamational logic paths.
Furthermore, clock voltage scaling was applied to clock dioiwhere this could be ac-
complished without sacrificing the overall performancehaf tlesign.

This concept was used in the design of the Mpact media procesa 0.3 um CMOS tech-
nology with a nominal supply voltagép of 3.3V and the clock frequency set to 75 MHz
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[47, 114, 115]. The optimal value for the lower supply vol#a{p. was determined to
be 1.9V.

The ECVS technique was applied to seven random logic suble®diithe media proces-
sor. In these modules, finally, 8% to 20% of all cells were lleeaverters, which created a
power overhead of 8%. Since an average of 76% percent ofislMeere operated afpp ,
however, an average power reduction of 28% was achieveceindmbinational logic in
spite of the overhead.

The power in the entire clock network including all buffersdaflip-flops was reduced
by 70%. The clock skew was the same as in the original desitnchwwas achieved
through careful clock buffer sizing. The clock delay inced by 40%, which did not
affect the performance of this design.

The average area overhead of the modules that were optiagierd the DSV approach

was 15%. Regarding the size of the complete chip, an areheaéof 7% was measured.
This overhead was due to placement constraints in the revolylayout scheme (see

Section 5.4), the large number of additional level-conmgreells and the area required for
routing the second supply voltage.

As in the first example, i.e. the Torch microprocessor, itasalear how critical the timing
constraints actually were. However, the published patedaslack distribution analysis
shows that the Mpact design was obviously even less critiead the two Torch processor
modules. About 95% of all paths exhibited a slack of more #@# of the clock period.

In a third design, an MPEG?4codec core realized in 0.3 pm CMOS, the DSV design
concept with the nominalpp and the optimize®pp. equal to 2.5V and 1.75V, respec-
tively, yielded 35% power reduction in the combinationaitboand 49% in the clock net-
work [116]. According to the path-based slack distributaonalysis, the strictness of the
timing constraints was comparable to the Mpact example.

Yeh et al. developed another dedicated DSVS algorithm which they da@scale and
which is basically an improvement of the CVS method [122] wAth CVS, level convert-
ers were not allowed to be inserted into combinational Ipgiths. The major difference
between Gscale and CVS is that Gscale uses gate up-sizingento increase the slack
that can be exploited by DSVS (see Section 6.1).

The algorithm was applied to combinational MCNC benchmaduds subject to relaxed
delay constraints. The circuits were mapped to a 0.6 um CM&@®Iard cell library using
the experimental SRSsoftware package. First of all, the shortest possible defaach
individual circuit at the nominal supply voltayp equal to 5V was determined. Subse-
quently, the circuits were re-mapped with the timing caaists, i.e. the largest acceptable
path delay$max setto 1.2 times the shortest possible delays. Unfortbnéte authors did

°MPEG-4 is a video coding standard defined by the Moving PécExperts Group.
3SIS is a System for Sequential Circuit Synthesis (free sartvavailable from the Department of Electri-
cal Engineering and Computer Science, Electronics Relséatuoratory, University of California, Berkely).
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not publish the results of a slack distribution analysisat&bf-the-art power-driven logic
synthesis was also not part of the methodology developechyeYal.

The Gscale algorithm was then applied to the timing-optadi3SV implementations of
the benchmark circuits wittipp set to 4.2 V. On average, the power was reduced by 19%.
The CVS technique yielded 10% power reduction when used@same circuits.

Chen et al. used yet another dedicated algorithm for optimizing corattamal MCNC
benchmark circuits subject to varying delay constraing pPD]. The algorithm, which is
named DVPO (Dual Voltage Power Optimization), allows les@tverters to be used along
combinational logic paths (see Section 6.1).

Chen et al. assumed a technology from the 1 um generationanitbminal supply volt-
ageVpp of 5V and a threshold voltage of 0.6 V. The benchmark circwse first opti-
mized using the SIS package in the minimum delay mode. Aaegrid [122], the mini-
mum delay mode results in the fastest possible implementatithout regard to the circuit
area. Again, state-of-the-art power-driven logic synithess not part of this methodology.

The results of a slack distribution analysis revealed #agn though the timing constraints
were the strictest, the circuits under consideration égnatamany non-critical gates and a
relatively small number of critical gates.

Each of these circuits was then optimized with the DVPO allgor under the strictest
timing constraints. In other words, the performance of tif&®/Dmplementations of the
benchmark circuits had to be the same as that of the fastagpawer-optimized imple-
mentations produced by SIS. This was done for various éiffevalues oVpp.. These
experiments revealed that the optimal choic&gh_ can be quite different for individual
circuits. ForVppL equal to 3.5V, on average, 66% of all gates were operatecadoiver
voltage and the average power reduction was 20%. In additexperiments, even larger
power reductions were achieved for selected circuits asrthieg constraints were relaxed.

Finally, from a comparison between gate sizing and DSVS,nCiteal. concluded that
DSVS is generally more effective than gate sizing. Howanghe experiments underlying
this comparison, gate sizing led to rather small improveasi@npower consumption of
only 7% on average. This was due to unrealistic assumptegarding the number and
the spacing of cell sizes available in the library [19]. Iatetof-the-art logic synthesis
methodologies, conventional SSV power optimization leadarger power reduction, as
shown in Section 7.5.1, leaving less room for further imgroent through DSVS.

5.4 Layout Synthesis

The second challenge, besides DSV post-mapping optiraizatithe logic synthesis, are
the distribution of two supply voltages across the chip dralayout synthesis. Several
solutions to these problems have been published recently.
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Figure 5.4: DSV layout: (a) macro block style; (b) row-byarstyle; (c) split-row style.

Yeh et al. compared four different DSV layout schemes [128, 125]. The three exam-
ples shown in Figure 5.4 all aim at voltage separation. Irfitlsecase, all cells operated
at the same supply voltage are grouped together to form aonidack (see Figure 5.4a).
Within each macro block, cells can be placed using existtagdard tools but there is
significant delay, power and area overhead due to excesdafelilock routing. With the

row-by-row layout style (see Figure 5.4b), which was alsedugy Usami et al. [115], the
overhead can be reduced. If the number of low voltage cebBsniall compared with the

number of high voltage cells, however, the number of sepdoat voltage rows is small

and a relatively large interconnect overhead must still)jgeeted. Under these circum-
stances, the split-row approach (see Figure 5.4c) appedre preferable. In this third

example, the routing overhead is further reduced by smijtéach row into a low and a
high voltage region separated by special voltage stop.cells

Both the row-by-row and split-row layout schemes requisepment tools that are capable
of distinguishing low and high voltage cells in order to gabem in separate rows or in
separate segments within the same row. In the latter casépdihs must also be capable
of placing voltage stop cells between low and high voltaggrsmnts. While commercial
placement tools were not suitable for generating this tyi23) circuit layout in the past,
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some widely-used tools now provide means of generatingbywew or even split-row
DSV layouts semi-automatically, although this is not offilyi supported and results have
not been published yet. One commercial placement toolddlkerPAR (available from
CATENA?) explicitly supports the split-row layout style.

A fourth approach to DSV circuit layout synthesis incorgesamodified standard cell lay-
outs as illustrated in Figure 5.5a. \Voltage separationvsrgup and both supply voltages
are fed all the way through each row by means of two parallelgaails, so that low and
high voltage cells can be placed anywhere in any row. Therddga of this approach is
clearly that the automatic placement of the cells does npbsa any special requirements
on the capabilities of the placement tool. Major disadvgesaare a larger chip area and
a larger total wire length in consequence of the additione aequired for realizing the
second power rail in each cell.

Another drawback of the dual power rail scheme is that this cah be placed directly ad-
jacent to one another only if all n-well regions are connéttethe higher supply voltage.
Pulling the n-well of low voltage cells to a higher supply tage (see Figure 5.5b), how-
ever, increases the threshold voltage of the p-channdistans because of the body effect
explained in Section 2.1. In a typical 0.25 um CMOS techngltite worst-case delay of a
cell operated at 1.8V typically increases by about 30% to §@ke n-well is connected to
2.5V, as shown in Section 7.5.6. This amount of extra delagtine expected to reduce the
number of low voltage cells, thus detracting from the pdsgiower savings. On the other
hand, using different bulk potentials for p-channel tratwsss in low and high voltage cells
does not appear to be feasible, because a significantly leirgeit area must be expected
due to the extra space required between low and high volelie c

Yeh et al. compared the quality of 14 DSV benchmark circyiblas exploiting split rows
on the one hand and dual power rails on the other hand withuhgty of conventional
SSV circuit layouts. For the split-row layout, about 9% Ergrea and 11% longer wire
length were observed on average [123]. With dual power diillayouts the average area
and interconnect overheads were 20% and 8% [123]. Thislglglaows that the larger cell
area causes the circuit area to increase significantly. dleeconnect overhead, however,
is smaller because low and high voltage cells can be mixattaity within rows. Usami
et al. claim to have realized row-by-row layouts with areartxeads as low as 5% [116].

In the work by Yeh et al., pre-layout power analysis yieldadaaerage power reduction
of 25% due to DSVS [124]. The actual average power savings pfacement and rout-
ing were 22% and 20% for the dual power rail and split-row sciexs, respectively [123].
According to these numbers, the dual power rail scheme appeareate less overhead,
i.e. 3% as opposed to 5% of the power consumption of a comelsipy SSV implemen-
tation. However, it seems that Yeh et al. did not considerpaormance degradation
of low voltage cells due to the increased bulk potential. $hethesis results discussed
in Section 7.5.6 indicate that this effect can eliminate ddgantage of the better layout

“http://www.catena-ffo.de
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Figure 5.5: Dual power rail standard cells: (a) DSV cell lalywith two parallel power
rails; (b) low voltage \bpL) cell with high voltage {pp) n-well.

quality. Therefore, it appears to be realistic to expectyad&related power overhead of
about 5% of a corresponding SSV implementation or 20% of tiveep savings achieved
in the pre-layout design phase, as observed for the splitseenario. Unfortunately, the
results published by Yeh at al. do not show whether the oeefirethe split-row scenario is
actually correlated with the number of low voltage cells dmehce, with the power savings
achieved in the pre-layout design phase.






Chapter 6

Dual Supply Voltage Logic Synthesis
Methodology

In this chapter, a novel power-driven logic synthesis methagy comprising dual supply
voltage scaling (DSVS) is presented. This methodologyferred to as the DSV logic
synthesis methodology in the remainder of this document.

Besides DSVS, the methodology includes those power opditinoiz techniques that have
been identified as being relevant regarding an evaluati&xdMS under realistic conditions
(see Chapters 3 and 4). Particularly important in this retsgpee the technology dependent
logic-level techniques that are carried out during stdtthe-art power-driven logic synthe-
sis and, therefore, directly compete with DSVS. In the nowethodology, DSVS and the
other logic-level techniques can be used simultaneouslig i$ crucial for a realistic evalu-
ation of the potential and the limitations of DSVS. Anothdvantage of this methodology
is that it can easily be applied to any type of circuit in segddesign environments.

In this chapter, previously published algorithms tailoteddSVS are discussed first. Af-
terwards, the idea behind the novel methodology is exptir® simple power savings
estimation method, that is useful for an analysis of thenogttion potential, is developed,
as well. Finally, the design and the modeling of a DSV statidatl library, which is the
key to the proposed methodology, is discussed.

6.1 Dedicated DSVS Algorithms Used in Related Work

The CVS algorithm by Usami et al. The clustered voltage scaling (CVS) method is
based on the depth-first-search concept [113]. The basictste of the algorithm written
in pseudo-code can be seen in Figure 6.1. When the top@&procedure is called, the
optimization starts with a list of all cells that drive thamary output ports of the gate-
level netlist. This list is sorted with regard to the slacklt# longest paths running through

71
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procedure CVS(netlist) {

cell list = cells driving primary outputs of netlist
sort cell _list so that |arge slack cones first
process_cells(cell _list)
}
procedure process_cells(cell list) {
foreach cell in cell list {
if VDD can be scaled for cell and its fan-out cells {
scale VDD for cell and all its fan-out cells
cell list = cells driving inputs of cel
if cell _list not enpty {
sort cell _list so that |arge slack conmes first
process_cells(cell _list)
}
}/* end if VDD ... */

}/* end foreach */
}/* end procedure */

Figure 6.1: Pseudo-code for the clustered voltage scali$) algorithm.

the cells and is then passed to fhreocess_cel | s procedure. Within this procedure,
all cells in the list that may be supplied with the lower syppbltageVpp, instead of the
nominal voltagé/pp are identified. Since level-converting cells are not alldwebe used
along combinational logic paths, a cell may only be supphi@th Vpp, if the cell under
consideration and all cells in its fan-out paths can be dpdratVpp, without violating
the timing constraints. If voltage scaling is applicableatparticular cell, it is actually
carried out. After that, another list is created which corgall the cells that drive the
input pins of the cell that has just been assigned the lowaig®. This list is then passed
to thepr ocess_cel | s procedure for recursive processing of the cells in the fgpaiths
of the new low voltage cell. The algorithm stops when the ¢&ditfrom the list of cells
driving the primary outputs and all its fan-in cells have th@eocessed. The CVS method
performs DSVS on an existing gate-level netlist withoutf@ening any other logic-/gate-
level transformations at the same time. It was originallplemented as a proprietary
re-synthesis tool calledd®ER SLIMMER.

The CVS method is the reference in this work. It has been imptded in the Tool Com-
mand Language (TCL) so that it can be executed from the comriaa interface of a

popular logic synthesis tool. The basic structure of themtigm has been modeled with
standard TCL commands while tool-specific TCL commands Heaen used for netlist
manipulation and static timing analysis. The current impatation works only for com-
binational circuits, which is sufficient for this work.
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The Gscale algorithm by Yeh etal. The Gscale algorithm is an improvement of the CVS
method [122]. In the first step, Gscale generates an iniaki®n, i.e. a first clustering of
the given netlist, using CVS. In preparation of the secoaf,st set of gates which is called
the time-critical boundary (TCB) is identified. This set tains all high voltage gates that
drive at least one low voltage gate. In other words, the TCBkmthe boundary between
the high and the low voltage clusters. In the second step, yaisizing is applied to the
TCB in order to create additional slack. It is usually impbksto increase the size of all
gates in the TCB at the same time. Thus, Gscale determinelssetsof gates such that
up-sizing maximizes the total slack created while the avealeead is minimized. This is a
maximum-weighted independent set (MWIS) problem with tleggit of a gate defined as
the slack increment divided by the area penalty. In the ste@, the new slack is exploited
for voltage scaling by means of another CVS run. This timeSGMes not start from the
primary outputs but from the old TCB. The result is a modifiegstering of the netlist with

a new TCB. Starting from this new solution, the algorithmtamnes with the second and
the third step in an iterative manner until no further imgment can be achieved. Just
as CVS, Gscale does not allow level converters to be usedtargalong combinational
logic paths. Yeh et al. implemented Gscale as a part of theemoi@ SIS software package.
Apparently, this implementation was restricted to theroptation of purely combinational
circuits. For results see Sections 5.3 and 7.1.

The DVPO algorithm by Chen et al. The dual voltage power optimization (DVPO)
method is based on another MWIS formulation of the DSVS mwob]19, 20]. After an
initial static timing analysis all gates in the given ndttisat may be individually operated
at the lower supply voltagé>p, without causing timing violations are identified. Usually,
not all of these gates can be operated i, at the same time without violating the tim-
ing constraints. Therefore, the supply voltage is reducech #/pp to VppL only for an
appropriate subset (MWIS) of these gates. This subset sechia such a way that, firstly,
all gates therein can be operatedvgp, simultaneously and, secondly, the sum of their
weights is maximized. In this case, the weight of a gate isnddfas the power reduction
due to voltage scaling divided by the delay penalty. Aftalisg the voltage, the timing is
re-analyzed and a new set of gates that might be individogkyated atpp, is identified.

If this set is not empty, the DVPO algorithm continues witle ttetermination of a new
MWIS, voltage scaling, timing re-analysis and so forth. @tiise it stops. The insertion
of level converters along combinational logic paths isvaéld. The delay and power over-
heads introduced by level-converters can be included icdlailation of the weight of a
gate that requires such a cell at its output. The DVPO algoritan be modified, so as
to enable simultaneous DSVS and gate down-sizing [19]. ilxdase, every gate must be
checked not only for the applicability of voltage scaling bilso for the feasibility of gate
down-sizing. If both options are possible, the one with tigghér weight is automatically
selected when the MWIS is determined. The DVPO algorithmintegrated with the SIS
synthesis environment and, apparently, it worked only farefy combinational circuits.
For results see Sections 5.3 and 7.1.
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6.2 Gate Sizing Algorithms and DSV Cell Modeling

All the algorithms discussed in the previous section wekekbped specifically for DSVS.
They perform DSVS alone (CVS) or DSVS combined with gate iuprg (Gscale) or
DSVS combined with gate down-sizing (DVPO). The structurehe gate-level netlist
is not modified in any case. The algorithms were originallplemented as proprietary
tools or integrated into academic tools like SIS. One of tlenmeasons why DSVS has
not yet become an integral part of real-world design flows& these algorithms were
not integrated with widely-used state-of-the-art toold arethodologies. However, DSVS
can be carried out without the need for dedicated algoriffasgndicated by the following
discussion of a typical cell-library-based gate sizinghmodt[25, 75].

6.2.1 Cell-Library-Based Gate Sizing Algorithms

At the logic level, library cellg; can be represented by tuples of basic properties, namely
the functionalityr, the delaytp;, the output signal transition tinteg;, the dynamic power
consumptior?, the cell area\;, and the input pin capacitance€s;:

Ci :{I:IvtDi:tTOi:PlvAi7CGi} (61)

Cell-library-based gate sizing algorithms revert to th# peoperties mentioned above
when picking cells that implement certain functionalitigsile minimizing a cost func-
tion COST that evaluates the overall delay, the power, and the areacotuait [25]. In
Figure 6.2, the pseudo-code of a simplified gate sizing dlgaris shown. In the case of
delay-constrained power optimization, the initial saatis a timing- and possibly area-
optimized implementation of a logic netwoNW. Static timing analysis is used for cal-
culating the timing slack. In each of the subsequent itenatiloops), all nodes in the
network NW are visited. For each node the complete seE(n) of library cellsc; that
implement the required functionalify(n) is

C(n)={clF=F(n)} . (6.2)

The algorithm determines which cell: in C(n) must be used for replacing the ce(h)
that currently implements the node under considerationrdier to maximize the cost re-
ductionDeltaCOST The substitutiorc(n) = copt is then appended to a list of possible
substitutions. Once all nodes have been visited, a subssd@bendent substitutions from
the list off all possible substitutions is chosen, such thatotal cost reduction in this itera-
tion is maximized. Subsequently, the timing data is upddfexicost reduction has resulted
from that iteration and if there is still positive slack ramag, the algorithm continues with
another iteration. Otherwise it stops.
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start fromtimng-optimzed initial solution
performstatic timng analysis
| oop {
possi bl e_substitutions = {}
foreach n in NW{
copt = c(n)
Del t aCOSTopt = 0
foreach c in C(n) {
if DeltaCOST(c(n)=c) < DeltaCOSTopt {
copt =c
Del t aCOSTopt = Del t aCOST(c(n)=c)
}
}
append "c(n) = copt" to possible_substitutions
}
apply max. independent subset of possible substitutions
update timng
exit loop if no inprovenent achieved
exit loop if no positive slack |left

Figure 6.2: Typical cell-library-based gate sizing altfum.

Actual implementations of such algorithms may differ wiglgard to delay and power mod-
eling, the way of updating timing data, the treatment of lonamima, or the way of de-
termining maximum sets of independent substitutions. weless, the generic algorithm
discussed above illustrates the general principles oflibediry-based gate sizing.

6.2.2 Exploiting Gate Sizing Algorithms for DSV Logic Syntresis

Reducing the supply voltage for a cell affects only its tighend power characteristics.
Therefore, if two different supply voltages are allowed;teébrary cellc; may be repre-
sented by two low and high voltage synthesis modg\s andciyy, respectively. The two
models are functionally equivalent but exhibit differemihg and power characteristics:

cirv = {F, toirv. troirv, Puv, A, Cai} (6.3)

cnv = {F,toinv, troinv, Prv, Ai,Cai} (6.4)

For DSVS, however, an additional constraint is requiredoi@venting high voltage cells
from being driven by low voltage cells, as described in $#ch.1.2. This can for instance
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be accomplished by means of two additional pin connectipityperties describing the
ideal input signal levellSL) and the allowed fan-out signal levelS$L):

¢ = {F,toi,troi, R, A, G, ISL, FSL} (6.5)

Allowed values foiSL areLV andHV for low and high voltage signals, respectively. The
parameteF SLcan take on one of the two valueg andDC for low voltage and don't care,
respectively. Functionally equivalent low voltage, highitage and level-converting (LC)
cells can then be modeled as follows:

civ = {F,tirv, troirv, Puv, A, Cai, LV, LV} (6.6)
cinv = {F.,toinv,troinv, Prv. Ai,Cgi, HV,DC} (6.7)
ciLc = {F,tiLc. troiLc, Pic, AiLc, CaiLc, LV, DC} (6.8)

If, finally, the setC(n) of candidates for substituting a current implementatigm is re-
stricted to Equation 6.2 ifSL= LV for all cells driven byc(n) and to

C(n)={c|F=F(n) and FSL =DC} (6.9)

otherwise, cell-library-based gate sizing algorithmsjsas the one discussed above, can
be exploited for performing DSVS and gate sizing simultars&p[75].

6.2.3 Modeling Standard Cells for Logic Synthesis

In typical standard cell libraries, the tuple of basic cetijperties specified by Equation 6.1
is modeled as follows. The functionalify, i.e. the basic data-input-to-output behavior of
combinational and sequential cells, is described by boodemations. Special functional-
ities of sequential cells such as clear or preset are modelgarately by means of special
library modeling constructs. The delgyand the output transition tinteo are modeled as
functions of the input transition timig and the output load capacitanCgyqe in the form

of two-dimensional look-up tables. The same approach id taemodeling the setup and
hold times of sequential cells. The gate input capacitafigeare modeled as one con-
stant value per pin, and the cell arAas specified as one constant value per cell. The
dynamic power consumption is not directly included in thathgsis models of standard
cells because that would require the switching activity éacbnsidered in the character-
ization process. Instead, the enefgyissipated during a single transition is modeled in
the libraries. More details on modeling the dynamic powerstmonption in SSV and DSV
synthesis libraries follows in Section 6.5.3. A practicayof modeling thé SL andF SL
pin connectivity properties in DSV libraries are also déssml there.
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Figure 6.3: lllustration of the timing conditions for the [P/4.

6.3 Power Savings Estimation Method

The power savings that can potentially be achieved by DSV egredicted using Equa-
tion 5.11. The difficult part is the determination of the fastw; that express whether or
not the supply voltage can be scaled frogp down toVpp, for thei-th gate. A common
approach is to interpred; as the probability of théth gate being supplied wityyp. and

to use the slack of the longest path throughitile gate as a measure of this probability,
as in the type-1 and type-2 slack analysis procedures in¢extlin Section 7.5.3. This is,
however, inaccurate and cannot yield quantitative preistof the potential power sav-
ings. In this worky; is determined by means of a more complex slack analysis guoee
which leads to a simple but reasonably accurate power ssiestgnation method (PSEM).

Figure 6.3 illustrates the timing conditions that are eatdd in the slack analysis proce-
dure. Suppose that all the gates in the circuit are currenpplied withVpp. In order
to operate the gatg; atVpp, all gatesGy in its fan-out paths must be operatedvab.
as well. This is a consequence of the level conversion isSgaling the supply voltage
for the gateG; and all its fan-out gates increases the deéfay i (delay-to-endpoint, DTE)
from the input of gates; to the endpoint of the longest path by a factor of p. With
Equation 2.15, the delay incremektbte can be expressed as

MpTEe VboL < Voo — M >a
toTe Voo \MooL —M P ( )

A first condition that must be met is that the sl of the longest path running through
the gateG; is larger than or at least equal to the delay incrend¢pte . However, some
gatesGy in the fan-out paths o6; might be more critical, as illustrated in Figure 6.3.
Therefore, a second condition is that the sl&tk of all gatesGy in the fan-out paths of
Gi must be larger than or equal to the respective delay-to@ntimcremeniAtpre k. This
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can be formulated as follows:

1 : A i < Sl A < in fan- fGi
wi:{ torei <SL and Atprex <Slkk V Gk infan-out ofG; (6.11)

0 : otherwise

The PSEM that has been developed and used in this work is eskep procedure. The
slack analysis method described above has been implemieni€l in such a way that it
can be executed from the command line interface of a poptaic §ming analyzer. Just as
in the CVS implementation, tool-specific TCL commands haserbused for static timing
analysis. The result of this first step is a list of the paramsed; for all N gates in the circuit.
In the second step, the total dynamic power consumgignand the power consumption
Pudqi of each individual gate before voltage scaling is deterchinsing state-of-the-art
gate-level power analysis. Finally, a PERL (Practical &stion and Report Language)
program computes the potential power savings using thaubofghe two preceding steps
and Equation 5.11 with the paramepscset to zero, so as to obtain conservative estimates.
For a better presentation of the results, a power savingiR&X shall be defined and
introduced into Equation 5.11 as follows:

1 <VDDL>2 _ A @ Puadi _. 1 <VDDL>2
Vbp i; Payn Vbp
The parametePSXdescribes the dynamic power consumption of all scalablesgahile

these gates are still supplied whbp. This is a unique characteristic of each individual
circuit and can be used as a measure of the optimization faten

.PSX (6.12)

Aden
den

The main objective of developing this PSEM has been to tatdian improved analysis
of the optimization potential in the discussion of expernia results in Chapter 7. At
the current stage of development, the method is restrictétetanalysis of combinational
circuits. An extension to sequential circuit analysis vabtdquire that the clock-to-output
delays and the setup times of the sequential elements be itatkeaccount appropriately.
Since the method relies on standard tools and conventidd¥l sSandard cell libraries,
designers could then use it as a tool for predicting the effemess of DSVS for specific
circuits before spending the effort of developing a DSVdityr

6.4 Design Flow and Tools

Provided that a suitably modeled DSV library exists, detapstrained DSV power opti-
mization can be performed following the three-step stmaibgstrated in Figure 6.4 [74,
75, 76, 78]. After reading the original design, delay-comsied logic synthesis is carried
out (STEP 1). At this stage, low voltagepgp.) and level-converting cells (LC) are dis-
abled. After capturing the switching activities,j at all nodes during logic-/gate-level
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Figure 6.4: DSV logic synthesis flow.

simulation, state-of-the-art delay-constrained powemaigation comprising the technol-
ogy dependent techniques mentioned in Section 3.5 is dawtie(STEP 2), which results
in a timing- and power-optimized SSV implementation of tlesidn. Finally, power opti-

mization is repeated with low voltage and level-convertietis enabled (STEP 3), which
leads to a timing- and power-optimized DSV implementation.

The separate SSV power optimization step (STEP 2) is agtoptional. Since DSV power
optimization always includes SSV optimization in this methlogy, STEP 3 could be
performed right after STEP 1 as well. In this study, howe&IrEP 2 has always been
performed for comparison between the results of SSV and D&¥epoptimization.

The timing- and power-driven logic synthesis steps have loaeried out using 8NOP-
sYsS PoweR COMPILER. This tool is capable of minimizing power by means of a gate
sizing method which behaves similarly to that discussecertiBn 6.2.1. Note that the ex-
act implementation of the gate sizing method in this paldictool is, of course, unknown.
Nevertheless, the idea of exploiting the gate sizing capalbor DSVS, which has been
outlined in Section 6.2.2, can be realized if the DSV synthidsrary is modeled in accor-
dance with the modeling guidelines that are discussed itidde6.5.3. A particularly im-
portant aspect is that the tool allows input and output pfreells to be classified such that
only pins of the same class are interconnected. This featurde used for solving the level
conversion issue. Since a state-of-the-art synthesistoobe used for power optimization
in this methodology, all state-of-the-art logic-level inpization techniques, including gate
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up- and down-sizing and transformations of the logic stiegtcan be performed at the
same time. Another advantage of this approach is that DS\époptimization can easily
be applied to any type of circuit including complex sequedrdesigns.

The power consumption has been analyzed at the gate-llegitin the pre-layout design
phase using @&NOPsYS D ESIGN POWER. Pre-layout power analysis means that estimated
interconnect capacitance values are used. This type of pamadysis is known to be in-
accurate in terms of absolute values. However, the accuratgrms of relative values

is generally considered sufficient for comparing the eftédifferent power optimization
options. Also, it is a relatively fast method that allows egeanumber of different experi-
ments to be carried out in reasonable time. For these regsaayout gate-level power
analysis has been chosen in this work.

Gate-level power analysis and optimization both requisesthitching activities at all cir-
cuit nodes to be determined. This can be accomplished by sn&aRTL or gate-level
simulation. The complexity of the circuits analyzed in thisrk is relatively low, so that
full gate-level simulation can be carried out in short tifiéws, gate-level simulation us-
ing VSS (SYNopPsY9 or VERILOG-XL (CADENCE) has been preferred to the less accurate
RTL-simulation-based approach.

Another important task frequently performed in this worlsiatic timing analysis. Logic

synthesis tools usually have basic static timing analyapabilities. These are sufficient
for continuously observing the validity of the results as tptimization progresses. How-
ever, advanced timing analysis strategies such as the disiclbution analysis discussed
in Chapters 7 and 8 and the power savings estimation methomtiucted in Section 6.3

require more powerful tools.Y&iorsys PRIME TIME has been chosen for this work.

6.5 Dual Supply Voltage Standard Cell Libraries

The key to DSV logic synthesis exploiting gate sizing altjoris is a suitable DSV stan-
dard cell library. According to Sections 5.1.2 and 6.2.2, SMibrary must meet three
requirements. Firstly, the library must contain levelagening cells. Secondly, two differ-
ent low and high voltage synthesis models of each cell eXoepthe level-converting ones
must exist. Thirdly, all cells must be modeled in such a way tutput pins of low voltage
cells are not connected to input pins of high voltage cells.

In the remainder of this chapter, the two different DSV lifra used in this work are
described. First, basic information on the fabricationcesses, the supply voltage values,
and the type and number of cells contained in the librariegimen. Afterwards, the design
of level-converting cells is described and, finally, som@amant aspects regarding the
modeling and the characterization of standard cells for D€ synthesis is discussed.
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6.5.1 Technologies, Voltages, and Library Contents

A 0.25 pm CMOS DSV library. A first DSV synthesis library, which is referred to as
the DSVLO025 library in the remainder of this document, hasrbéerived from a commer-
cial standard cell library realized in STIRROELECTRONICS 0.25 um CMOS technology
(HCMOS?7). The library vendor has already provided high awl Voltage synthesis li-
brary files that resulted from characterizations at supplyages of 2.5V and 1.8V, re-
spectively. The given voltage levels have been used in tbikwwn order to avoid costly
re-characterizations of the library.

The existing low and high voltage synthesis models of a nurobdifferently sized combi-
national cells have been copied from the two original sysithigbrary files to the DSVL025
library. The selection of cells has been restricted to aetuddsall cells available in the orig-
inal library in order to limit the characterization effontihose parts of this work where full
re-characterization has been necessary (see Sectiop T.beselected subset of cells does
not include complex gates and gates with more than two indiiss, power optimization
by means of complex gate composition is not possible with library. However, all se-
lected cells have been made available in all the sizes thgttiexhe original library, so as to
enable effective gate sizing. Since gate sizing tradedatksagainst dynamic power, just
as DSVS does, these techniques directly compete. Theyaf@amization of the variety
of gate sizes has been given priority over the availabilityomplex gates.

The library further contains simple D-flip-flop cells withmdanverting outputs Q (DFFQ).
The low and high voltage models of these flip-flops have bekentdrom the original
synthesis library files. A level-converting version (DFFQLsee Section 6.5.2) has been
included in order to enable level conversion at the outptit®@mbinational logic blocks.

All synthesis models copied from the original synthesisdilg files have been modified
according to the power modeling guidelines that are disamligsSection 6.5.3. The special
way of dynamic power modeling suggested in these guidehiassequired to include zero
delay virtual driver (ZDVD, see Section 6.5.3.3) cells ie tibrary.

A list of all 78 cells included in the DSVL025 synthesis libyas given in Table 6.1. This
library has been used in conjunction with the benchmarludsgsee Chapter 7).

A 0.18 pm CMOS DSV library. A second DSV synthesis library named DSVLO018 has
been developed on the basis ofiINONAL SEMICONDUCTOR' S 0.18 um CMOS technol-
ogy (CMOS9). This library is named DSVL018 for reference le remainder of this
document. The original CMOSX-9 standard cell library depeld by MTIONAL SEMI-
CONDUCTOR has been characterized at supply voltages of 1.8V and 1.B&/fiflst value

is the nominal supply voltage defined by the library venddne Fecond value has been
chosen because reducing the voltage from 1.8V to 1.3V ha®xippately the same im-
pact on the gate delay and the power consumption as redusengupply voltage from
2.5V to 1.8V in the case of the HCMOS7 technology discussddrée In other words,
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Type I/0 Drive strength (size) Supply voltages
AND 2/1 1x, 2X, 3x, 4x 1.8Vv/25V
NAND 2/1 0.5x, 1x, 2x, 3X, 4x 1.8Vv/25V
OR 2/1 1x, 2X, 3x, 4x 1.8V/25V
NOR 2/1 0.5x, 1x, 2x, 3x, 4x 1.8VvV/25V
XOR 2/1 1x, 2x, 3%, 4x 1.8Vv/25V
XNOR 2/1 0.5x, 1x, 2x, 3x, 4x 1.8VvV/25V
INV 1/1 0.5x, 1x, 2x, 3x, 4x 1.8V/25V
BUF 1/1 1x, 2X, 3X, 4X 1.8V/25V
DFFQ D,CLK/Q 1x 1.8VvV/25V

DFFQLC D,CLK/Q 1x level converter

Table 6.1: Cells provided in the 0.25 um DSV synthesis Ip(@SVL025).

the selection of supply voltage values has been made eqoivalr the two DSV libraries
used in this work.

All non-sequential cells contained in the original high dad voltage synthesis library
files have been copied to the new DSVL018 library. This inekidomplex gates and gates
with more than two inputs. The sequential cells includechem DSV library are scan-D-
flip-flops with non-inverting outputs Q, inverting outputdlQasynchronous clear CLR and
asynchronous preset PREZ. However, the inverting outpitsu@ used as dedicated scan
outputs and are, hence, renamed to SO (see Section 6.5.8vé)-converting derivates of
these flip-flops have also been designed, characterizedneloded in the library (SDF-
FCPLC, see Section 6.5.2).

In most experiments, level conversion has been enabledabiiye endpoints of combina-
tional logic paths by means of level-converting flip-flops certain experiments discussed
in Chapter 8, however, the effectiveness of level convaraiong combinational logic paths
in the proposed methodology has been investigated. Foptingose, two level-converting
inverter and buffer cells (INVLC and BUFLC, see Section B)have been designed, char-
acterized and added to the DSVLO018 library.

All synthesis models copied from the original synthesisdilp files have been modified
according to the power modeling guidelines that are digmigs Section 6.5.3 and zero
delay virtual driver cells (ZDVD, see Section 6.5.3.3) arevided.

Table 6.2 lists a subset of all 562 cells included in the DSM& Qbrary. This library has
been used for implementing and optimizing the CR16 Compd&&Rprocessor core (see
Chapter 8).
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Type I/0 Drive strength | Supply voltages
This library includes the full set of combinational cells
from the CMOSX-9 library in all the available sizes. 1.3v/1.8V
(276 different cells in total)
INVLC 1/1 1x level converter
BUFLC 1/1 1x level converter

SDFFCP | D,CLK, SD,SE, PREZ,CLR/Q,SQ  2x, 4x, 8x 1.3Vv/1.8V
SDFFCPLC| D,CLK, SD,SE, PREZ,CLR/Q,SQ  2x, 4x, 8x level converter
ZDVD 1/1 — 1.3Vv/1.8V

Table 6.2: Cells provided in the 0.18 um DSV synthesis Ipp(&SVL018).

6.5.2 Level-Converting Standard Cells

Dual supply voltage standard cell libraries must contauelleonverting cells in order to
make transitions fronWpp to Vpp possible. Commonly used level converters are based
on the cascode voltage switch logic style [41]. While thigidostyle is not suitable for the
design of conventional standard cells, as mentioned ini@®e8t6, it has been exploited
for level conversion many times. In the following paragrepthe design of the level-
converting cells included in the two DSV synthesis libramiscussed above is described.

All level-converting cells are based on the fundamentalceph of the cascode voltage
switch logic. Additional circuitry has been introduced ier to improve the timing char-
acteristics and to implement special functionality suclslaar and preset. Master latches
from conventional flip-flops included in the original libias have been reused in the level-
converting cells. In other words, the circuit structureg thansistor dimensions, and the
layout of the master latches used in conventional flip-flopd i@ level-converting flip-
flops are identical. The complete cell layouts have been miawaccordance with the
respective process and library design rules defined by licersand library vendors.

Post-layout netlists have been extracted from the layoudsheave been used for a full
characterization of the cells. The resulting synthesiset®hbave been included in the re-
spective DSV synthesis library file. In the following paragihs, the characteristics of the
level-converting cells regarding the timing and the powarsumption are compared with
the characteristics of their low and high voltage countegpdregarding the timing penalty
and the possible power overheads introduced by level-ctngesells, the most important
parameters are the gate delay the clock-to-output delat,, the setup timesetyp and

the dynamic power consumptidfayn. These parameters have been evaluated at different
corners of the characterization parameter space, i.e.iffereht values of the input tran-
sition timett and the output load capacitanCg,qe in order to find minimum, maximum
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Figure 6.5: Level converters based on the cascode voltagehslwgic style: (a) buffer
with inverting and non-inverting output; (b) non-invedibuffer with buffered output; (c)
inverter with buffered output.

and typical values. The purpose of this analysis is to petid information required for
a qualitative understanding of the behavior of level-coting cells in comparison with
equivalent conventional cells.

Inverter and buffer cells. Level-converting buffers and inverters can be realizedeas d
picted in Figure 6.5. Since the input pins A of these cellscar@nected only to n-channel
transistors and to p-channel transistors that are soungeected td/pp, low voltage sig-
nal levels are sufficient for driving these pins. Level cosi@n is achieved by means of
cross-coupled p-channel transistor pairs, which are gecwanected tWpp.

Figure 6.5a shows a simple embodiment of a level-convertarinverting (ZN) and non-
inverting outputs (Z). This type of circuit is extremelyftitilt to design with regard to spe-
cific timing requirements under various load conditionse Teéason for this is the severe
impact of the output load capacitance on the feedback aperatherefore, it is advanta-
geous to implement extra inverters at the output nodes, soa@decouple the performance-
critical internal nodes from heavy output loads, as illatgd in Figures 6.5b and c.

Two cells of this kind have been included in the DSVL018 Iligrarhe exact implemen-
tation, i.e. the circuit structure and the transistor digiens, of the inverter cell (INVLC)
and the non-inverting buffer cell (BUFLC) can be seen in FégL6.6 and 6.7. All transistor
channel lengths have been made minimal. The channel widtreslbeen chosen such that
the timing characteristics of the level-converting celis as close as possible to those of
the smallest conventional non-inverting buffer cell aablé in the same library when the
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VDDL
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Figure 6.6: Implementation of a level-converting invemath buffered output (INVLC)
and novel pull-up technique. The channel widths are spéddifi@nits of micrometers.

toLc/toLy PLc/Phv
with pull-up 2.0 1.6 0.9 1.0
_ 1.2 5.3
without pull-up 3.1 1.7 0.9 1.0
The above values have been determined at the following ctegization corners:
|npUt slope (T) tT,min tT,max tT,min tT,max tT,min tT,max
OUtpUt load Cnode) Cnodemin Cnodemax Cnodemax Cnodemin

Table 6.3: Relative delay and dynamic power of the levelveding inverter (INVLC)
compared with the delay of a low voltage (LV) buffer and theawyic power of a high
voltage (HV) buffer at different corners of the charactatian parameter space.

latter is operated at the lower supply voltage), . Tables 6.3 and 6.4 show the delagyc

of the level-converting cells at different corners of thai@tterization parameter space in
comparison with the delatp vy of the low voltage buffer cell. A comparison of the dy-
namic power consumptidp ¢ of the level-converting cells and the dynamic powgy of
the high voltage buffer cell is also included in the tables.

The characterization parameter space is limited by mininameh maximum values for

the input signal slopér and the output load capacitan€gy,qe The corner parameters
(t1,min/max @Nd Cnogemin/max) have been chosen in accordance with the standards defined
for each cell type by the vendors of the original librariestigat the characterization results
for a conventional cell and its level-converting countetgan be directly compared.
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Figure 6.7: Implementation of a level-converting buffetmbuffered output (BUFLC) and
novel pull-up technique. The channel widths are specifiachits of micrometers.

toLc/toLv PL.c/Phv
with pull-up 2.4 1.7 1.0 1.0
. 1.2 2.9
without pull-up 3.6 1.9 1.0 1.0
The above values have been determined at the following ctesization corners:
Input slope ) tT min tT max tT min tT max tT min tT max
OUtpUt load Cnode) Cnodemin Cnodemax Cnodemax Cnodemin

Table 6.4: Relative delay and dynamic power of the levelveatimg buffer (BUFLC) com-
pared with the delay of a low voltage (LV) buffer and the thenayic power of a high
voltage (HV) buffer at different corners of the charactatian parameter space.

The data show that the level-converting cells have roudtdywsame delay as the low voltage
cell for large output loads. However, it would require ursiédy large transistors to achieve
equal delay in the case of small output loads, where the dsaycurrently be up to 2.4
times that of the low voltage buffer. The absolute delay efl#vel-converting cells is in
the range of 0.15ns to 1.1 ns depending on the input slopehanalitput load.

Some improvement of the relatively poor timing charactessin the case of small loads
has been achieved by adding the n-channel pull-up transistBU to the cells. These
transistors support the feedback operation of the cirdyitgulling the internal node ZNI

up towards the positive supply for a falling edge of the ingighal. In case of a high logic
state at the input pin A, the gate of NPU and the node ZNI, he sburce electrode of NPU,



6.5 DUAL SUPPLY VOLTAGE STANDARD CELL LIBRARIES 87

are both pulled to ground. The pull-up transistor NPU is rastducting (off). When the
logic state of the input signal changes from high to low, NBth$ on and pulls the node
ZNI towards the positive suppNpp. As soon as the potential at the node ZNI reaches
Vbop — M, wheréV; is the absolute value of the threshold voltage of NPU, theyqublevice
turns off again. The numbers included in Tables 6.3 and @li¢ate that the delay of the
level-converting cells and, hence, the ratidgi to tpy would be up to about 50% larger
without this novel circuit technique being used.

The dynamic power consumption of the level-convertingscisligenerally higher than that
of a conventional buffer cell, even if the latter is operaaéthe higher supply voltage. The
overhead is largest in the case of long input transition sisred small output loads. Un-
der these conditions, the short-circuit power contribsigsificantly to the total dynamic
power and the short-circuit power of the level-convertiefj<cis significantly larger than
that of the conventional buffer cell. For large loads andrshnput transition times, the
dynamic power is clearly dominated by its capacitive congmn Since the latter is the
same for level-converting and conventional cells, themniy little difference in the total
dynamic power under these conditions.

Layouts of these circuits have been drawn in agreement thtliésign rules that apply to
NATIONAL SEMICONDUCTOR s CMOS9 technology and CMOSX-9 standard cell library.
Both cells have the same area which is twice that of the sstatEnventional buffer cell
and 2.8 times that of the smallest conventional invertdr éle full characterization of the
cell has been based on a post-layout netlist using a chaeatien parameter set which is
typical of the original library from MTIONAL SEMICONDUCTOR

In most experiments discussed in this study, level conerrbias been restricted to the
input and output nodes of combinational logic blocks by nseahlevel-converting flip-
flop cells, as explained in Section 5.1.2. The two level-eoting cells described in this
section have been used only in selected experiments in todevestigate the feasibility
of level conversion along combinational logic paths (se&iSes 8.6.2 and 8.6.3).

Flip-flop cell. Figure 6.8 shows the schematic of the most widely used d$afiip-flop
structure. This type of flip-flop can be found in most standzelll libraries. Sometimes,
pairs of inverters and transmission gates are replacedtistate inverters. The circuit is
composed of two latches in series: the master latch at the anpd the slave latch at the
output side. This flip-flop structure can easily be transkatirmto a level-converting one
if the slave latch is replaced with a level-converter simitathose described above. These
level converters behave like latches because of the peddéedback created by means of
the cross-coupled p-channel transistor pairs.

Figure 6.9 shows the schematic of the level-converting p4fop (DFFQLC) included in

the DSVLO025 library. The master latch is basically the samé¢hat used in the corre-
sponding conventional D-flip-flop available in the samedigr The only difference is the
transmission gate TG2 which has been added to provide eliffiad input signals for the
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Figure 6.8: Standard D-flip-flop circuit with clock input Cl.Kata input D, non-inverting
output Q and inverting output QN.

slave latch. The level-converting slave latch is a slightbydified buffer-type cascode volt-
age switch level converter. The transistors N3 and N4 haee bdded in order to prevent
the gates of N1 and N2 from floating when the clock is zero sday the slave latch
from the master latch via the transmission gates TG1 and TG slave latch is supplied
with Vpp. This flip-flop structure is the same as the one used by Usaaii €116]. Note
that if a library includes low power flip-flops similar to thatroduced in Section 3.6, the
same circuits can serve as level-converting cells if theedi@ches are supplied witlyp, .

In the slave latch of the flip-flop cell depicted in Figure @ transistor channel lengths
are minimal. The channel widths have been chosen such thatrthng of the flip-flop is as
close as possible to the timing of the corresponding coimwealtflip-flop when the latter is
operated at the lower supply voltagsp, . The exact values can be seen in the figure. The
dimensions of the transistors used in the master latch areame as in the conventional
flip-flop designed by STMCROELECTRONICS

Some data comparing the timing characteristics of the Jewelerting flip-flop with the
characteristics of conventional flip-flops at differentroens of the characterization param-
eter space is provided in Table 6.5. The clock-to-outpuaylej, c of the level-converting
flip-flop is the same as the del&yy of the low voltage flip-flop and 1.5 times the delay
tonv of the high voltage cell. In absolute valuég,c is in the range of 0.3 ns to 1.2 ns de-
pending on the input signal transition time and the outpad lcapacitance. The setup time
tsetupLciS generally larger than that of the conventional cells. leosv, the larger the input
signal transition time, the smaller is this overhead. Thapéme of the level-converting
flip-flop is on the order of 0.1 ns to 0.4 ns depending on thetigpgnal transition time
which is the slope of the clock signal in this case.

Regarding the dynamic power consumption, a comparisontivticonventional high volt-
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Figure 6.9: Level-converting D-flip-flop with clock input ®., data input D and non-
inverting output Q (DFFQLC). The channel widths are spetiifireunits of micrometers.

Supply: KXX>) | torc/toexx> | tsetupLd/tsetupex x> PLc/Paxx>
HV 15 3.3 1.6 1.3 0.9
LV 1.0 2.3 1.2 2.5 2.0
The above values have been determined at the following ctegization corners|
Input slope {r) any value tT min tT max tT min tT max
Output load Cnode) any value — — Chodemin | Cnodemax

Table 6.5: Timing characteristics and dynamic power ofével-converting D-flip-flop cell
(DFFQLC) compared with the conventional D-flip-flop (DFFQevated at low voltage
(LV) or high voltage (HV).

age flip flop is of particular interest. A large ratio®Bfc to P4y could cause a large power
overhead in the clock voltage scaling scheme where all hadlagre flip-flops are replaced
with level-converting ones. However, according to the datluded in Table 6.5, the level-
converting flip-flop consumes only little more power in thesea&f small loads and short
input transition times. For larger slopes and loads, theldewnverting cell can even be
more power efficient than the conventional cell. Obvioutilys data does not allow to
draw a clear conclusion regarding a possible power overbaaded by massive use of
level-converting flip-flop cells as required for clock vgtascaling.

A layout of this circuit has been drawn in agreement with tksign rules that apply to
STMICROELECTRONICSS HCMOSTY technology and standard cell library. The size of the
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level-converting cell is roughly twice the size of the cepending conventional cell. The
full characterization of the cell has been based on a pgsulaetlist using a characteriza-
tion parameter set which is typical of the original librargrh STMICROELECTRONICS

Scan-flip-flop cells. Figure 6.10 shows the circuit structure of a novel levelvesting
scan-D-flip-flop (SDFFCPLC) with a non-inverting output @, iaverting dedicated scan
output SO, an asynchronous preset input PREZ, and an asymuly clear input CLR.
This type of cell has been included in the DSVL018 libraryhree different sizes. The
circuits are composed of master and slave latches that amied withVpp, andVpp,
respectively. In contrast to the level-converting flip-fidgscribed before, two n-channel
pull-up transistors NPU1 and NPU2 have been added to the E&sh. This improves the
delay by as much as 15% without increasing the cell areaeutily. Furthermore, the slave
latch contains additional transistors that implement tles@t and clear functionalities.

The master latch used in all three level-converting celldesitical to the one used in the
smallest conventional flip-flop cell (SDFFCPX2). This metra both the circuit structure
and the transistor dimensions are basically the same. @wiytinor modifications have
been made. Firstly, an additional transmission gate pesvadsecond complementary input
signal for the slave latch. Secondly, the n-well has beemected tdvpp instead oVppL
SO as to avoid the area overhead created by separate lowgmnediiage wells. A block
diagram of the master latch is shown in the upper left corhBrgure 6.10. It is composed
of a conventional D-latch with clock (CLK), clear (CLR) andepet (PREZ) inputs. The
input multiplexer feeds data samples either from the daatiB or from the scan data input
SD to the data input of the latch. At the output side, the lgicdvides two complementary
data signals QI and QNI, the inverted clock signal CLKN, anel inverted preset signal
PREZN, which are the input signals for the slave latch.

The channel lengths of all transistors in the slave latclae® lbeen made minimal. The
channel widths have been chosen such that the timing of ddbk three level-converting
cells (SDFFCPLCX2, SDFFCPLCX4, SDFFCPLCXS8) is as closeassible to the cor-

responding conventional cell (SDFFCPX2, SDFFCPX4, SDERERvhen the latter is

operated at the higher supply voltage. The values are givéable 6.6.

In Table 6.7, the timing and the power characteristics ofeékel-converting cells are com-
pared with the characteristics of the conventional cellsraed at the higher supply volt-
age. The level-converting cells have larger clock-to-atigelays than the conventional
cells in the case of small load capacitances. The largeay @serhead can be observed if
the load is small and the input transition time is large. Bogé load capacitances, however,
the level-converting cells have slightly shorter delaykeif setup times are large in com-
parison with the conventional cells in the case of smallditeon times at the clock input.
For large input transitions, however, the level-convertiells have shorter setup times. In
absolute values, the clock-to-output delays of the lewalverting cells are in the range
of 0.2ns to 1.0 ns depending on the input transition time &eddad capacitance. Their
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Figure 6.10: Novel level-converting scan-D-flip-flop witbminverting output Q and ded-
icated inverting scan output SO (SDFFCPLC).

setup times are in the range of 0.3 ns to 0.7 ns. The levelertinyg flip-flops consume the
same amount of dynamic power as the conventional cells icdke of small input tran-
sition times and large output loads. In all other cases, dteldconverting cells are even
slightly more power efficient. According to this data, reptey a high voltage flip-flop with
its level-converting counterpart does not create a powerr@ad.

Layouts have been drawn for all three level-convertingsaellaccordance with the design
rules that apply to NTIONAL SEMICONDUCTOR S CMOS9 technology and CMOSX-9
standard cell library. The level-converting cells are w17% (SDFFCPLCX8) and 28%
(SDFFCPX2, SDFFCPX4) larger than the corresponding cdrosal cells. The master

latches used in the scan-flip-flops take up a large portioh@tdtal cell area, so that the
overhead caused by the level-converting slave latchedasvedy small. Therefore, the

area overhead of the SDFFCPLC cells is small compared wélotkerhead of the DF-

FQLC cell included in the DSVLO025 library. The full characzation of the cell has been
based on a post-layout netlist using a characterizaticanpeter set which is typical of the
original library from NATIONAL SEMICONDUCTOR
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SDFFCPLCX2| SDFFCPLCX4| SDFFCPLCX8
N1/2 2.00 um 2.00 um 3.00 um
P1/2 1.40 um 1.40 um 2.00 um
NPU1/2 1.20 um 1.20 um 2.00 um
NCLR1 0.28 um 0.28 um 0.28 um
NCLR2 2.00 um 2.00 um 2.00 um
NPRE1 0.28 um 0.28 um 0.28 um
NPRE2 1.20 um 1.20 um 2.00 um
NCLK1/2 0.28 um 0.28 um 0.28 um
NQ 2.00 um 4.00 um 6.00 um
PQ 3.00 um 6.00 um 10.0 um
NSO 1.40 um 2.80 um 4.20 um
PSO 2.20um 4.28 um 8.00 um

Table 6.6: Channel widths for the transistors used in theed&ches of the level-converting
scan-D-flip-flops with three different driving strengths.

tQLC/'[QHV tsetupLC/tsetu pHV I:ﬁ_C/l::'I-IV
SDFFCP(LC)X2 3.3 0.8 1.4 0.6 1.0 0.6
SDFFCP(LC)X4 | 3.2 0.8 1.7 0.6 1.0 0.8
SDFFCP(LC)X8 2.8 0.9 1.7 0.6 1.0 0.8
The above values have been determined at the following cteaiization corners:
mpUt slope (T) tT,max tT,min tT,min tT,max tT,min tT,max
OUtpUt load Cnode) Cnodemin Cnodemax - - Cnodemax Cnodemin

Table 6.7: Timing characteristics and dynamic power of gwel-converting scan-D-flip-
flop cells compared with the conventional scan-D-flip-flopke latter are operated at the
higher supply voltage.

6.5.3 Library Modeling and Characterization
6.5.3.1 Power Modeling, Characterization and Analysis

Dynamic power modeling. The common way of handling the dynamic power consump-
tion for the purpose of standard cell library modeling regsithat the cell-internal dynamic
power be distinguished from the external dynamic power.
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The external dynamic power is the capacitive componentczsea with the external in-
terconnect capacitance and the sum of all gate input capae$s presented to the output
pin of the cell. This is normally not included in the syntreeBbrary. Instead, tools for
power-driven logic synthesis and gate-level power analyse estimated or extracted in-
terconnect capacitances together with gate input capaeitealues modeled in the library
for calculating the external capacitive switching powenfrEquation 2.20.

The cell-internal power includes the short-circuit com@ioinand a capacitive component
which is due to all the cell-internal device and interconrmapacitances except for the gate
input capacitances. Regarding the cell-internal powen@ated with a signal transition
occurring at the output node of a CMOS gate, rising and fgltiansitions are distin-
guished (see Figure 2.2) and modeled by means of two sepacditeip tables (LUT) in
the synthesis library (see thé se_power andf al | _power attributes in Figure 6.12).
These tables are two-dimensional and indexed with the oidpd capacitanc€nqqe and
the input signal transition timig [1]. As mentioned in Section 6.2.3, the synthesis models
of standard cells include switching energy rather than dyogower values. Each value
contained in the cell-internal power LUTs represents thergynEir Or Einte dissipated
during a single rising or a falling transition, respectyel

To obtain expressions for the total energy drawn from theluphe energy needed to
charge the external load capacitaii@gge (see Section 2.3.1) must be added to the cell-
internal switching energy associated with a rising edgbabutput node:

Etotr = EintR(tT ; Cnode) + CnodeV|§D (6.13)

EtotF - EintF (tT;Cnode) (6-14)

Dynamic power characterization. When standard cells are characterized for dynamic
power consumption, the energy valuggr andE;qr are measured by means of transistor-
level simulationt for different values of the paramete@soqe andtt and a fixed supply
voltageVpp. Subsequently, the cell-internal switching enerdigg andE;:r are obtained

by subtracting the energy needed to charge the output loadtfie total energ¥;qir (see
Equation 6.13). These values are finally stored in the LUTSs.

Dynamic power analysis. Tools for power-driven logic synthesis and gate-level powe
analysis determine the total energy drawn from the supphindia full switching cycle,
I.e. a rising edge followed by a falling edge or vice versaa @articular signal by taking
appropriate values for the cell-internal energies assettiaith these transitions from the
LUTs and adding:node-ng. The total dynamic power consumption is then calculated

lExamples of transistor-level simulators arei&e (public domain), HSPICE (®&oPsYs, ELDO
(MENTOR), and SPECTRE (£DENCE).
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by multiplication with the switching activitgip; and the clock frequencygk and, finally,
summing over alN nodes in the circuit:

N
Payn= feik Z{Gom [Eintri (t7i; Cnodei) + EintF,i (t1,i; Cnodei) +Cnodei Vép] }  (6.15)
i=

This expression is equivalent to the sum of Equations 2.2Ra20.

6.5.3.2 Modeling DSV Libraries in the Liberty Format

Today, most synthesis libraries are available in th@eRTY (.lib) library format. While
this has originally been a proprietary format developed bM@&PsYs it is now a de facto
industry standard that has been disclosed to the publicamtye licensed free of charge

LIBERTY provides everything which is needed for DSV synthesis tibsa[73]. The most
important library, cell and pin attributes are shown in Feg6.11 and 6.12. Multiple power
rails can be specified usingp@wer _suppl y group in the description of the environment
at the library level. These power rails can then be assigneéddividual cells by means
of rai | _connecti on attributes. The absence of rail connections in the desonpt
of a specific cell means that the value of thef aul t _power _rai | attribute is to be
used. If one rail connection has been specified within a ekdption, the respective
voltage level has to be used in conjunction with this cell. alDSV synthesis library,
for instance, the lower supply voltayep. could be assigned to low voltage cells using
rai |l _connecti on attributes. In contrast, high voltage cells would not ne®gdexplicit
rail connection, provided that thetef aul t _power _rai | attribute has been assigned
the higher supply voltagép.

Finally, connection classes have to be assigned to the amqulibutput pins of all cells by
means ofconnect i on_cl ass attributes such that output pins of low voltage cells are
not allowed to drive input pins of high voltage cells. Thedd# the connection classes is
that only pins that belong to the same class are allowed toteeconnected. The inputs
and outputs of low voltage cells and the inputs of level-astimg cells are assigned the
same connection class, for instance a class named LV, wielenputs of high voltage
cells are assigned a different class, HV for instance. Theuts of high voltage and level-
converting cells are assigned both the LV and HV classess Sthategy is a translation of
thelSLandF SLcell attributes introduced in Section 6.2.2 into th@£RTY format.

If the logic synthesis and gate-level power analysis tonlsda used support these special
LIBERTY constructs, the DSV library can be modeled as describedeal@wpport of these
constructs means that the total dynamic power is actualtytzded from

N

Payn = fclk_Zl{GOLi [Eintri (tT,i; Cnodei) + Eintr,i (t7,i; Criodei ) +CnodeiV§D,i}} , (6.16)

|
whereVpp i depends on the rail connection of the cell driving itttk node.

2http://www.synopsys.com/partners/tapinditio.html
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l'ibrary(DSV_LIB) {

[* multiple power rails*/

power _suppl y() {
/* VDD is associated with nomvoltage */
default _power _rail : VDD
power _rail (VDDL, 1.8);

}

/* nom nal operating conditions */
nomvoltage : 2.5 ;

/* synthesis nodels of all cells */
cell (<name>) { ... }

} /* end of library */

Figure 6.11: Excerpt from the environment part of a gendaadard cell DSV synthesis
library in the LBERTY format.

cell (INV_LV) {

area : 18 ;

rail _connection (PV1, VDDL);

pin(Z) {
direction : output ;
connection_class : "LV';
function : "A"

i nternal _power () {
ri se_power (pw _|ut_tenplate_nane) {<2-di mLUT>}
fall _power(pw _|ut_tenplate_nane) {<2-di mLUT>}
} /* end of internal power */
timng() { ... }
} /* end of pin(2) */
pin(A) {
direction : input ;
connection_class : "LV';
} /* end of pin(A) */
} /* end of cell */

Figure 6.12: Excerpt from a generic low voltage standarbisyeithesis model in theB-
ERTY format.
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6.5.3.3 Modeling the Total Dynamic Power Using LUTs

An alternative approach makes DSV library modeling possévien if the logic synthesis
and gate-level power analysis tools do not supporer _suppl y, power _rail and
rail _connecti on attributes [73].

This approach is based on a modified characterization puoeednstead of subtracting
the energy needed to charge the output load, the total emsrgywen by Equations 6.13
and 6.14 is stored in the internal power LUTSs. In order to pre¥he capacitive switching
energy from being counted twice, the rightmost term in Egma6.15, i.e. the explicit

calculation Oanode-VSD, has to be eliminated. This can usually be accomplishedttinge

the nominal supply voltage value to zero in the synthesratibenvironment.

A drawback of this approach is that the switching power assed with the primary input
nets, including the clock network, is not taken into accadung to the absence of driving
cells. Therefore, zero-delay virtual driver cells (ZDVDst be inserted in the fan-out of
all input ports. The synthesis models of these cells prothéd_UTs that are required for
determining the capacitive switching power associatetl tie primary input nets. Their
functionality is that of a non-inverting buffer, and all thether properties and characteris-
tics are ideal. This means that ZDVDs have no delay, exhdtrort-circuit power, and do
not introduce any additional capacitances. These celldeanserted right before power
optimization and analysis and must be removed thereafter.

This power modeling approach does still require conneatlasses to be assigned to the
input and output pins of the cells. Consequently, clsmnecti on_cl ass attribute or
an equivalent mechanism must be supported by the syntloesis t

The tools used in this work (see Section 6.4) do not suppoltipfeipower rails. Thus, the
LUT-based power modeling approach introduced in this sadiad to be used.

6.5.3.4 Modeling Scan-Flip-Flop Cells

Design for scan testability in DSV logic synthesis usuadlguires level-converters to be
used in the scan chains as illustrated in Figure 8.7. In thikythis has been accomplished
in a two-step procedure. The initial scan chain synthesdlean carried out right after the
timing-driven logic synthesis without regarding the legehversion issue. Subsequently,
level converters have been inserted where necessary. Tdweseonverters introduce ad-
ditional delay into the scan chains. Therefore, the scamshaust be separated from all
functionally relevant logic paths. Under this conditiogyél converter insertion in the scan
chains affects only the circuit area while the overall tigjoiemains unchanged. The reason
is that scan chains are so-called false paths, i.e. theyodgubject to timing constraints.

The scan chain separation can be accomplished by modegrsgém-flip-flops in the syn-
thesis library in such a way that the scan data input pin SDaswedof the output pins are
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used exclusively for scan chain synthesis. In this work,itiverting outputs QN of the
scan-flip-flops are used as dedicated scan output pins antharefore, renamed to SO,
as mentioned before. In thadeRTY library format, scan-flip-flops with dedicated scan
input and output pins can be modeled as shown in Figures @d®44. The synthesis
model of a scan-flip-flop is composed of two parts. The first gdascribes the general
behavior of the cell just as for any other type of flip-flop (Ségure 6.13). The second part
is enclosed in thé est _cel | group and provides additional information which is rele-
vant only for the scan chain synthesis (see Figure 6.14).aAsbe seen from the figures,
the special purposes of the scan enable pin SE, the scanngattapin SD, and the scan
output pin SO are specified using thiegnal _t ype attribute in thet est _cel | group.
Thet est _out put _onl y attribute characterizes the output pin SO as a dedicated sca
output pin.

The above modeling guidelines are usually sufficient to@aahscan chain separation in the
initial scan chain synthesis. However, depending on thalgiéipes of the logic synthesis

tool, the scan output pins may be used as functional outmas an subsequent power-

driven re-synthesis steps, which has been the case in this Wherefore, the scan data
input pins SD and the scan output pins SO have been assigmatialsconnection class

as shown in Figure 6.13, so as to guarantee that only thesemnnterconnected.

6.5.3.5 Characterization of DSV Libraries

Characterization tools. The public domain software packags@&ce has been used for
characterizing standard cells in this works®&cEis a SICE pre- and post-processor and
works with any ®ICcE-like circuit simulator that generates waveform data filesipatible
with either HSPICE (8NoPsY9 or ELDO (MENTOR). The output of a GPICErun is the
synthesis model of a standard cell in th@ERTY format.

When the software is used as is, only the timing characiesisind the gate input capac-
itances of conventional gates and flip-flops can be obtai88H [In order to be useful in
this work, the capabilities of the tool have been extendelyt@amic power characterization
and to the characterization of level-converting cells.

Input signal levels. Special attention has been paid to the input signal levgieapto
the low voltage input pins of low voltage and level-convagtcells during the characteriza-
tion process. In DSV circuits, as explained in Section 5.b\& voltage input pins may be
driven by low voltage or high voltage output pins. For thereleterization of low voltage
and level-converting cells, it is important to decide wiegtto use low or high input signal
levels.

3http://www.veripool.com/gspice.html
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cel | (SDFFCPLCX2) {

test cell() { ... }
pi n(SE) {
direction : input ;
connection_class : "HV LV"
... } I* end of pin SE */
pin(SD) {
direction : input ;
connection_class : "SC'
... } I* end of pin SD */
pin(SO {
direction : output ;
function : "INQ ;
test _output_only : true ;
connection_class : "SC'

... } I* end of pin SO */
} /* end of cell */

Figure 6.13: Excerpt from a generic scan-flip-flop synthesislel defining dedicated scan
input and output pins in thelBERTY format.

test _cell () {

pi n(SD) {
direction : input;
signal _type : "test_scan_in";
} /* end of pin SD */
pin(SE) {
direction : input;
signal _type : "test_scan_enabl e";
} /* end of pin SE */
pin(SO {
direction : output;
signal _type : "test_scan_out _inverted";

test_output_only : true ;
} /* end of pin SO */
} /* end of test_cell */

Figure 6.14: Excerpt from a test cell group defining deddatean input and output pins
in the LIBERTY format.
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Figure 6.15: Delay characterization of low voltage cellsggifferent input signal levels.

The waveforms in Figure 6.15 illustrate the two possiblenaces of low voltage cell char-
acterization. For low voltage cells, the delgyis defined as the time it takes for the output
voltage to reachVpp /2 after the input voltage passed the same level. If a highagelt
input signal is used instead of a low voltage signal with #ae transition timeér, this is
equivalent to reducing the transition time of the low vo#taigput signal tdreq as depicted
in the figure. Since shorter input transition times resukhiorter gate delays (see Equa-
tion 2.14), using low voltage input signals for charactegzhe timing of low voltage cells
that are actually driven by high voltage signals yields peissic results. This statement is
true also for the characterization of the setup and holddioidlip-flop cells. Even regard-
ing the power consumption, low voltage input signals yieddgimistic results because an
effectively shorter input signal slope results in less sleocuit power consumption (see
Equation 2.22). In order to guarantee valid results undgrcacumstances, the low volt-
age and level-converting cells used in this work have beanacterized with low voltage
signals applied to all input pins.

Impact of layout concepts. Another aspect that must be considered in the library char-
acterization process is the aggravated body effect thregsfrom the high n-well potential
required by the dual power rail layout scheme (see Sectin B most experiments dis-
cussed in the remainder of this document, it has been asstimaethe final layout of the
circuits will be based on some kind of voltage separatiomabe row-by-row and split-
row scenarios (see Section 5.4). Thus, the DSVL025 and D3¥libraries have been
characterized with the n-well regions of low voltage celiscected td/pp.. However,

in order to investigate the impact of an aggravated bodyetfe the DSV logic synthesis
results (see Section 7.5.6), the DSVLO025 library has beahagacterized with the n-well
regions of low voltage cells connectedMgp.






Chapter 7

Characteristics of DSV Logic Synthesis

The DSV logic synthesis methodology introduced in the presichapter has been used
for investigating the potential and the limitations of DSV®iese investigations were mo-

tivated by the shortcomings of related work (see Sectio) &Bere DSVS was carried out

under unrealistic conditions.

In the experiments discussed in this chapter, DSV powenopdtion has been applied to
various combinational and sequential circuits in a coreaal design environment using
standard tools for timing-driven logic synthesis and leighel power optimization. This
approach enables a more realistic judgment on the optimizgiotential of the DSVS
technique.

7.1 Fundamental Parameters

With DSVS, positive timing slack can be traded off againstayic power consumption
and, hence, a power reduction can be achieved only if timiacksexists in the circuit
to be optimized. In fact, some researchers generally app&VS to circuits that were
not subject to the strictest timing constraints in orderdsugie the existence of a sufficient
amount of slack [113, 115, 116, 122]. Other researchergedaout DSVS under various
timing constraints. They observed an increase in the amofupbwer reduction due to
DSVS as they relaxed the constraints [20].

These investigations were conducted in non-standard sgistenvironments. Mostly, ex-
perimental tools such as SIS were used for timing-driverclegnthesis — only Usami et
al. used a standard tool for this task — and state-of-th&sgit-level power optimization

was not considered to a realistic extent in any case. Howévercharacteristics of the
timing-driven synthesis, the strictness of the timing ¢asts, and the use of additional
power optimization techniques have a large impact on theuaitnaf available slack and,
thus, on the optimization potential. This motivates furtheestigation of the potential

101
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and the limitations of DSVS under varying timing constraiwithin a real-world synthesis
environment.

The second important characteristic of DSVS is the impatit®@thoice of supply voltages
on the power reduction [20, 113, 115, 124]. If the differebetweenVpp andVpp. is
small, then a larger number of cells may be operatééhgt in order to fully exploit the
available slack, but the power reduction per cell is smaNpb is much lower thaivpp,
the power reduction that can be achieved per cell is largeieler cells may be operated
atVppL. In other words, the total power reduction may be small,ezitfecause of a small
power reduction per cell or because of a small number of belilsg operated atpp,, if
VppL is made too large or too small, respectively.

Usually, an optimal/pp. exists for a given value &fpp. This optimum, however, depends
largely on the circuit to be optimized [20]. Today, the oniyokvn way of optimizing
VppL is to carry out DSVS for various values ¥fp, and choose the value that leads to
the largest power reduction. This can be a very time consgiraimd costly procedure,
particularly in a state-of-the-art logic synthesis enmirent, where a full characterization
of the standard-cell-library at all the possible value¥gi, is required.

The methodology and the tools used may have an impact on #et ealue of the opti-
mal Vpp. for a specific circuit subject to specific constraints. Hoarethe facts that the
power reduction due to DSVS depends on the choice of supgigges, and that usually
an optimalMppL can be found for a giveVipp, can be considered independent of method-
ologies and tools. For this reason, an expensive re-irgaggtin of this characteristic does
not appear to be reasonable and is, therefore, not partostidy. Instead, a single pair
of supply voltage values has been chosen for all experinagmts® simple and inexpensive
estimation method is used for judging the quality of thisicko

7.2 Benchmark Circuits

Various combinational and sequential benchmark circuatgelserved as test cases in the
experiments described in this chapter. These circuits baea taken from the so-called
MCNC benchmark sét MCNC today is the legal name of the former Microelectronics
Center of North Carolina. Using circuits from this benchknaet for the evaluation of
logic synthesis techniques makes the results more compdmielated work.

The circuits are distributed in the form of EDIF (Electromesign Interchange Format)
gate-level netlists. The original netlists contain cedlsan from a generic library that comes

1The MCNC benchmark set originally contained ten combimatidenchmark circuits. These circuits
were used in conjunction with the 1985 International Synmypaon Circuits and Systems, and were there-
fore called ISCAS’85 benchmark circuits. In the followingars, the benchmark set has been updated and
extended several times. The latest release was used imotiojuwith the 1993 MCNC International Work-
shop on Logic Synthesis (IWLS'93). The benchmark set islalld from the Collaborative Benchmarking
Laboratory (CBL) at North Carolina State University [23].
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with the benchmark set. In this work, a subset of circuits lesn translated from the
generic library to the DSVLO025 synthesis library.

Some information on the complexity, the timing and the fiorality of these circuits is
given in Tables 7.1 and 7.2. In these tables, the circuit dexipes are stated in terms
of upper limits for the number of gates. The delay values teetioe shortest possible
critical path delays. These complexity and performancédiare reached if the circuits are
synthesized subject to the strictest timing constrainte descriptions of the functionality
of the circuits have been extracted from the documentafidimeobenchmark set.

The circuits that formed the original ISCAS’85 benchmark(sgarked with an asterisk in
Table 7.1) appear to reflect the characteristics, i.e. thiengration potential, of the entire
collection of circuits with reasonable accuracy. Therefohese circuits have been chosen
as a representative subset in some of the investigatioogstied hereafter.

Input vectors and expected output vectors for each cirecaidestributed with the bench-
mark set. This makes gate-level simulation for verificatipawer analysis, and power
optimization possible, despite a lack of detailed inforimabn each circuits’ functionality.

Furthermore, applying the provided input pattern rendeesrésults more comparable to
the results of related work.

7.3 Technology, Library, and Operating Conditions

The benchmark circuits have been mapped to the DSVL025 sgisthibrary introduced
in Section 6.5.1. The library is based on STAROELECTRONICS 0.25 um CMOS tech-
nology (HCMOS?7) with a threshold voltaye of 0.5 V. The two supply voltageép and
VppL have been set to 2.5V, which is the nominal supply voltageHerHCMOS7 tech-
nology, and 1.8V, respectively. In order to limit the libyaharacterization effort, all other
operating conditions have been set to nominal values inmtbik.

7.4 Optimization Strategies and Constraints

Single and dual supply voltage power optimization. Three different strategies that have
been used for optimizing the benchmark circuits are degict&igure 7.1. Each strategy is
divided into two phases: the timing-driven synthesis (STERnd the power optimization
(STEP 2x). In the first and the second strategy (see left addlencolumns in the figure),
the original designs (START) are first optimized under delay area constraints (STEP
1A). Power optimization is not enabled and only one supplyage is used. The result
of this first phase is a set of timing- and area-optimized S&édevel netlists. When
clock voltage scaling is to be used in the DSV power optinnrastep, it must already be
enabled in the timing-driven synthesis because of its gieiampact on the performance.
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Inputs | Outputs| No. of gates Delay in ns Function
alu2 10 6 < 444 > 1.86 ALU
alu4 14 8 <1238 > 1.29 ALU
apex6 135 99 <912 >0.90 logic
apex7 | 49 37 < 375 > 0.85 logic
b9 41 21 < 189 >0.41 logic
c432) 36 7 < 243 >1.95 priority decoder
c499" 41 32 < 310 > 1.74 error correcting
c880" 60 26 < 524 >1.54 | ALU and control
c1355%) 41 32 < 270 > 1.86 error correcting
c1908" 33 25 < 383 > 2.67 error correcting
c26707 | 233 140 <718 >1.57 | ALU and control
c354@" 50 22 < 1316 >3.30 | ALU and control
c531%") 178 123 <1703 > 2.48 ALU and selector
c6288" 32 32 < 3790 > 8.96 16-bit multiplier
c7552) 207 108 <1917 > 2.42 | ALU and control
dalu 75 16 < 880 > 1.60 ALU
des 256 245 < 4167 > 1.79 data encryption
i10 257 224 < 2449 > 3.27 logic
i5 133 66 < 497 >0.71 logic
lal 26 19 < 150 > 0.48 logic
my_adder| 33 17 < 378 >1.17 adder
pair 173 137 <2091 >1.43 logic
rot 135 107 <911 > 1.28 logic
terml 34 10 < 306 >0.78 logic
vda 17 39 < 898 > 0.93 logic
x1 51 35 < 408 > 0.52 logic
X3 135 99 < 1004 > 0.90 logic
x4 94 71 <541 > 0.78 logic

Table 7.1: Selection of combinational MCNC benchmark étecuThe circuits contained
in the early ISCAS’85 benchmark set are marked with an at@ri
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Inputs | Outputs| No. of cells| No. of FF | Delay in ns Function
bigkey | 262 197 < 3968 224 >1.51 | key encryption
clma 382 82 < 10104 33 > 4.33 bus interface
mmda 7 4 < 228 12 >1.82 minmax
mm30a| 33 30 < 2086 90 >7.81 minmax
multléa| 17 1 < 353 16 > 2.40 multiplier
s344 9 11 < 228 15 > 1.24 4-bit multiplier
s349 9 11 < 198 15 > 1.30 4-bit multiplier
s382 3 6 < 203 21 > 1.15 controller
s444 3 6 < 201 21 > 1.23 controller
s526 3 6 < 249 21 > 1.18 controller
s641 35 24 <278 19 > 1.42 PLD
s713 35 23 < 316 19 >1.42 PLD
s$820 18 19 <362 5 >1.44 PLD
s$832 18 19 <410 5 > 1.50 PLD
s1196 14 14 < 658 18 > 1.52 logic
s1488 8 19 < 757 6 > 1.48 controller
s1494 8 19 <793 6 >1.51 controller
s9234.1| 36 39 <1151 135 >211 logic
s38417| 28 106 < 12906 1465 >3.71 logic
sbc 40 56 < 849 27 >1.29 bus controller

Table 7.2: Selection of sequential circuits from the MCN@djenark set.

This means that level-converting flip-flops have to be usstead of their high voltage
counterparts. In the second phase, SSV or DSV power opfilmzéSTEP 2A or STEP
2B) subject to the same delay constraints as in the initrahty-driven synthesis are carried
out. Note that, in this work, DSV power optimization (STEP)2Beans simultaneous use
of DSVS and SSV techniques.

Global supply voltage scaling (GSVS). When the highest performance is not required,
GSVS can be used as an alternative to DSVS under relaxedgticoinstraints (see Sec-
tion 4.2). In Section 7.5.5, these two optimization strege@re compared. This compar-
ison is based on a number of experiments where GSVS has be@daaut as depicted
in the rightmost column in Figure 7.1. In this third stratetgye timing-driven synthe-
sis (STEP 1B) is subject to strict but not necessarily thietest delay constraints. The
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START original design
& , & &
STEP 1A V I V STEP 1B V
constrain timing (strict or relaxed) constrain timing (strict)
constrain area constrain area
disable VDDL disable VDDL
en—/disable clock voltage scaling disable clock voltage scaling
synthesize synthesize
& l iy o
STEP 2B V STEP 2A V ! V
I
keep timing constraints keep timing constraints : (STEP 2A)
constrain power constrain power :
enable VDDL keep VDDL disabled v
re—synthesize re-synthesize STEP 2C V
(DSV pwr. opt.) (SSV pwr. opt.) reduce VDD as long as the
relaxed timing constraints are met
(GSVS)

Figure 7.1: Timing and power optimization strategies.

dynamic power consumption of the resulting timing- and arpamized SSV implemen-
tations is then minimized using power-driven SSV logic sgsis (STEP 2A). The same
strict delay constraints are specified in these two syndtstgps. Finally, the global supply
voltage is lowered as far as possible without violating #laxed timing constraints (STEP
2C). Since the final result of GSVS is an SSV implementatidockcvoltage scaling is
generally disabled in this strategy.

Constraints. High performance is a common objective in IC design. Thesfpower
optimization subject to the strictest or moderately retatimning constraints is a realistic
task. However, even if strict timing constraints are imgbse a complex sequential design,
usually the majority of combinational blocks therein ar@+woitical. Thus, relaxed timing
constraints can be considered typical of purely combinatisub-circuits.

In the experiments discussed in this chapter, the shortesstile critical path delays of
all circuits have been determined by timing-driven synithasing zero-delay constraints.
In the case of sequential circuits, these values have beshassconstraints in the power-
driven logic synthesis. In another series of experimehesconstraints have been relaxed
to 1.2 times the shortest possible delays. This means thaitpuential circuits have been
optimized under the strictest and under moderately reléir@idg constraints. In the case
of purely combinational circuits, the critical path deldnzs/e been constrained to 1.2 times
the shortest possible delays in most cases. In some expegsnaelditional more or less
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relaxed constraints have been specified, i.e. the delays lesn constrained to 1.1, 1.2,
1.35, and 1.5 times the shortest possible delays. Thus,dimbioational circuits have
generally been subject to relaxed timing constraints.

The area and dynamic power constraints have been set taiap® the cost function gives
priority to timing over power and to power over area, the poa@sumption has been
optimized without degrading the performance and the arsablkan minimized without
increasing the delay or the power consumption.

7.5 Optimization of Combinational Circuits

7.5.1 Single and Dual Supply Voltage Power Optimization

The power consumption of all 28 combinational benchmarkuiis listed in Table 7.1

has been optimized, firstly, using state-of-the-art potreren logic synthesis (SSV power
optimization) and, secondly, using the DSV logic synthesethodology, i.e. DSVS com-
bined with SSV optimization. The timing constraints havermenoderately relaxed to 1.2
times the shortest possible critical path delays. The tesué summarized in Table 7.3.

The second column shows the power reduction achieved thi88Y power optimization.
Compared with the results of timing-driven synthesis, tigsanic power consumption has
been reduced by 18% on average and by up to 33% in the bestai®&b). Note that,
although the initial timing-driven synthesis has not ir#d explicit power optimization,
the power has indirectly been optimized along with the arBais can be seen from the
results of experiments where area constraints have beettednfiom the timing-driven
synthesis (see Table B.1 in the appendix).

The third column of Table 7.3 shows that the average powerctezh has increased from
18% to 23% due to DSVS being used in addition to SSV power opation. In the best
case (x3), DSVS has increased the power reduction from 238%

In the fourth column, the dynamic power consumption afte¥@gtimization is compared
with the power consumption after SSV power optimizationother words, the numbers
indicate the additional benefit of DSVS. On average, the p@easumption is 7% lower
when DSVS has been used. In the best case (x3), the improvéaeheen 20%.

7.5.2 Comparison with Related Work

Obstacles to a comparison with previously published resut. As mentioned in Sec-
tion 5.3, Usami et al. used the CVS method on submodules adu&areal applications
designed in different technology generations. In any csechoice olVpp_ was care-

fully optimized. A state-of-the-art synthesis tool wasdisar the timing-driven synthesis.
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Paynafter ...| SSV pwr. opt. | DSV®) pwr. opt.] DSVS CVS
comp. with ... before pwr. opt. after SSV pwr. opt.
alu2 -15% -16% -1% +0%
alu4 -15% -16% -3% -1%
apex6 -21% -29% -10% -8%
apex7 -19% -26% -8% -9%
b9 -19% -23% -5% -3%
c432 -18% -21% -3% +0%
c499 -18% -20% -2% +0%
c880 -12% -22% -12% -4%
c1355 -33% -33% +0% +0%
c1908 -17% -23% -1% -6%
c2670 -21% -23% -3% -2%
c3540 -17% -21% -5% -1%
c5315 -18% -28% -12% -9%
c6288 -8% -14% -6% -2%
c7552 -8% -16% -9% -5%
dalu -20% -22% -3% +0%
des -12% -15% -6% -3%
i10 -21% -32% -14% -11%
i5 -19% -26% -5% -6%
lal -18% -20% -2% -2%
my_adder -15% -22% -13% -7%
pair -21% -29% -9% -8%
rot -23% -35% -13% -12%
terml -14% -18% -5% -1%
vda -11% -12% -1% +0%
x1 -19% -20% -1% -2%
x3 -23% -38% -20% -11%
x4 -23% -30% -12% -8%
avg. -18% -23% -T1% -4%

Table 7.3: Optimization of combinational benchmarks. iCaitpath delays set to 1.2 times
the minimum.®) DSV power opt. includes both DSVS and SSV optimization.
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However, according to the slack distributions, the timingstraints were excessively re-
laxed in most cases and state-of-the-art power-driverc legnthesis was not part of the
methodology. Thus, the circumstances were very differarhfthis work, which makes
a judgment on the published results and a direct quangtativnparison with the results
obtained using the methodology proposed in this work imipess

Yeh et al. applied the Gscale algorithm to combinational MECibeEnchmark circuits that
were subject to moderately relaxed timing constraints.hls tespect, the characteristics
of DSVS were investigated under similar conditions to thisgdg. The technology and
the choice of supply voltages, however, were different. fiiméng-driven logic synthesis
was carried out using the experimental SIS package, whidstéo produce netlists that
exhibit large amounts of slack even if the strictest timimgn&traints are specified (see
Section 7.5.3), and the SSV reference designs were notigetinfor power using state-of-
the-art logic-level techniques. Therefore, a direct comnspa of the published results with
the results obtained using the methodology presentedsrstiady is not possible.

In the most recent work by Chen et al., the DVPO algorithm wsedufor optimizing
combinational MCNC benchmark circuits under strict andxetl timing constraints. The
technology generation and the voltages were different ftiois work. Particularly, the
choice of\pp, was carefully optimized for each individual circuit. An iiogpant observa-
tion is that, after timing-driven logic synthesis using 8I& package, the circuits exhibited
significantly more slack than after timing-driven syntlsassing state-of-the-art tools (see
Section 7.5.3). Finally, the SSV designs that served asamfes were not optimized using
state-of-the-art power-driven logic synthesis. For thessons, the results published by
Yet et al. are also not suitable for a direct comparison.

Comparison of results using CVS as a reference. A fair comparison with related work
requires that all relevant aspects, such as the selectmrcafts, the timing constraints, the
technology and the library, the supply voltages, and theofiséate-of-the-art power opti-
mization techniques, be taken into account. For this reabenCVS algorithm explained
in Section 6.1 has been implemented in such a way that it fitsstire synthesis environ-
ment used in this work. The CVS algorithm has been chosenwiorréasons. The first
reason is its simplicity, which makes an integration int® éxisting synthesis environment
possible. The second reason is that other researcherslyndshect al. and Chen et al. also
used CVS as a reference.

The CVS algorithm has been applied to the SSV power optimizeabinational bench-
mark circuits. Column five of Table 7.3 shows that the addaigower reduction due to
CVS has been only 4% on average and 11% at most, which is sigmiffy less than what
has been achieved using the novel DSV logic synthesis melbgylproposed in this work.

Yeh et al. applied their Gscale algorithm to a set of circthist includes those listed in
Table 7.3 except for c1908 and c6288. For these 26 circudgsal® yielded an average
power reduction of 20%. On the other hand, even the CVS dlgoryielded an average
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power reduction of 12% in the experiments carried out by Yedl.eas opposed to 4% in
this study. Chen et al. obtained very similar results whexy tipplied the DVPO and CVS
methods to a different set of benchmark circuits. This lalifference, i.e. 4% as opposed
to 12%, is the result of different basic conditions underchHDSVS has been used.

As mentioned before, Yeh et al. used DSVS in the form of theaésand CVS algorithms
directly after timing-driven synthesis without precedf®§V power optimization. In order
to make the results of this study more comparable to thoskspeld by Yeh et al., the CVS
algorithm has been applied to the said subset of 26 bencharatkts again. This time,
the SSV power optimization has not been carried out beforedledthese circumstances,
an average power reduction of 7% — the value increases to 884 wafea constraints are
omitted from timing-driven synthesis — has been achieved T&ble B.2 in the appendix).
This is due to the optimization potential being larger diseafter timing-driven synthesis.
The additional 4% to 5% power reduction reported by Yeh atah. be attributed to the use
of SIS for timing-driven synthesis. The SIS package appeagsnerate circuits that exhibit
larger optimization potential than the output of stataked-art tools (see Section 7.5.3).

The above arguments do not provide a direct comparison leattee results included in

this chapter and those published by Yeh at al. and Chen eeakrtheless, the comparison
of CVS used in the different synthesis environments rewbalgnportant differences in the
conditions under which DSVS has been performed. This glgars the published values
of about 20% power reduction achieved through Gscale and@ME perspective.

7.5.3 Analysis of the Optimization Potential
7.5.3.1 Effectiveness of DSVS and Gate Sizing

The two most important power optimization techniques usethé DSV logic synthesis
methodology are DSVS and gate sizing. Both techniques wédsgack against power
consumption. In contrast to gate sizing, the applicabitypSVS is constricted by the
level conversion issue, as explained in Section 5.1. Thezefate sizing can be expected
to be more effective than DSVS. This is confirmed by the datargin Table 7.4.

Column two indicates that, on average, 64% of all cells im2B8& power optimized bench-
mark circuits are of minimum size. The numbers in columngehaind four show that
voltage scaling has been applied to 21% of all cells, and stimiblow voltage cells have
minimum size as well. This means that gate sizing has bedarped, while DSVS has
been used primarily when gate sizing has left slack unetiliz

As explained in Section 3.5, gate sizing minimizes the ciigagower consumptioRcap
by reducing the gate input capacitan€&s and, hence, the node capacitaigqe (see
Equation 2.21). The interconnect capacita@gg is not affected. Consequently, signifi-
cant power savings through gate sizing can be expected fahly gate input capacitances
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Amount of cells with

min. size low voltage both avg.Cint/Co
alu2 57% < 1% < 1% 0.6
alud 61% 1% 1% 0.8
apex6 67% 41% 37% 0.8
apex7 68% 29% 29% 0.5
b9 49% 29% 26% 0.4
c432 37% 8% 8% 0.3
c499 59% 0 0 0.4
c880 59% 29% 28% 0.5
c1355 81% 0 0 0.4
c1908 72% 25% 25% 0.5
c2670 72% 9% 9% 0.7
c3540 69% 7% 7% 0.8
c5315 76% 39% 38% 1.0
c6288 47% 3% 3% 1.0
Cc7552 2% 12% 12% 0.9
dalu 71% 6% 6% 0.8
des 53% 24% 21% 1.1
i10 84% 52% 52% 1.1
i5 73% 40% 35% 0.6
lal 56% 17% 17% 0.4
my_adder 73% 23% 21% 0.4
pair 70% 32% 31% 0.9
rot 82% 48% 56% 0.7
terml 52% 6% 5% 0.4
vda 31% 1% 1% 0.6
x1 53% 8% 8% 0.5
x3 71% 66% 58% 0.8
x4 79% 27% 27% 0.6
avg. 64% 21% 20% 0.7

Table 7.4: Properties of combinational benchmarks afte¥ p&ver optimization. Critical
path delays set to 1.2 times the minimum.
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account for a significant portion of the total node capacarhe rightmost column of Ta-
ble 7.4 confirms that this is true for the benchmark circletdized in the 0.25um CMOS
technology. On average, the ratio@j; to Cg is 0.7. In other words, the gate input capac-
itances are dominant which favors relatively large poweuotions through gate sizing.
The effectiveness of DSVS does not depend on the said capeeitatio, as can be seen
from Equation 5.5. This perception motivated an analysisitofre scenarios that has been
published in [77]. Using a simple node capacitance modepaendiously published device
and interconnect scaling roadmaps, the ratio of intercoinzegacitances to device capac-
itances is predicted to increase in future technology geiwars. If this projection comes
true, gate sizing will become less effective in favor of DSVS

The above capacitance analysis is based solely on the iafmmmavailable in the synthesis
library. Thus, the interconnect capacitance values aneronlgh estimates. However, these
are the parameters that actually drive the logic synthesisgss and, hence, determine the
quality of the synthesis results.

Strictly speaking, gate sizing not only reduces the gatatioppacitance€g but also the
diffusion capacitance€pg. However, the latter are typically not explicitly modeled i
synthesis libraries and, hence, do not affect the synthesidts. For this reason, the above
analysis has been restricted to the gate input and inteecbicapacitances.

7.5.3.2 Slack Analysis

A comparison of the data in column three of Table 7.4 and caltour of Table 7.3 reveals
some correlation of the power reduction due to DSVS with timlper of cells operated at
VppL. If the number of low voltage cells is large, the power reductends to be large as
well (e.g. i10, rot and x3), while a small number of low vokacglls usually yields little
power savings (e.g. alu2 and vda). However, the power remuct not strictly propor-
tional to the number of low voltage cells, since differeniiseften make quite different
contributions to the total dynamic power consumption (eg.adder and rot). Sometimes
even power reductions can be observed although the numbewaofoltage cells is zero
(e.g. c499). This is due to some logic restructuring takifage during the DSV power
optimization. A question that cannot be answered on theslmighis data is the question
of which parameters determine the number of low voltagescell

Since the idea of DSVS is to trade off slack against dynamwegpooa possible measure of
the optimization potential is the amount of available slaElgure 7.2a shows the results
of a slack distribution analysis of all 28 combinational blemark circuits before power

optimization (see also [78]). The analysis procedure thathleen used is as follows. For
every gate in every netlist, the longest path running thinaihgit gate is determined using
static timing analysis. The slack of this longest path isthgsigned to the respective gate.
In the remainder of this document, this analysis procedureferred to as the type-1 slack
analysis. In Figure 7.2a, the slack distribution is demidtethe form of a histogram with
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Figure 7.2: Type-1 slack distribution analysis after tigrariven synthesis: (a) results for
28 benchmark circuits; (b) results for 14 benchmark ciscteproduced from [20].

the percentage of cells (gates) on the vertical axis andl#o& sormalized to the timing
constraint, i.e. the largest acceptable critical pathydglay, on the horizontal axis. The
horizontal axis is divided into seven intervals with ingeg width from left to right (from
smaller to larger slack). The normalized slack values dnathin the figure denote the
upper limits of the intervals. The height of the bars is prtipoal to the number of gates
that have been assigned a slack value from the respectuoleistarval.

A similar analysis was carried out by Chen et al. on a seledfd 6 combinational bench-
mark circuits after timing-driven synthesis subject to sfiéctest timing constraints [20].
From the results, which are reproduced in Figure 7.2b, Chexh. @oncluded that there
was a large potential for power reduction using DSVS becatidee large number of non-
critical cells. From a comparison of the two bar graphs, heseit is evident that, in

the experiments discussed in this chapter, the benchmatktsi have been more critical.
Moreover, the average normalized slack, a parameter us€héew et al. for quantifying

the optimization potential, has been 0.164, as opposed3®10dn the work by Chen et
al. Consequently, there has been less potential for poelasdrade-off. Since the timing
constraints used by Chen et al. were even more strict thamsnork, this discrepancy
must be accredited to the capabilities of the tools usedifioing-driven synthesis (see
Section 7.5.2), rather than the constraints.

As mentioned in Section 5.3, Usami et al. also publishedkslatributions for the modules
to which they applied DSVS. Although the analysis proceduas slightly different than
that used here — they counted the number of paths with a cemaount of slack instead
of the number of gates — the results show that the timing caings were far from being
strict. Although Yeh et al. did not carry out a slack disttibn analysis, the following three
arguments suggest that the optimization potential wadaina, if not larger than, that in
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Figure 7.3: Slack statistics for 28 combinational benchsiafa) results of type-1 slack
analysis and (b) results of type-2 slack analysis beforegp@ptimization (left bar), after
SSV power optimization (middle bar), and after DSV poweilimjation (right bar).

the work by Chen et al. Firstly, both groups used the same(&i&) for timing-driven
synthesis. Secondly, as opposed to Chen et al., Yeh et akeckthe timing constraints
somewhat. Finally, both groups obtained similar resultemthey used CVS as a reference
in their design environments.

The above discussion of slack distributions reveals ongorefor DSVS being less effec-
tive than promised by other researchers when used in asftdbe-art design environment:
the use of commercial synthesis tools and realistic timmgstraints results in relatively
small amounts of slack. Another important aspect is thenskte use of SSV power opti-
mization, particularly gate sizing, as part of the DSV logynthesis methodology in this
study. The discussion at the beginning of this section haady shown that DSVS is pri-
marily used for exploiting slack that has been left unutitioy gate sizing. Hence, a slack
distribution analysis carried out after SSV power optirtimagives a better impression of
the optimization potential left for DSVS.

In Figure 7.3a, there are three bars associated with eack slterval. In each group
of three bars, the left bar corresponds to the situatiorr &fteng-driven synthesis, the
middle bar represents the results of SSV power optimizadod the right bar describes
the situation after DSV power optimization. From the grapltan be ascertained that
SSV power optimization has significantly increased the remolbcritical cells and, hence,
reduced the optimization potential. As a result, the ineeda the number of critical cells
during DSV power optimization has been comparatively small

It should be noted that in the type-1 slack analysis theiogisins arising from the level-
conversion issue are ignored. As discussed in Sectionte Bupply voltage of non-critical
gates cannot be reduced if there is at least one criticaircéfle fan-out which must be
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operated at the higher supply voltage. In order to take thesaccount, the slack analysis
can be modified as follows. For every gate in the netlist,tygéack analysis is recursively
used on all gates in its fan-out. The slack of the most ctifasaout gate is then assigned to
the gate under consideration. In other words, every gateeimeétlist is considered equally
critical as the most critical gate in its fan-out. This arsidyprocedure is named type-2
slack analysis in this study. Figure 7.3b shows the restitgpe-2 slack analysis for the

28 combinational benchmark circuits. From this graph, &en more evident that supply
voltage scaling can be applied only to a small number of cells

7.5.3.3 Prediction of Potential Power Savings

The two different types of slack distribution analyses dgsed in the previous paragraph
can give only a first impression of how critical a circuit ishél'slack of a cell is a local
criterion which is not sufficient to decide whether voltagalsg is actually applicable to
that cell. A quantitative prediction of the power savingguiees a more complex analysis
procedure that evaluates not only the slack but also theka#lay increment that must be
expected to result from a reduction of the supply voltage oflaand all its fan-out cells.
For this purpose, the PSEM introduced in Section 6.3 has theezloped here.

In Figure 7.4a, the actual power reductions achieved thr@@VS as a part of the DSV
logic synthesis methodology (filled circles) and throughSCdiamonds) on the 28 com-
binational benchmark circuits are compared with the vataésulated from Equation 6.12
(solid line). The PSEM has been used for determining the peaxgng indexPSXfor each
individual circuit. Three important conclusions can bevardrom the figure. Firstly, the
existence of a correlation between the param@&Xand the actual power savings is con-
firmed. Secondly, the results of CVS track the predictioryweell. This results from the
restriction of both algorithms to DSVS as a standalone agtititon method, which means
that the structure of the logic is invariant. Thirdly, the D#gic synthesis methodology
typically yields better results than predicted. This caraberedited to the use of DSVS
in combination with a number of logic transformations (sdefer 3). These transfor-
mations can help improving the optimization potential f@\5 while the optimization is
in progress. The mechanisms implemented in the PSEM canadicpthe effect of these
transformations, which explains the relatively large d&en of the actual power savings
from the linear interpolation, i.e. from the dashed line igufe 7.4a.

The PSEM can be applied to an existing SSV gate-level netiistout the need for a
DSV library. The only requirements are the availability atatic timing analyzer, a power
analysis tool, and a conventional SSV library that has begng- and power-characterized
at the nominal supply voltagéyp. This facilitates a prediction of the effectiveness of
DSVS for specific modules before spending the effort of dgwelg a DSV library. The
current implementation of the PSEM, however, works only eambinational circuits.

Figure 7.4b shows the predicted average power reductiaimé?8 combinational bench-
mark circuits as a function ofpp.. This analysis has been conducted using the PSEM.
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Figure 7.4: Application of the power savings estimationmet(PSEM): (a) quantitative
analysis of the optimization potential of individual ciitsuand comparison with results of
DSV logic synthesis and CVS; (b) estimated average poweictexh for 28 combinational

benchmark circuits as a function \ghp .

Obviously, the optimal/pp,. can be expected between 1.5V and 1.8V, where the depen-
dence of the power reduction &fpp. is relatively weak. The analysis confirms that the
value of 1.8V, which has been used in this study, is reasgrdie to the optimum. More-
over, the analysis illustrates that the PSEM could also indipding the optimal choice of
VppL prior to the characterization of the DSV standard cell lijpra

7.5.4 Consequences of Varying Delay Constraint Strictness

In Section 7.5.1, the optimization of numerous benchmartudis under relaxed timing
constraints has been discussed. In those experimentsjrtimg tconstraints have been
moderately relaxed to 1.2 times the shortest possibleatigath delay$cmin. In another
series of experiments, a subset of ten combinational beadtsnnamely the ISCAS’85
benchmarks, has been optimized under varying timing cainststrictness, i.e. the critical
path delays have been setto 1.1, 1.35, and 1.5 times the omm{tghin). The results can be
seen in Figure 7.5a. Note that in this figure, just as in Taldetlie results of SSV and DSV
power optimization are compared with the power consumgigfore power optimization,
while the results of DSVS are compared with the power consiampfter SSV power
optimization. The figure contains average values for theobétn circuits. Results for
individual circuits can be found in Tables B.3, B.4, and Bi3he appendix and in [76].

The power reduction due to DSV power optimization increasethe timing constraints
are relaxed (see uppermost curve in Figure 7.5a). Starmg ffelatively strict constraints,
the power reduction increases at a high rate first, and, thre the constraints are relaxed,
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Figure 7.5: Effectiveness of SSV optimization, DSV logim#esis (incl. SSV tech-
niques), and DSVS as a function of critical path delay forAS@5 benchmarks: (a) power
reduction as a function of the normalized critical path ge{h) impact of the delay on the
number of minimum size and low voltage cells in the final DS\piementations.

the smaller becomes the rate at which the power reductiorases. This characteristic is
primarily determined by the similar characteristic of tHe\Spower optimization, which
is an integral part of the DSV optimization (see middle cyirvehis behavior can be ex-
plained as follows. If the constraints are relaxed starfiogn a relatively strict level, a
large portion of the additional slack created thereby caeXpoited for power reduction
through gate sizing. If the constraints are relaxed si@gftiom a less strict level, many cells
have minimum size already before the relaxation. Consdtyi@nsmaller portion of the
additional slack created can be exploited by gate sizings ddm be seen from Figure 7.5b,
where the number of minimum size cells increases at a daglirdte as the timing con-
straints are relaxed. The numbers of minimum size, low geltand minimum size low
voltage cells for individual circuits can be found in TabléEn the appendix.

The opposite behavior can be observed in the case of DSVSIdaee curve in Fig-
ure 7.5a). The smaller the portion of the additional slacgl@ked by gate sizing, the
more slack is left to be utilized by DSVS. Therefore, the poveeluction increases at an
increasing rate as the timing constraints are relaxed. Gwerlcurves in Figure 7.5b show
that the number of low voltage cells actually increases ainareasing rate as the tim-
ing constraints are relaxed. These two curves also confirat tvis been said in the first
paragraphs of Section 7.5.3 about the effectiveness ofntbedchniques: almost all low
voltage cells have minimum size, which implies that DSVSssdiprimarily if no further
improvement can be achieved through gate sizing.
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7.5.5 Comparison with Global Supply Voltage Scaling

Circuits that are not subject to the strictest timing caists can be optimized by means of
power-driven SSV or DSV logic synthesis under the actualxed timing constraints for
operation at the nominal supply volta¥ep, as discussed in Sections 7.5.1 and 7.5.4. Al-
ternatively, the GSVS approach explained in Sections 4d27ah can be used for dynamic
power optimization.

Scaling the supply voltage globally from the nominal vallig, down to a lower value
Vbpp increases the delay by a factor of-Jo. With Equation 2.15, this can be expressed as

At Y/ Voo =V \ ¢
=D _1- DDp( ob t) =p . (7.1)
tp Voo \ Vobp —M

Equation 5.10 witlpscset to zero leads to the following conservative estimath@power
reduction achievable through GSVS:

den

=1- (My (7.2)

Vbp

In a number of experiments, the delay and the power consomptithe ISCAS’85 bench-
mark circuits have been analyzed for global supply voltages5V and 1.8V using the
high and low voltage subsets of cells from the DSVL025 lipprédtrhas been observed that
the critical path delays have been about 35% larger at therlowitage, i.e.p is equal
to 0.35. With this result an®; equal to 0.5V, it follows from Equation 7.1 thatis 1.46
for this technology. The dynamic power consumption of threwsts has been about 50%
lower at 1.8V, which agrees well with the estimate obtaimedifEquation 7.2.

The amount of global voltage reduction is maximized if tretdat possible implementation
of acircuitis used as the starting point for GSVS. Therefora first set of experiments, the
ISCAS’85 benchmark circuits had been synthesized and SSipoptimized under the
strictest timing constraints before the supply voltageldesen scaled down to the minimum.
This strategy is named GSVS (I) in this study.

In Figure 7.6, the results of GSVS (I) and DSVS are depictachirig constraints of 1.2,
1.35, and 1.5 times the shortest possible critical pathydetteve been chosen for this
comparison. This corresponds poeequal to 0.2, 0.35, and 0.5, respectively. paequal

to 0.2 and 0.5, the target voltagéspp have been calculated from Equation 7.1 and the
expected power consumption after GSVS has been derivedthemower consumption of
the SSV power optimized fastest implementations of theugsaising Equation 7.2. Fagr
equal to 0.35, the target voltayygpp is 1.8 V, as mentioned above, and GSVS has actually
been carried out using the low voltage subset of cells framTx8VL025 synthesis library.
The cell area associated with GSVS is always the same asftiat 8SV power optimized
fastest implementations. The power consumption and thares of the circuits after SSV
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Figure 7.6: Comparison of DSVS with two different GSVS sttaés for ISCAS’85 bench-
marks: (a) power and (b) area of DSVS- and GSVS-optimizezits compared with the
results of SSV power optimization under relaxed constsaint

power optimization under relaxed constraints using the inahsupply voltage of 2.5V
have been used as reference values in this comparison. Te §jows average values
for all ISCAS’85 benchmark circuits. In addition, in Figufea, the ranges of values from
the best to the worst cases are marked by means of error baesdéfailed results for
individual circuits can be found in Tables B.7, B.8 and B.®ha appendix and in [76].

For a critical path delay of 1.2 times the shortest possiblayd DSVS has led to an average
of 6% lower power consumption than SSV power optimizatiar. GSVS, a target supply

voltage of 2.0V has been determined. Under these circumstaicSVS is expected to

result in 6% higher power than SSV power optimization. Albe, effectiveness of GSVS

appears to be extremely circuit dependent. In the worst, ¢asgower consumption has
been up to 45% larger after GSVS than after SSV power optiinizaln the best case, the

power has been 24% lower after GSVS. As shown in Figure 7héxcell area is generally

much larger for GSVS optimized circuits; the area penaltylheen 38% on average.

In the second case, where the critical path delays have leaxed to 1.35 times the
shortest possible delay, GSVS with a target value of 1.8 Viédso 4% lower power on
average. Obviously, the average effectiveness of GSVSrtasased compared with the
previous case, where the timing has been more strict. Hawigve still lower than that
of DSVS, which has yielded 7% power reduction on averageo Alsere is still a large
variation of the individual results. In the worst case, tbe/pr consumption has been 38%
larger, while, in the best case, it has been 34% lower after&J he area penalty has
increased to 46% on average.

In the third case, i.e. for critical path delays 1.5 timegdarthan the minimum delays, a
minimum supply voltage of 1.6V has been determined for GSMt& average power re-
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benchmark circuits.

duction due to GSVS has been 20% as opposed to 12% due to D&&&emendous vari-
ation of the individual results can still be observed andafea penalty has again slightly
increased compared with the second case.

These results show that the effect of GSVS on individualiisds less predictable than that
of DSVS. For relatively strict constraints, the GSVS (lastgy is inferior to DSVS (and
even to SSV power optimization) regarding both the powesaarption and the area. The
effectiveness of both GSVS and DSVS increase as the timingt@nts are relaxed, with
the effectiveness of GSVS increasing at a higher rate. Tlegarding the average power
reduction, GSVS is advantageous in the case of extremelyeadltiming constraints. For
DSVS, at a fixed supply voltage, less strict timing constsaiasult in smaller circuits. The
area of the circuits optimized using the GSVS strategy, Wewés always equal to the area
of the fastest possible implementation. Therefore, GS\#8ltgin larger circuits and the
area penalty increases as the timing constraints are telaxe

A closer look at the relation between cell area and delayigs@n improved GSVS strat-
egy. As can be seen in Figure 7.7, the fastest possible ingpigtions of the ISCAS’85
benchmark circuits are about 60% larger than the smallesstilple implementations. This
is due to massive logic parallelization and gate up-sizioguaing during logic synthe-
sis subject to the strictest constraints. As the timing tangs are relaxed, the total cell
areaA decays rapidly first and then slowly converges to its mininAyy,. The large area
overhead that can be observed in the case of the strictesgtoonstraints compared with
slightly relaxed constraints brings about a power overhieatlargely detracts from the ef-
fectiveness of GSVS. This implies that somewhat relaxiegithing constraints during the
initial timing-driven synthesis and the SSV power optinti@aa might improve the results
obtained from GSVS. This strategy is denoted GSVS (ll) is Htudy

The above argument is confirmed by the results of GSVS (It)ateincluded in Figure 7.6.
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Gate type: | INV | BUF | NAND | AND | NOR| OR | XNOR | XOR

min. | 30% | 30% | 30% | 30% | 0% | 0% 0% | 10%
Atp/tp | max. | 60% | 60% | 70% | 50% | 60% | 50% | 60% | 60%
avg. | 50% | 40% | 50% | 40% | 30% | 30% | 40% | 40%

Table 7.5: Relative gate delay increment due to aggravaidg bffect in the dual power
rail layout scheme. The minimum and maximum values have bbsarved at different
corners of the characterization parameter space, i.@rdiff values fotr andCpoge

In these experiments, GSVS has been applied to circuitsligibptimized for critical
path delays of 1.1 times the shortest possible delays. Thualaiming constraints for
the final implementations have been set to 1.35 times thdesdigrossible delays. The
detailed results can be found in Table B.10 in the appendie. ddvantage of this strategy
is obvious. Although the supply voltage has been reduceg wwnR.0V as opposed to
1.8V for GSVS (I), the average power reduction compared BBV power optimization
under the actual relaxed constraints has increased frono42@% and there is much less
variation. In the worst case, the power reduction has beear#4in the best case, 30% has
been observed. This strategy makes GSVS superior to DSV&wader range of timing
constraints; the reason is the smaller area overhead ofld8fyas opposed to 46% using
GSVS (D).

7.5.6 Impact of Layout Concepts on Logic Synthesis

Low voltage cells suffer from performance degradation dweggravated body effect, when
the n-wells of both low and high voltage cells are tied to thee potential. This problem
arises in the dual power rail layout scheme, as explaine@ati& 5.4. In order to investi-
gate the possible impact of this effect on the results of D&)yd synthesis, the DSVL025
synthesis library has been re-characterized with the artkinals of the p-channel tran-
sistors in the low voltage cells connectedMsy instead ofVpp.. The numbers included
in Table 7.5 show that the delay of different types of gatesfthe DSVLO025 library in-
creases by up to 70% and 30% to 50% can be considered typiba.eXtra delay must
be expected to reduce the number of low voltage cells, thtracang from the possible
power savings.

The modified synthesis library has been used for optimiziegcbomplete set of 28 combi-
national benchmark circuits again. The results of thesemx@nts — details can be found
in Table B.11 in the appendix — show that the number of cellsrated aVpp, has ac-

tually decreased significantly under the circumstancetaegd above. On average, only
15% of all cells are operated at the lower voltage as oppas@d% in the case without
the aggravated body effect. The power savings have alseakss but the effect is less
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notable. This is most likely due to a reduction of the shanttst currents due to increased
threshold voltages, which compensates partly for the lbsamacitive power savings. The
average power reduction due to DSVS has been 6% as opposéditotiie case without
the aggravated body effect.

Although the degradation of the effectiveness of DSVS is fegnificant than expected, it
is large enough to eliminate the advantage of the smalleepowerhead in the dual power
rail layout scheme compared with the split-row layout st@#lensequently, according to the
results published by Yeh et al. (see Section 5.4), a poweheael of as much as 5% of the
power consumption of a corresponding SSV implementatid200t of the power savings
achieved in the pre-layout design phase must be expecteshrlglthis overhead is not
negligible, particularly in view of the true effectiveneslsDSV logic synthesis discussed
in the preceding sections.

7.6 Optimization of Sequential Circuits

7.6.1 Single and Dual Supply Voltage Power Optimization

The set of 20 sequential MCNC benchmark circuits (see Taldelas been optimized
under the strictest delay constraints. The results are surned in Tables 7.6 and 7.7.

The second column of Table 7.6 shows the power reductiorntmbeen achieved using
only state-of-the-art SSV power optimization technigu€mpared with the results of
timing-driven logic synthesis, the dynamic power consuoiphas been reduced by 7% on
average and by 12% at the most (mm30a, multl6a, s1196). diogpto the numbers in
the third column, the average power reduction has incre@asetPbo due to DSVS and SSV
power optimization being used simultaneously. In the basecDSVS has increased the
total power reduction from 4% to 21% (s38417). In the foudlumn, the dynamic power
consumption after DSV optimization is compared with theawc power after SSV power
optimization, i.e. the additional benefit of DSVS is showrheTaverage power reduction
due to DSVS has been 4%. In the best case, the improvemenekaslii% (s38417),
and in the worst case DSVS has not led to any additional poggeration at all (mult16a,
s1488). In three out of 20 cases, significant power savingsat than 10% have been
achieved (s820, s832, s38417) through DSVS.

In the rightmost column, the total cell area after DSV opgation is compared with the
total cell area after SSV optimization. On average, the aesaincreased by 3%. This
is due to the larger area of the level-converting flip-flop$ie Targest area overhead has
been observed for s9234.1 and s38417 where, firstly, a largdber of level-converting
flip-flops has been used (see rightmost column of Table 7 d,)satondly, a large portion
of all cells have been flip-flops (see Table 7.2).
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Payn after Cell area
SSV pwr. opt. | DSVO pwr. opt. DSVS
comp. with before pwr. opt. comp. with after SSV pwr. opt.

bigkey -3% -4% -1% -1%
clma -1% -2% -1% +0%
mm4a -10% -12% -2% +10%
mm30a -12% -18% -6% +10%
multl6a -12% -12% +0% +0%
s344 -8% -10% -2% -1%
s349 -1% -6% -5% +1%
s382 -5% -8% -3% +0%
s444 -9% -11% -2% +0%
s526 -3% -4% -1% +0%
s641 -7% -12% -6% +4%
s713 -11% -13% -3% +1%
s820 -2% -12% -10% -5%
s832 -8% -20% -14% -6%
s1196 -12% -17% -5% +6%
s1488 -8% -8% +0% +0%
$1494 -11% -11% -1% +0%
$9234.1 -6% -14% -8% +15%
38417 -4% -21% -17% +28%
sbc -11% -12% -1% +0%
avg. -T1% -11% -4% +3%

Table 7.6: Optimization of sequential benchmarks subgettte strictest timing constraints.
“)DSV power optimization includes both DSVS and SSV technique

The data in columns two to three of Table 7.7 confirms what leas lnbserved already in
the case of combinational benchmark circuits: gate siamgenerally more effective under
the given circumstances and has been preferred to DSVS.aftee fechnique has been
used primarily for exploiting slack that could not be udzby gate sizing.

Both types of slack distribution analysis have been carmgidbefore and after SSV and
DSV power optimization. A comparison of the diagrams in FFegi7.3 and 7.8 reveals that
there has existed a significantly smaller amount of slackénsequential benchmark cir-
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Amount of gates with Amount of FF with
min. size low voltage both low voltage | lev. conv.
bigkey 22% < 1% < 1% 0 0
clma 12% < 1% < 1% 0 27%
mm4a 47% 1% 1% 0 50%
mm30a 43% 9% 7% 11% 68%
multl6a 63% 1% 1% 0 0
s344 26% 1% 1% 0 0
s349 36% 4% 2% 0 13%
s382 27% 2% 1% 5% 5%
s444 45% 2% 1% 10% 0
s526 30% 0 0 0 0
s641 42% 16% 15% 5% 16%
s713 48% 11% 10% 11% 5%
s820 31% 11% 10% 0 0
s832 42% 10% 10% 0 0
1196 56% 13% 12% 6% 50%
s$1488 31% 7% 6% 0 0
$1494 34% 2% 2% 0 0
$9234.1 31% 11% 10% 5% 30%
38417 34% 12% 9% 17% 70%
sbc 52% 5% 5% 0 0
avg. 38% 6% 5% 3% 17%

Table 7.7: Properties of sequential benchmarks after DSMep@ptimization under the
strictest timing constraints.

cuits that have been subject to the strictest timing comsgravVioreover, for the non-power-
optimized sequential circuits, an average normalizedksth®.107 has been determined
by means of type-1 slack analysis; the corresponding valuéhe non-power-optimized
combinational circuits is 0.164. This explains why both S8M DSV power optimization
have been less effective in this case.

The same circuits have been optimized under moderatelya@kaming constraints, i.e. the
critical path delays have been constrained to 1.2 timediteest possible delays. This has
created additional slack, as the diagrams in Figure 7.9 sAovaverage normalized slack
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Figure 7.8: Slack statistics for 20 sequential benchmarkgest to the strictest constraints:
(a) results of type-1 slack analysis and (b) results of @mack analysis before power
optimization (left bar), after SSV power optimization (rdid bar), and after DSV power
optimization (right bar).

of 0.179, which is close to the slack of the combinationalwats subject to the same timing
constraint strictness, has been determined by means ofitgfsek analysis before power
optimization. The larger slack has enabled larger poweingavdue to SSV and DSV
power optimization, as can be seen from the results preséni@ble 7.8. The total power
reduction achieved through DSV power optimization hasdaased significantly in every
single case. The average value has increased from 11% to P38denefit of DSVS has
increased from 4% to 8% on average. Power savings of morelifarhave been observed
in seven out of 20 test cases. For a few individual circuits,ldenefit of DSVS has been
smaller under moderately relaxed constraints than in tlse o more strict constraints
(s349, s820, s832). In these cases, the SSV optimizatibnitpees have made even larger
contributions to the total power savings.

The cell area overhead has been 8% on average as opposed to 89 &trictest con-
straints. This increase is the result of a larger number w#l{eonverting flip-flops, as
indicated by the numbers in the rightmost column of Table T8 other data included in
this table prove that the larger slack has actually allowedencells to be scaled to min-
imum size and more cells to be operated at the lower supptagelwhich explains the
increased effectiveness of both SSV power optimization@8U'S. Again, almost all low
voltage cells have minimum size, which indicates that DS\4S been used where gate
sizing has left slack unutilized.
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Figure 7.9: Slack statistics for 20 sequential benchmaukgest to moderately relaxed
constraints: (a) results of type-1 slack analysis and (blilte of type-2 slack analysis
before power optimization (left bar), after SSV power opzation (middle bar), and after
DSV power optimization (right bar). Critical path delays s®1.2 times the minimum.

7.6.2 Feasibility of Clock Voltage Scaling

The sequential benchmarks have been synthesized and pgdimgain under moderately
relaxed timing constraints, i.e. the critical path delaggenbeen constrained to 1.2 times
the shortest possible delays. This time, the designs haye freepared for clock voltage

scaling by disabling high voltage flip-flops throughout timtire design process from the

initial timing-driven synthesis to the final DSV power optaation.

The level-converting flip-flops used in these experimente ferger clock-to-output delays
and larger setup times (see Section 6.5.2) and, hencedirtiecextra delay into all paths.
Because of this extra delay, it has been impossible to mesirtiing constraints in nine
out of 20 test cases. Some characteristics of the elevennemaircuits are summarized
in Tables 7.10 and 7.11.

Columns two to four of Table 7.10 contain parameters thaeapm Equation 5.12 and,
hence, determine the overall effectiveness of clock veltsgaling. These parameters are
the relative contributions of the clock netwolR), the combinational parts of the circuits
(Pcomn and the sequential elementdy) to the total dynamic power consumpti&gy.
The amount of minimum size cells in relation to the total nemabf cells is given in the
fifth column. This is regarded as a measure of the degree wgaite sizing has been used
for power reduction. The numbers in the sixth column degdniwv many level-converting
flip-flops each circuit contains and the data in the rightnoodéimn shows the areseq
occupied by sequential elements in relation to the totdlezebA. This information helps
in explaining the area overhead caused by clock voltagescal
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Payn after Cell area
SSV pwr. opt. | DSVO pwr. opt. DSVS
comp. with before pwr. opt. comp. with after SSV pwr. opt.

bigkey -17% -20% -4% +2%
clma -21% -25% -5% +2%
mm4a -18% -25% -8% +14%
mm30a -22% -35% -17% +16%
multl6a -15% -23% -10% +14%
s344 -10% -22% -13% +13%
s349 -15% -17% -2% +2%
s382 -8% -13% -6% +7%
s444 -10% -22% -13% +7%
s526 -12% -15% -4% +3%
s641 -13% -19% -7% +9%
s713 -16% -22% -8% +9%
s820 -18% -21% -5% +1%
s832 -22% -23% -2% +0%
s1196 -24% -33% -12% +9%
s1488 -25% -29% -6% +0%
$1494 -24% -27% -4% +0%
$9234.1 -6% -20% -15% +25%
38417 -5% -22% -18% +28%
sbc -18% -23% -6% +5%
avg. -16% -23% -8% +8%

Table 7.8: Optimization of sequential benchmarks undereratdly relaxed timing con-
straints. Critical path delays set to 1.2 times the minimU#DSV power optimization
includes both DSVS and SSV techniques.

Table 7.11 describes the effect of clock voltage scalinghenpower consumption and the
cell area. Columns two to four show the changes in the totahnyc power, the power

consumed by the combinational parts of the circuits and tveep consumed by the se-
quential elements. These parameters also appear in Equalia and, hence, determine
the effectiveness of clock voltage scaling. The next twaigwis describe to which degree
the additional delay introduced by the level-converting-flops has increased the com-
plexity of the circuits and reduced the number of minimune gates. This data explains
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Amount of gates with Amount of FF with
min. size low voltage both low voltage | lev. conv.
bigkey 72% 1% 1% 0 0
clma 35% 2% 2% 0 64%
mmda 74% 11% 11% 8% 50%
mm30a 72% 35% 32% 32% 58%
multl6a 78% 19% 19% 0 50%
s344 71% 4% 4% 0 27%
s349 73% 5% 4% 0 7%
s382 71% 6% 6% 5% 14%
s444 80% 17% 12% 19% 14%
s526 77% 2% 2% 0 10%
s641 63% 18% 17% 16% 26%
s713 76% 22% 20% 21% 26%
s820 67% 10% 10% 0 0
s832 72% 7% 7% 0 0
1196 79% 38% 36% 22% 56%
s$1488 71% 26% 23% 0 0
$1494 76% 15% 15% 0 0
$9234.1 44% 14% 13% 5% 55%
38417 43% 14% 10% 19% 65%
sbc 69% 28% 24% 4% 26%
avg. 68% 15% 13% 6% 27%

Table 7.9: Properties of sequential benchmarks after DS¥epoptimization under mod-
erately relaxed timing constraints.

the increase in the power consumed by the combinationa pathe circuits. Finally, the
number of level-converting flip-flops and the total cell aoarhead are shown in the two
rightmost columns. All the values in this table, except fog humber of level-converting
flip-flops, have been calculated in relation to the charattes of the DSV implementa-
tions with high voltage clocks. An important parameter thas not been included in this
table isAP;k/Pck, Which describes the power savings in the clock network.s Tactor
has been roughly 0.5 in all test cases which agrees with {hectd value calculated from
Equation 5.10.
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Pe | Peomp | Pseq | Numberof | Numberof | Ageyq

Payn | Fayn | Fayn | min. size gates lev.-conv. FF| A
bigkey | 6% | 78% | 16% 68% 0 22%
clma 5% | 88% | 7% 35% 64% 6%
mmda | 5% | 77% | 18% 69% 50% 34%
mm30a| 4% | 89% | 7% 68% 58% 31%
multléa| 5% | 74% | 21% 2% 50% 33%
s641 8% | 69% | 23% 57% 26% 35%
s1196 | 3% | 89% | 8% 7% 56% 18%
s1488 | 2% | 91% | 7% 71% 0 4%
s1494 | 1% | 93% | 6% 75% 0 4%
s9234.1| 28% | 31% | 41% 38% 55% 50%
s38417| 36% | 33% | 31% 38% 65% 50%

Table 7.10: Characteristics of sequential benchmark itgreuth high voltage clocks.

The effect of the clock voltage scaling technique on thd thtaamic power consumption
is very different for different circuits. In the two best eas(s9234.1, s38417), power
savings of 21% to 27% have been achieved. Five other cir(elit|a, mm30a, mult16a,
s641, s1196) consume roughly the same power as they do witloak voltage scaling. In
the four remaining test cases (bigkey, mm4a, s1488, s14®tk voltage scaling has led
to significant power overheads of up to 35%.

The first thing to notice is that the level-converting flipgtohave not directly created any
power overhead. On the contrary, the dynamic power consampf all sequential ele-

ments has generally been reduced, as the numbers in thie é@liimn of Table 7.11 show.

The power overheads are solely due to restructuring of thebamational logic and gate

up-sizing.

The different factors that determine the overall effegi®®s of clock voltage scaling can be
explained using Equation 5.12 and the data given in TablEsahd 7.11. In the two best
cases (s9234.1, s38417), the clock network and the seglel@ments account for about
70% of the total dynamic power consumption. Therefore, thegy reductions of 50% in
the clock network and 10% to 20% in the sequential parts otttoaits predominate any
power overhead in the combinational parts (10% for s384TIWg result is large overall
power savings. The area overhead is moderate in these twes bagause the circuits
contain many level-converting flip-flops even if clock vgéascaling is not used. Thus,
the number of additional level-converting cells that hagerbinserted in order to facilitate
clock voltage scaling is relatively small.
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APdyn | APgomp | APseq | Number of cells | Numberof | ap

Payn | Feomb | Pseq | total | min. size| lev.-conv. FF| A
bigkey | +33% | +52% | -23% | +3% -47% 100% +43%
clma | £0% | +5% | -22% | +1% -10% 100% +4%
mmda | +13% | +23% | -13% | +3% -3% 92% +15%
mm30a| +t0% | +5% | +0% | -1% +2% 2% +3%
multléa| +2% | +9% | -10% | +16% | +12% 100% +22%
s641 -2% +9% | -23% | +24% -2% 79% +35%
s1196 | +2% | +4% | -10% | -4% -15% 67% +2%
s1488 | +24% | +29% | -22% | +6% -14% 100% +20%
s1494 | +35% | +40% | -22% | +8% -36% 100% +25%
s$9234.1| -27% | -2% | -20% | +5% -5% 89% +16%
s38417| -21% | +10% | -10% | +1% -5% 81% +8%

Table 7.11: Characteristics of sequential benchmark itgr@iter clock voltage scaling.
All numbers are in relation to the characteristics of the Di8¥lementations with high
voltage clock. The only exception is the amount of levelvating flip-flops which is in

relation to the total number of flip-flops.

In the two cases with the largest power overhead (bigkey4)jl14he sequential elements
account for much smaller portions of the total dynamic povi&ren more important are
the small contributions of the clock networks of only 6% afd. 1This makes the power
savings that have been achieved in this part of the circintest negligible. On the other
hand, there are huge power overheads of 52% and 40% in theratobal parts of the
circuits, which explains the large overall power overheddsese overheads are primarily
due to gate up-sizing, as indicated by the significantly naimounts of minimum size
gates. In both cases, many additional level-convertingfitips have been inserted. This
explains the tremendous area overhead observed for theteieomed bigkey. In the case
of the circuit named s1494, the area overhead is somewhd#esiecause the area occu-
pied by the sequential elements is small compared with tta¢ ¢ell area. The overheads
observed for mm4a and s1488 can be explained similarly.

In all other cases, the power savings in the sequential partgensate for the relatively
small overheads in the combinational parts, while the p@aeings in the clock networks
are negligible. Thus, the overall effect of clock voltagalsw is negligible in these cases.

These experiments have shown which parameters deternaredféctiveness of the clock
voltage scaling approach. The important results are thewolg. Firstly, level-converting
flip-flops are often more power efficient than their convemtiocounterparts. Secondly,
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large power savings can be expected if primarily the clodkwaek but also the sequential
elements make large contributions to the total power copsiom Thirdly, the primary
cause of power overheads is gate up-sizing in the combmaltparts of the circuits. To a
certain degree, the overheads are also due to more comptexrmational logic. Finally,
the area overhead depends on the portion of the total cellareupied by sequential ele-
ments and on the number of additional level-convertingffps that have to be inserted
in order to facilitate clock voltage scaling.

It should be noted again at this point that the analysis ptesldn this section covers only
those aspects of clock voltage scaling that are visibleerptie-layout design phase. Other
issues such as the clock skew and latency can only be addrdsseg the clock tree
synthesis in the layout synthesis phase.

7.7 Comments

This is the first time that DSV power optimization at the lolgicel has been demonstrated
to work in a conventional ASIC design environment. The rsspitesented in this chapter
prove the general feasibility of the proposed methodolagy show that its effectiveness
is superior to that of a previously published reference rtligim.

Because of the extensive use of state-of-the-art timind-power-driven logic synthesis
with the inevitable consequence of limited slack, the nssiib not feign an unrealistically
large benefit of DSVS. In fact, this study reveals the fundaaddimitations of DSVS at
the logic level. The use of DSV logic synthesis should gdhele restricted to circuits
that are subject to the strictest or to moderately relaxaéht constraints. In the case
of largely relaxed constraints, it is usually better to @perthe entire circuit at the lower
supply voltage. Since the average power savings that haae digserved are below 10%
and, according to the current standard of knowledge, themomplex DSV layout must
be expected to cause a power overhead of up to 5% of the tatahtlg power consumption
or 20% of the pre-layout power savings, DSV logic synthesausd be further restricted
to selected modules that have an optimization potentidlatelve average.

An important characteristic of logic synthesis is the rungniime as a function of the com-
plexity of the optimization problem. Important parametéesermining the problem com-
plexity are the size of the circuit to be synthesized and tmalver of cells in the library.
When the proposed DSV logic synthesis methodology is usedduration of a single
power optimization run is usually longer than in statefo#-aart power-driven logic synthe-
sis because of the increased number of cells in the librarthd experiments discussed in
this chapter, up to 50% longer running times (24% on average? been observed, which
is considered a moderate penalty.






Chapter 8

Application to an Embedded
Microcontroller

8.1 Digital Color Camera on a Chip

The LmDvp is a digital color image processor based @TINNAL SEMICONDUCTOR'S
16-bit CompactRISC (CR16) processor. The chip has beegmissito operate with A-
TIONAL SEMICONDUCTOR s family of CMOS image arrays. In such a configuration, it
provides a complete color camera solution for digital vided still imaging applications.
A typical system configuration is depicted in Figure 8.1.

The highest level of the LmDvp design hierarchy is compogddwr functional units: the
image processing subsystem, the CompactRISC microctertenibsystem, the video bus
controller, and the system management unit (see Figure 8.2)

UART

~«—— cell phone
memory |- -

USB personal
LmDvp ~ ™| computer

CMOS CCIR
image |- >~ 656 | video/TV
sensor “|(NTSC/PAL)

Figure 8.1: LmDvp in a color camera system environment.
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Figure 8.2: Simplified block diagram of the LmDvp chip.

Theimage processing subsysterronsists of the following four submodules:

Image preprocessor In this module, the raw image data from the image sensor isiczgh
and preprocessed.

Digital color processor This module is responsible for various types of color cdroeg
color conversion, and similar operations.

Video bus manager This module provides an interface taNONAL SEMICONDUCTOR' S
Video Bus (NVB) and a CCIR656video output supporting NTSC (National Televi-
sion Systems Committee) and PAL (Phase Alternation by Lioiehats.

Compression unit In this unit, JPEG (Joint Photographic Experts Group) casgion of
video and stillimage data is carried out.

The CompactRIS@nicrocontroller subsystemhas been designed around the CR16 pro-
cessor core and is responsible for house keeping, peripharsagement, and so forth. It

LI TU-R Recommendation BT.656. Interfaces for digital comguat video signals in 525-line (e.g. NTSC)
and 625-line (e.g. PAL) television systems. The Consukafiommittee for International Radio (CCIR) was
a predecessor organization of ITU-R.
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accounts for about one half of the circuitry on the LmDvp chijl the experiments dis-
cussed in this chapter have been carried out within this Gig&&m environment. There-
fore, the microcontroller subsystem is described in motaibi@ the next section.

Thevideo bus controller provides access to the external memory for both the video pro
cessing subsystem and the microcontroller subsystem.

Finally, thesystem management unitnanages the chip initialization, the clock generation,
and the power management.

8.2 The CR16 Microcontroller Subsystem

The modular concept of the CompactRISC family of procesandsperipheral modules al-
lows the design of embedded microcontroller subsystemgafioous types of applications.
Important real-world examples of such applications areyb&ard and power management
controller for notebooks and information appliances, a DEDigital Enhanced Cordless
Telephone) handset baseband controller, a Bluetooth dadetontroller, and the digital
color image processor (LmDvp), which has served as a testinabe work discussed in
this chapter.

The microcontroller subsystem implemented on the LmDvp btlas been designed around
its central component, the 16-bit CompactRISC processarCR16. Besides this proces-
sor core, there are numerous peripheral modules, as demckgure 8.3. Some of these
peripherals are listed hereafter:

 12C (Inter Integrated Circuit) bus master/slave

» Microwire/SPI (Serial Peripheral Interface)

e USART (Universal Synchronous/Asynchronous Receivam$mitter)
 general purpose I/0 (GPIO) module

* timer

* interrupt controller

* input wake up module

» USB (Universal Serial Bus) controller

« serial debug interface (SDI)

* DMA (direct memory access)

« core bus controller (CBC)



136 8 APPLICATION TO AN EMBEDDED MICROCONTROLLER

| |
110 [ [ i \
L USB : peripheralbus ' | CR16
w | . controller | core module
| | l |
‘:::::::::::::‘ 7777777777777
|
| 1 |
— e Interupt o < core bus arbiter
| controller ! "
. | 3
————————————— ‘ - o
o | L & : i
| microwire I 0 o . chip select unit
| - g (csv)
o ____ | (]
‘r 777777777777 | Q
| | : memory
o . .| businterface |_ "

unit (BIV)

CR16 microcontroller subsystem

Figure 8.3: Simplified block diagram of the CR16 microcohlé&iosubsystem.

peripheral bus controller (PBC)

* instruction cache

bus interface unit (BIU)

boot ROM (read only memory)

RAM (random access memory)

These modules communicate via two different on-chip busBas core bus is a high-speed
bus that can be used to connect performance-demandingdusitd the central processing
unit (CPU) such as on-chip memory, DMA channels, and addfi@oprocessor units.
The peripheral bus is a simple, lower-speed bus for less déimg peripherals such as
timers, Microwire, USB, or interrupt controller. The twodses are interconnected via the
peripheral bus controller module.

In this work, the LmDvp CR16 subsystem has been simplifiecbtwsist of only its very
essential components, which are the CR16 core, the corerbiisrathe chip select unit,
and the bus interface unit. In this reduced system, only tR&8Ccore module has been
synthesized down to the gate level, while RTL Verilog modelge been used for all other
modules. Clearly, the CR16 processor core is the key conmionghe CompactRISC
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microcontroller subsystem. Therefore, it was an obvioussiten to focus on the core
module in this work. The CR16 core is described in more detdhle next section.

8.3 The CR16 Processor Core Module

The CompactRISC family of processor cores has been spdgifisigned to meet the

requirements of typical embedded systems. As opposed tegsors that are developed
to serve as CPUs in workstations or personal computersegsoc cores that will be used
in application specific embedded systems do not have to limiapt to achieve the high-

est possible performance. The key criteria that have dtiverdevelopment of the Com-

pactRISC architecture are the following:

* provide suitable performance to meet embedded applicageds

* low cost

* low power consumption

 support on-chip memory with priority over external memory

» small code and data size

* low design complexity and small die size

* portability/synthesizability
The CompactRISC architecture has been developed to béokeédam 16 to 64 bit, with
a common high-level language development and debug emegnhprovided for all de-

rivates. In this work, the 16-bit version named CR16 haseskias a test case for the
investigation of DSV logic synthesis issues.

8.3.1 The CR16 Architecture

Although its name implies that the concept of reduced ims$ibn set computers (RISC)
has been adopted in the development of the CompactRISCyfafnirocessor cores, the
architecture really is typical of processors from the gOE2C/RISC era, where the two
originally quite different concepts of CISC (complex ingttion set computer) and RISC
have converged. Today, practically all commercial prooessombine elements of both.

The CR16 implements a simple load/store instruction seighwtonsists of approximately
50 instructions and supports the following five addressiogles:
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REGISTER The operand is the content of a register.
IMMEDIATE The operand is a constant encoded in the instructions desplent field.

RELATIVE The operand is located in the memory; the address is the stime abntent
of a register and a constant encoded in the displacement field

FAR-RELATIVE The operand is located in the memory; the address can berdeést
from the contents of two registers and a constant encodduidisplacement field.

ABSOLUTE The operand is located in the memory; the address is a carstaoded in
the displacement field.

Memory can be accessed only through load/store and a snrmaberof bit manipulation
instructions. All of the other instructions operate on tbatents of registers or on constant
values encoded in the instruction word. This makes theuno8tn set somewhat RISC-
like. However, as opposed to pure RISC machines, the irigirutength is not fixed —
it can be 2, 4, or 6 bytes — and not all instructions can be dégdcm one clock cycle.
Also, the data width is variable and can be 8, 16, or 32 bitalynthe CR16 provides a
relatively large number of internal registers, which isiadggpical of RISC-like load/store
architectures. Details of the register set are given inféi@..

A shallow three-stage integer pipeline is used for coneurpgocessing of instructions.
With this pipeline, the CR16 can fetch one instruction whileultaneously decoding a
second and executing a third instruction. In the first pipesitage, an instruction is fetched
from the memory. The instruction is then passed to the sestag®, where it is decoded.
The decoded information is subsequently used by the coeiyal for generating the sig-
nals required for controlling the data-path in the thirdystethe instruction execution stage.

As can be seen from Figure 8.5, the data-path is composed cédister file containing the
registers described before, the arithmetic logic unit (AL&barrel shifter, and a hardware
multiplier for fast 16-bit integer multiplication. Durintpe execution of different types of
instructions, the following actions are taken. In the cds@ithmetic or logic instructions,
the ALU, the multiplier, or the shifter computes the resuitsich are then written to the
destination register. For load and store instructionsAthid computes the memory address
and the shifter aligns the data as necessary. For load atistng, the operand is then
read from the memory and stored in the destination regstafe, for store instructions,
data is transfered from the selected register to the menhome case of branch or jump
instructions, the ALU computes the target address and ssiblia the program counter
(PC), which is actually one of the registers in the register fi

In order to resolve any dependencies between consecusivadtions, the following policy
is strictly followed during program execution. The CR16cfeds an instruction only after
all previous instructions have been completely fetchedoAdlata read and write operations
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23 0
31 ] program counter (PC)
interrupt stack pointer (ISP) 15 0
user stack pointer (USP) RO
interrupt base register R1
15 0 R2
proc. stat. reg. (PSR) R3
config. reg. (CFG) R4
23 0 general R5
31 ] debug base register (DBS) purpose R6
debug control register (DCR) registers R7
] debug status register (DSR) RS
compare address register 0 (CARO) R9
compare address register 1 (CAR1) R10
31 R11
R12
R13
31 0
return address pointer (RA)
stack pointer (SP)
Figure 8.4: The CR16 register set.
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Figure 8.5: Block diagram of the CR16 core module architectu
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associated with one instruction are carried out only afteteda read and write operations
associated with previous instructions have been completed

The simplicity of the instruction set, the shallow pipeliaed the absence of floating point
units result in reduced design complexity which directhnslates to low power, small die
size, and low cost. The variable instruction length and dadigh assure efficient use of the
usually limited amount of on-chip memory space.

The CR16 core module is available as a synthesizable RTlogadDL description, which
makes it portable to various technologies and adaptabldfeoeht performance require-
ments.

8.3.2 Clock Gating

The concept of local clock gating, which has been introdunegection 3.4, is used in the
CR16 core for deactivating functional units in the dataapahen they are not needed for
the execution of a certain instruction. The necessary aoable signals are generated by
the instruction decoder. The clock gating strategy has Ineeteled in the RTL Verilog
HDL code. If necessary, it can be disabled by means of a swyitttie HDL code.

8.3.3 Design for Testability

The task of determining whether chips are fully functiorsahighly complex and can be
very time-consuming. However, when faulty chips pass arraperly designed test, they
can cause system failures and enormous difficulty in sysedsughing resulting in tremen-
dously increasing cost. For these reasons, design fobbtkistdaas become an important
issue [55].

The objective of design for testability is to maximize cafitxbility and observability. The
controllability of a circuit is a measure of the ease or difig with which a specific signal
value can be established at each internal node by settingvak the primary input ports.
The observability is a measure of the ease or difficulty withol the signal value at any
internal node can be determined by observing the primamutytorts. The controllability
and observability can be improved by making internal nodegssible from the primary
inputs and outputs. This could be achieved by simply progidiirect access to internal
nodes via additional input and output ports at the expensgafficantly increased pack-
aging cost. A better concept is the scan test technique,eatherregisters in a sequential
circuit are used as control and observation points. Witlstiaa test technique, the testing
of a sequential circuit is reduced to the problem of testicgrabinational circuit.

Every sequential circuit can be partitioned into a combametl circuit and a set of registers.
In circuits designed for scan test, the registers are caadéc form a small number of long
serial shift registers, the so-called scan paths or scanghaing multiplexers at the input
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data input output
] combinational logic |
scan data
(shift in) ] 3
Q
1
3
Q
1
1 Q
scan output
scan enable -
(shift out)
CLK

Figure 8.6: Simplified structure of a scan-testable design.

pins of the registers, a mode selection signal, and one parimary input and output
ports per scan chain, as shown in Figure 8.6. For the sakemglisity, the following
explanations assume the existence of only one scan chain.

For scan testing, firstly, the circuit is switched to the taside, which configures the reg-
isters as one long shift register. Secondly, a test inpte stactor is shifted into the scan
chain. Thirdly, the circuit is switched to the normal modetfte duration of one clock cy-
cle with appropriate data applied to the data input portsalfy, the test mode is activated
again in order to shift the resulting state vector out of drerext test input state vector
into the scan chain.

Design for scan testability requires special flip-flops.r&tigp-flops allow one of two data
input pins to be selected using an input multiplexer and a steable input pin. For the
experiments on the CR16 core, low-voltage, high-voltagelavel-converting versions of
scan-D-flip-flops with asynchronous preset and reset pims been made available in the
DSVLO018 synthesis library, as discussed in Section 6.5.sé&likgp-flops have one non-
inverting functional output pin and one dedicated scan wim each. This is different
from the situation depicted in Figure 8.6 and is requiredafproper handling of the level-
conversion issue in DSV designs. Finally, in DSV designglleonverters must be inserted
in the scan chains wherever needed. The modified scan testfmdhat has been employed
in the experiments discussed in this chapter is shown inrEigLy.

Design for scan testability somewhat degrades the perfacenbecause of the additional
delay introduced by the multiplexers at the data input pfrie@scan-flip-flops. In spite of
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Figure 8.7: Concept of DSV design for scan-testability.

that, design for scan testability is standard for the desf@@ompactRISC microcontrollers
and has, therefore, been part of all experiments coverddsithapter.

8.4 Technology, Library, and Operating Conditions

The CR16 processor core has been mapped to an extendechverNaTIONAL SEMI-
CONDUCTOR S CMOSX-9 (0.18 um CMOS technology for 1.8V nominal supplytagk)
library, which is named DSVLO018 in this document. This exked library contains level-
converting flip-flops and additional low voltage (1.3 V) vierss of all conventional com-
binational and sequential cells. Two level-convertingenter and buffer cells have been
added to the library as well. However, in the experimentswdised in this chapter, these
cells have only been used where this is explicitly mentioriadbrder to limit the library
characterization effort to what is absolutely necessarly nominal operating conditions
have been considered in all experiments and investigatisesissed in this chapter. A so-
called custom wire-load model extracted from post-lay@aiaicbn the CR16 core module
realized in M\TIONAL SEMICONDUCTOR S CMOSS9 technology has been added for more
realistic wire load estimations. For more details of thagiesf level-converting flip-flops,
of library modeling issues, and of the content of the DSVLOk&ry see Section 6.5.
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8.5 Optimization Strategies and Constraints

The same basic design flow that has been used for optimizengghchmark circuits has
also been used in the experiments on the CR16 core modulieFmore, the optimization

strategies (see Figure 7.1) and constraints have beerasinlome aspects specific to
the CR16 design environment, however, had to be taken irdoust. These aspects are
discussed in the following sections.

8.5.1 Strategies and Constraints for Timing-Driven Synthsis

Before the timing-driven synthesis, the designer mustd#ewgihether to implement clock
gating or not. This special feature of the CR16 design cambbled or disabled by means
of a switch in the Verilog HDL source code (START in Figure)7.The implementation
of gated clocks should always be enabled unless there isrgasdn to do otherwise.

At the beginning of the actual synthesis process, the RTigdegescription (START) is
elaborated and a so-called wire-load model is assignecetdehign. The wire-load model
is used for estimating interconnect capacitances andaesss in pre-layout design phases.
Wire-load models are basically look-up tables that contfagnwire-length as a function of
the number of gate input pins driven by a net. This estimatiee-length is multiplied by

a capacitance or resistance per unit length in order tomhtaestimate of the interconnect
capacitance or resistance, respectively. For the expetgrdiscussed in this chapter, a
custom wire-load model has been used (see Section 8.4).

Next, the global target timing is specified. This includes thock period and delays as-
signed to the primary input and output ports. The input andutidelays reflect the charac-
teristics and requirements of the system the CR16 will beesldéd in. Furthermore, load
capacitances are assigned to the primary output portslly;iakhtiming constraints are lo-
cally removed from so-called false paths, i.e. paths thnaalgsolutely non-timing-critical
parts of the design such as software debugging supporitcircu

The CR16 core has been optimized subject to both strict dade® timing constraints.
The strictest timing constraints have been determined ineaative manner. First, the
timing constraints have been set to values that are tod &trlme met and logic synthesis
has been carried out. Next, the timing constraints have belemed depending on the
timing violations, and logic synthesis has been carriedagatin. These steps have been
repeated until the strictest timing constraints that cambthave been found. The relaxed
constraints have been set to 120% and 132% of the shortesibfgosritical path delay.
The second value denotes the shortest possible critical gedlay of an all-low-voltage
implementation of the CR16, i.e. the supply voltage can laescall the way down to
VppL if the delay is not more critical than this.

Besides timing constraints, generally, zero area comésraire specified in order to find
the smallest possible implementations. In the cost fundtat is effective during power
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optimization, timing has absolute priority over area, sattlwith these constraints, area is
minimized without sacrificing the performance.

After constraining the design, an appropriate subset ¢ d®lm the DSV synthesis library
is selected. For the initial timing-driven synthesis (STER?B in Figure 7.1), this subset of
cells contains high voltage cells while low voltage and lesanverting cells are disabled.
Only if clock voltage scaling is enabled, the level-convegtflip-flops must be selected
instead of the high voltage flip-flops. Clock voltage scalmgst be taken into account
already during timing-driven synthesis because of its ichpa the performance.

The following logic synthesis step (STEP 1A/B in Figure 7ré&3ults in a timing- and
area-optimized gate-level implementation of the CR16.cohe scan-flip-flops contained
therein — no other flip-flops are used — are automaticallynged in a predefined number
of scan chains. In this work, the number of scan chains hasyallween three.

8.5.2 Gate-Level Simulation and Power Analysis

Gate-level power analysis and optimization require dedlihformation on the switching
activities of all circuit nodes. This information can be aibed from gate-level simulation.

The selection of input pattern (stimuli) for the gate-lesghulation is an important task
with large impact on the quality of the power optimizatiordamalysis results. Especially
in the case of a general purpose microprocessor, this isdifigult since the switching
activities depend largely on the software which will evetiybe executed. The more the
designer knows about the application and the more regutasdftware and its execution
characteristics are, the better the optimization resuilisbe. In this project, the CR16
core module has been treated like any general purpose parcesice information on the
software that will be executed in the digital video procesystem was lacking.

A generic program comprising an intuitively chosen set adgzath and memory intensive
instructions has been created as input pattern for alllgad-simulations. The idea behind
this set of instructions is to generate switching eventiwitll parts of the CR16 core
module, thus, triggering power optimization for the entesign. As shown in Figure 8.8,
the program contains a number of essential instructiomsltied, store, bit manipulation
and arithmetic operations that frequently occur in reaiveare.

In most experiments, gate-level power analysis has beeedaut in the pre-layout design
phase. Interconnect capacitances have been estimate@ dagls of the custom wire-
load model mentioned before. Post-layout power analysssbie@n performed in a few
selected experiments, firstly, in order to evaluate thetivelaaccuracy of the pre-layout
power analysis (see Section 8.6.1) and, secondly, for theoge of a more realistic clock
tree analysis (see Section 8.6.4).
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.macro CHECKW val , regch, regadd #param: 1 const. , 2 regs.
cnmpw {val },{regch} #conp. const. value with content of
bne end_of test #first reg. and quit if not equal
addw $1, {regadd} #i ncrenent content of second reg.

.endm

storw r1,8(r0) #store content of reg. rl to nem
#dest. addr. = (content of r0Q) + 8

storw r1,9(r0)

storm $4 #store 4 regs. (r2-r5) to nenory
#dest. addr. = content of r1l

push $4,r1 #save 4 regs. (rl-r4) to prog. stack

cbitw $5,8(r0) #clear bit 5 at (content of r0) + 8

chitw $15,6(r0)

shitw $5,8(r0) #set bit 5 at (content of r0) + 8

shitw $15, 6(r0)

| oadw 0x001000, r2 #l oad fromnmem at 0x001000 to r2

| oadw 0x001002,r3

| oadw 0x001004,r4

| oadw 0x001006,r5

CHECKW $0x0123,r2,r7 #(see above)

CHECKW $0x4567,r3,r7

CHECKW $0x89AB, r4,r7

CHECKW $0xCDEE, r5,r 7

mul sw r10, (r3,r2) #mult. signed r10 by r2 and store
#result inr3 and r2

end_of test

Figure 8.8: Assembly language program used as stimulusterlgvel simulation.

8.5.3 Strategies and Constraints for Power Optimization

The strategies that have been used for optimizing the posvesummption of the CR16 core
module can also be found in Figure 7.1. Single and dual sumiisige power optimization
(STEP 2A and STEP 2B respectively) have been performed tagenitial timing-driven
logic synthesis. The timing constraints have been the saméase that have already
been effective in timing-driven synthesis. Note that DSWpboptimization (STEP 2B)
includes simultaneous SSV power optimization.

In the case of relaxed delay constraints, GSVS has beeredastit as an alternative to
DSV power optimization. The procedure that has been usezlibdrasically the same as
the one described in Section 7.4. The RTL design has beehesinéd subject to strict
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timing constraints (STEP 1B), followed by conventional S@Mver optimization (STEP
2A) and GSVS (STEP 2C).

The dynamic power constraints have always been set to zerelcost function, which
is effective during power optimization, timing has abselptiority over power and power
has absolute priority over area, so that, with these cansdtgoower is optimized as far
as possible without degrading the performance and areanisnized without sacrificing

power and performance.

8.6 Results

8.6.1 Analysis of a Typical CR16 Implementation

The CR16 core module has been synthesizeddao®NAL SEMICONDUCTOR S 0.18 ym
technology (CMOS9) for operation at a nominal supply vadtagp of 1.8V (see Sec-
tion 8.4). Performance has been given highest priority #ing, the primary objective has
been to minimize the clock period. This has been accomplitlyemeans of an iterative
synthesis strategy as discussed in Section 8.5.1. Folgptvencommon standards for CR16
implementations, the module has been prepared for scafséesSection 8.3.3) and gated
clocks have been enabled for dynamic power reduction (set#8e3.3.2).

Timing and power characteristics. The results of the timing-driven synthesis subject
to the strictest timing constraints (STEP 1A/B in Figure)bath before and after place
and route are summarized in Table 8.1. Obviously, the powesumption of the core
module has been underestimated in pre-layout gate-lewegpanalysis. This is due to
the shortcomings of wire-load-model-based interconnagpacitance estimation. It is also
worth noting that only two additional driver cells have béeserted into the clock network
during clock tree synthesis in the layout design phase. mb&ns that most timing require-
ments have been met by proper sizing of the clock gating elesribat already existed in
the clock network in the pre-layout design phase.

The distribution of the total dynamic power consumptionnesn different sections of the
CR16 core module is shown in Figure 8.9. The data has beemuetsl by pre-layout
gate-level power analysis. At the top level, the data paph ¢dn be identified as the main
power consumer. It accounts for more than 60% of the totahya power consumption
while the bus state machine (bsm), the execution state mad¢ksm), and the instruc-
tion fetch, decode and displacement unit (queue, qu) tegeitcount for only 35%. The
data-path can be further divided into the program count&y, gpme debug circuitry (dbg)
and the data-path core (core). The latter mainly consisthefegister file (rf) and the
arithmetic units, i.e. the ALU (alu), the barrel shifter lipsand the multiplier (mul). The
data-path core consumes almost 90% of the total dynamicrpoviiee data-path. Finally,
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Pre-layout analysis Post-layout analysi

Voltages and timing:
supply voltage Vbp
clock voltage Vbbp

clock period 9.9ns

Dynamic power (not optimized):
Payn 2.81 mW 4.40 mW
Peik 0.16 mW 0.31 mwW
I:)clk/l:)dyn 6% 7%

Number of cells:
total (comb./FF) 14038/1319
clock driver/gating cells 115 117

Table 8.1: Performance, power consumption and complexigytgpical SSV implemen-
tation of the CR16 processor core.

a very important result of this analysis is that only 6% of tbial dynamic power of the

processor core can be attributed to the clock network, wimcludes the driver and gat-
ing elements and the actual clock nets. This small numbé&eisdnsequence of a highly
efficient clock gating strategy, as another analysis ptesein Section 8.6.4 shows. Fig-
ure 8.10 shows the results of a power distribution analyaised out after place and route.
The numbers are not significantly different from the preslatyresults discussed before.
This holds even for the clock network because of the nedégionmber of cells inserted

during the clock tree synthesis.

The comparison of the pre- and post-layout results in Taldles8pports the widespread
opinion that pre-layout power analysis at the logic levehaccurate in terms of absolute
values. Nevertheless, this type of power analysis can bsidered reasonably accurate
in terms of relative values. This is another accepted opimehich is supported by the

comparison of the pre- and post-layout results from Fig8r@snd 8.10.

Optimization potential. The amount of power reduction that can potentially be addev
by gate sizing, DSVS, and other techniques that trade offydayjainst power depends on
the timing slack that exists in the timing-optimized impkemtation of the design. Fig-
ure 8.11a shows the results of a type-1 slack analysis (se®©8&.5.3 for details on the
procedure) for the timing-optimized implementation of firecessor core in the form of
a histogram with the percentage of cells on the vertical ars the slack normalized to
the clock period on the horizontal axis. The horizontal adivided into seven intervals.
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Figure 8.9: Power distribution within the CR16 processaedpre-layout).
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Figure 8.10: Power distribution within the CR16 processmedpost-layout). A compar-
ison with Figure 8.9 confirms that the pre-layout power asialys reasonably accurate in
terms of relative values.
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Figure 8.11: Slack statistics for the CR16 core (timinghopted SSV implementation):
(a) Straight-forward slack analysis according to Chen et(lb) modified analysis taking
into account the restrictions imposed by the level-conwvarssue.

The width of these intervals increases from smaller to lastpck. The height of the bars

is proportional to the number of gates that have been assigrstack value from the re-

spective slack interval. Obviously, there is a large nundfarritical gates in the design.

However, the number of non-critical gates is still signifitand, hence, there is a potential
for noticeable power reduction through gate sizing.

Regarding DSV logic synthesis these statistics do not aatetyudescribe the optimization
potential, because the level-conversion issue is ignofédk is taken into account in the
type-2 slack analysis procedure introduced in SectiorB/vithere every gate in the netlist
is assigned the slack of the most critical gate in its fan-Bigure 8.11b shows the results
of the type-2 slack distribution analysis for the timingtiopzed implementation of the
processor core. Compared with the the type-1 analysis, rafisgntly smaller number
of cells has been identified as being non-critical. Thus pibiential for power reduction
through DSVS must be expected to be relatively small.

8.6.2 Power Optimization Subject to the Strictest Timing Castraints

Optimization without clock voltage scaling. Starting from the typical implementation
of the CR16 core module described in the previous sectiowepoptimization subject
to the strictest timing constraints has been carried ost)\iirusing the conventional SSV
optimization techniques (STEP 2B in Figure 7.1) and, selypnding SSV and DSV op-
timization techniques (STEP 2A or 2C in Figure 7.1). Herejghlvoltage clock signal
has been used. The results are summarized in Table 8.2, e&eheair of parenthesized
numbers is a cross-reference between the power reductpareent (achieved in a certain
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Before After SSV After DSV
power opt. | power opt. power opt.
Voltages and timing:
supply voltage(s Vbp Vbp Vobp / VoboL
clock voltage Vbb
clock period 9.9ns

Total dynamic power:
den(ref-) 2.81 mwh 2.49 mW? 2.39 mwW®

APygyn/Payn"®" — -119%4Y -4%2 | -159%41)

Number of cells:

total (comb./FF) 14038/1319 13157 /1319 12995/1319

minimum size 66% 7% 76%
low voltage (comb./FF — — <1%/0
level-converting FH — — 20%

Table 8.2: Results of power optimization subject to thecwat timing constraints. Num-
bers in parentheses relate a power reduction in percentei@gence value given in milli-
watts. Example 1({2.49—2.81)/2.81= —11 %. Example 2(2.39—-2.81)/2.81= —15 %.

power optimization step) and the power consumption in mdtis before the respective
power optimization step. Again, note that the absolute paakies given in the table are
the results of pre-layout gate-level power analysis and¢égecan only be rough estimates
of the actual power consumption of the processor.

The SSV optimization has reduced the total dynamic poweswoption by 11% compared
with the situation before power optimization. This powetuetion can be attributed mainly
to gate sizing and logic restructuring, as indicated by tloegasing number of minimum
sized cells and the decreasing total number of cells.

As expected from the slack analysis presented in the pre@ection, the additional power
reduction of 4% (compared with the results of SSV power opt@tion) that has been
achieved using DSV logic synthesis is small. Although 20%lbflip-flop cells have been
replaced with their level-converting counterparts, thas lBnabled voltage scaling for less
than 1% of all cells. Also, part of the power reduction is @bly due to logic restructuring,
as indicated by the slight reduction in the total number ehbmational cells, which can
also take place during DSV power optimization.

Low voltage flip-flops have not been used. Thus, no addititaval converters that cause
power and area overheads are needed in the scan chains.
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The overall power reduction due to simultaneous SSV and D&Wep optimization has
been 15% (see column four of Table 8.2).

Optimization including clock voltage scaling. In a second set of experiments, the volt-
age scaling approach has been extended to the clock netmvor#er to achieve additional
power reduction. For this purpose, the use of high voltagefiiips has been disabled from
the beginning, so that the SSV implementations of the CR16 ewdule before and after
SSV power optimization contain only level-converting fflpps and the DSV implemen-
tation contains only level-converting and some low voltégeflops, as shown in the last
two rows of Table 8.3. Under these circumstances, the sigwallin the clock network can
be safely reduced frovpp to Vppy .

Since level-converting flip-flop cells are often slower tltamventional flip-flops, the sub-
stitution of high voltage flip-flops with their level-contgrg counterparts in circuits that
are subject to the strictest timing constraints usuallyra@gs the overall performance. In
the case of the CR16 core module, the performance penaltpdeas small; the clock
period has increased by only 2% from 9.9ns to 10.1ns (see3&bP and 8.3). There
has, however, been a power overhead of 5%, as shown in thedseoctumn of Table 8.3.
Even after reducing the signal level in the clock networkyéhas still been a power over-
head of 2% remaining, as indicated in the third column. Thirleead is neither due to a
generally larger power consumption of the level-converfiip-flops, as indicated by the
data that has been presented in Section 6.5.2, nor due tavenésgic parallelization, as
observed in the case of several benchmark circuits. The auoflflip-flops with larger
driving strength has also not increased. The overhead plgidue to the flip-flops being
operated in a different circuit environment which chandesjnstance, the output loads
and the input signal transition times. Note that, in TabB Bumbers in parentheses may
be parts of cross-references between Table 8.2 and Table 8.3

The fourth column of Table 8.3 contains the results of SSVeraptimization. The power
consumption has been reduced by 11% compared with the sasign deefore power op-
timization. This is again mainly due to gate sizing and logastructuring, as indicated
by the increasing number of minimum size cells and the deargdotal number of cells.
Compared with the power optimized SSV design that uses availfige clock signal (see
Table 8.2), there has still been a power overhead of 2%.

According to column five of Table 8.3, the DSV power optimiaathas resulted in 7%
lower power compared with the same design after SSV powema@attion. Obviously,
the efficiency of the DSVS technique has been improved by dhgelnumber of level-
converting flip-flop cells. However, the reduced clock side#el and the higher efficiency
of the DSVS technique have just compensated for the powehead; the power consump-
tion of the DSV implementation with low voltage clock sigrfaée Table 8.3) is only 1%
lower than that of the DSV implementation with high voltadeck signal (see Table 8.2).
The total area occupied by the flip-flop cells in the DSV impdetation with low voltage
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Before After SSV After DSV
power opt. power opt. power opt.
Voltages and timing:
supply voltage(s Vbb Vbp / Vbl
clock voltage \Vbp \VbpL
clock period 10.1ns
Total dynamic power:
den(ref-) 2.94mW? | 2.88mWD | 2.55 mW®) 2.37TmW
APgyn/Payre" — 2064 -1194° -7%®
Comparison with implementation without clock voltage sugl
APygyn/Payn™® | +5%4Y +294 Y +2942) -5%?) [ -1%)
Number of cells:
total (comb./FF) 13835/1319 12927 /1319 127441319
minimum size 56% 68% 69%
low voltage (comb./FF — — 11% /1%
level-converting FRH 100% 100% 99%

Table 8.3: Impact of clock voltage scaling on the results 8Mpower optimization subject
to the strictest timing constraints. For references (D))a(il (3) see Table 8.2. Example 1:
(2.94—2.81)/2.81= +5%. Example 2{2.37— 2.55)/2.55= —7 %.

clock — area values are not shown in the table — is 19% largampaoed with the DSV
implementation with high voltage clock, which agrees with &rea overhead of individual
cells (see Section 6.5.2). This results in 9% larger celh &oe the entire circuit. Addi-
tional level-converters in the scan chains that would frrincrease the total cell area are
not required if only level-converting and low voltage flipyls are used.

Clearly, clock voltage scaling has not led to a significanpriavement. The additional
power reduction achieved through DSV power optimizatiompared with the results of
SSV optimization has been increased only slightly from 4%%o(see rightmost columns
of Tables 8.2 and 8.3). The reason is that the clock netwackiads for only 7% of the

total dynamic power (see Table 8.1) and, hence, even a sigmnifreduction of the power
in the clock network (e.g. 50%) results in very little redantof the total power (e.g. 3%).

Impact of power optimization on the slack distribution. Figure 8.12a shows how the
slack distribution in the CR16 core module has been change8y¥ and DSV power
optimization without clock voltage scaling. There are ghbars associated with each slack
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Figure 8.12: Slack statistics for the CR16 before and afb@rgw optimization. Three bars
are associated with each slack interval, one corresponditize results of timing-driven
synthesis (left), one representing the results of SSV papgmization (middle), and one
describing the situation after DSV power optimization Iitig

interval. In each group of three bars, the left bar corredpda the situation after timing-
driven synthesis, the middle bar represents the resultSdfgwer optimization, and the
right bar describes the situation after DSV power optimazat The graph shows a slight
increase in the number of critical gates due to SSV powenuopdtion. The effect of DSV
power optimization on the number of most critical gates, g@mnbinational cells with a
normalized slack of less than 0.01, is hardly noticable imdihaph, but it becomes obvious
in the results of the modified slack analysis where the legalersion issue is taken into
account. In Figure 8.12b it is clearly visible that the numbemost critical gates has
increased in the DSV power optimization step.

In all experiments covered in this chapter, roughly 15% %20 all gates belonged to the
class of gates with the largest slack, i.e. a normalizekdsiatveen 0.4 and 1.0, even after
SSV and DSV power optimization. This can be seen in FigurE28.8.13b, and 8.13d. In
the remainder of this chapter, these gates are simply eeféoras non-critical gates. More
than 90% of these non-critical gates are located in the d¢xecstate machine (esm) and
the decode and displacement unit (qu). Spot checking onaihentical gates has revealed
several reasons for positive slack remaining after SSV #&ed BSV power optimization.

Possible reasons for positive slack of a cell not being etqaldy gate sizing:

* The cell already has the smallest available size.

* The cell’'s size is the same as that of a cell with minimalidgwstrength and, hence,
the area constraint does not force the tool to reduce thendrstrength, AND ...
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» ...the output pin has zero switching activity, which metrat power optimization
is not triggered for the cell (stimuli show insufficient nocteverage).

» Maximum load capacitance or maximum output transitioreticonstraints prohibit
the use of a smaller cell.

Possible reasons for positive slack of a cell not being etquidoy DSVS:

* The cell is operated at low voltage already.
* The cell is "blocked” by a high-voltage flip-flop in its fansb(level-conv. issue).

» The output pin has zero switching activity and, hence, powgimization is not
triggered for the cell (stimuli show insufficient node coage).

» Maximum load capacitance or maximum output transitioreticonstraints prohibit
the use of a lower supply voltage.

» The cell is "blocked” by another non-critical cell in itsifabut when one of the two
preceding conditions is true for the "blocking” cell (lev&nversion issue).

The optimization potential that has not been exploited bseaf the reasons stated above
is negligible, as the following analysis of the propertiéson-critical gates shows.

Immediately after timing-driven synthesis subject to thctest timing constraints with-
out clock voltage scaling, 2224 non-critical gates (16% lbfyates) have been counted
and 1767 (79%) of these 2224 gates have been of minimum siehér 452 (20%) have
been of larger driving strength but minimum cell size. Onlgefgates have been of larger
than minimal size, which is a negligible number.

After DSV power optimization, there have still been 2067 fooitical gates (16% of all
gates) and 1825 (88%) of these 2067 gates have been of minsimamAnother 233 (11%)
gates have been of larger driving strength but minimum ¢&d#. SThis is because of insuf-
ficient node coverage. Power optimization is not triggeefl1 out of these 233 gates
because of zero switching activity at the output pin. Only(1%) out of the 2067 gates
have been operated ¥%bp, . The reason for this is that 2045 (99%) non-critical gates ar
"blocked” by at least one high-voltage flip-flop in the fant@aths.

The dynamic power consumption caused by all non-criticedgjtogether has been reduced
from 0.12 mW before power optimization to 0.10 mW after DSWveo optimization. This
improvement is negligible in comparison with the total powensumption of the CR16
core module.

With clock voltage scaling, level-converting flip-flops dogced into the design instead of
high voltage flip-flops. The non-critical gates cannot beotiled” by high-voltage flip-
flops anymore, which enables voltage scaling for a largerbaurof gates.
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After DSV power optimization, 1874 non-critical gates (18%all gates) have been iden-
tified. Supply voltage scaling has been applied to 1031 (56Pthese 1874 gates. The
main reason for the remaining 843 non-critical gates natdpeperated at low voltage is
that of insufficient node coverage. Power optimization istnggered for 667 (79%) of the
non-critical gates because of zero switching activity atagbtput pin.

The power consumption caused by all non-critical gatesthmyeéhas been reduced from
0.11 mW to 0.05 mW. This is a significant improvement over thgecwithout clock volt-
age scaling. However, the power reduction is still neglegibh comparison with the total
dynamic power consumption of the CR16 processor core.

Level converting cells in combinational logic paths. In contrast to most benchmark
circuits, the CR16 exhibits relatively large combinatiblogic path delays (9.9 ns). Since
the extra delay introduced by inserting level convertets iang paths is relatively small
(typically 0.35ns), a number of experiments have been edrout in order to find out
whether using level-converting cells along combinatidogic paths is feasible in the case
of the CR16 processor core.

An inverting level-converter cell (INVLC) and a non-invierg buffer type level-converter
cell (BUFLC) have been included in the DSVL018 synthesigalil» (see Section 6.5.2).
With this extended library, power optimization without ckovoltage scaling subject to the
strictest timing constraints has been repeated.

It has been observed that only one INVLC cell and four BUFLsdgave been used and
the final power consumption has not been reduced any fur@@riously, the insertion of
level-converting cells into combinational logic paths @ efficient in this methodology.
The most likely reason is that the underlying algorithmseha¥ course, not been developed
for inserting extra cells for the sole purpose of level cosian.

8.6.3 Power Optimization Subject to Relaxed Timing Constrants

The CR16 core module has also been synthesized and optisubgett to relaxed timing

constraints. Under these circumstances, larger slackhemite, a larger optimization po-
tential have been expected. The results of these expesmaeatsummarized in columns
three to five of Table 8.4. In column two of this table, the Hssof the optimization subject

to the strictest timing constraints (see Table 8.2) arergorece again.

Single and dual supply voltage power optimization. A first set of experiments has been
carried out allowing for a 20% longer clock period, i.e. Iisdnstead of 9.9 ns (see column
three). In this case, power reductions of 13% and 3% haveddeaved by SSV and DSV
power optimization, respectively. The overall power re¢gucdue to simultaneous SSV
and DSV power optimization has been 16%. In another expatiniee clock period has
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Strict timing Relaxed timing
\oltages and timing:
supply voltage(s Vbbb /VDDL VobL
clock voltage Vbp VbbL
clock period 9.9ns 11.9ns 13.1ns
Before power optimization:
Payn™™ | 2.81mWY | 2.73mW" | 2.72 mW®) 1.35 mW*?
no. of comb. cellg 13978 13206 10519 13951
min. size cells 66% 70% 60% 88%
After SSV power optimization:
Payn™™ | 2.49mW? | 2.38mW® | 2.40 mW) 1.18 mW
APyyn/Payr™e) -1194Y -139%4") -12949) -139%41? / -50941Y
no. of comb. cellg 13157 12250 10047 12775
min. size cells 77% 80% 76% 92%
After DSV power optimization:
Payn™ | 2.39mW® | 2.30mW | 2.35 mW —
APyyn/Payn") -49%42) -3%8) -2%19) —
APyyn/Payn™" (tot.) 15941 -16947) -149%4°) —
no. of comb. celly 12995 12131 10028 —
min. size cells 76% 79% 73% —
low volt. comb. cellsy < 1% 1% 2% —
low voltage FF 0 0 < 1% —
level-converting FH 20% 22% 23% —
Total number of FF: 1319

Table 8.4: Results of power optimization subject to varyingng constraints.

been stretched further to 13.1 ns (see column four). In #88 SSV and DSV optimization
have reduced the power consumption by 12% and 2%, respgctvel the overall power
reduction has been 14%.

The characteristics of this design are different from thafsmost benchmark circuits. Al-

though the number of non-critical gates has increasediktigs the timing constraints have
been relaxed (see Figures 8.12a, 8.13a, and 8.13c), nthitheffectiveness of SSV power
optimization on the one hand and DSVS on the other hand, earvbrall effectiveness of

simultaneous SSV power optimization and DSVS has changeidfisantly.
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Figure 8.13: Slack statistics for the CR16 before and aiv&rgw optimization. Three bars
are associated with each slack interval, one corresponditite results of timing-driven
synthesis (left), one representing the results of SSV papemization (middle), and one
describing the situation after DSV power optimization ltig

Global supply voltage scaling. In a third set of experiments, global supply voltage scal-
ing (GSVS) has been used instead of the DSV synthesis mdtgydd-or a clock period

of 13.1 ns, the supply voltage has been reducaghip globally without violating the tim-
ing constraints. Since the initial timing-driven syntleeand the subsequent SSV power
optimization have been carried out under the strictestigauonstraints, the strategy used
here is equivalent to the GSVS (I) strategy explained ini8eat.5.5. As can be seen in the
rightmost column of Table 8.4, the dynamic power consunmpbithe design after GSVS
has been about 50% lower than that of the DSV implementatimtsissed before. Thus,
GSVS is clearly preferable in this case.
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Level converting cells in combinational logic paths. The experiments regarding the
feasibility of the insertion of level converters into comational logic paths, as described in
the previous section, have been repeated with relaxeddioonstraints, i.e. 120% critical
path delay compared with the shortest possible criticdd patay.

The results again show that in this methodology the insedidevel-converting cells into
combinational logic paths is not efficient. Only five INVLCliseand two BUFLC cells
have been used, the increase in the number of low voltage ltadl been negligible, and
the final power consumption has not been reduced any further.

8.6.4 Impact of Clock Gating on DSV Logic Synthesis

The results presented in Section 8.6.2 show that, for thesQ@iRicessor core, clock voltage
scaling does not significantly improve the results of DSVidogynthesis. The primary

reason is that only a very small portion of the total dynanower can be attributed to the
clock network.

For comparison, the CR16 implementation described in &@&i6.1 has been repeated
with gated clocks disabled. The results are presented ile Bab. In contrast to the im-
plementation with gated clocks, the number of driver celle clock network has almost
doubled during clock tree synthesis. This leads to a gréareince between the results of
pre- and post-layout analysis of the power consumptionenctbck network. Pre-layout
power analysis has predicted that the clock network camiei 15% to the total power
consumption, while the actual contribution has been 25%r giiace and route, which is
significantly more than in the case where clock gating has beplemented.

The effectiveness of the clock gating strategy becomes enga obvious from Table 8.6.

The dynamic power in the clock network excluding the flip-8dpas been reduced by
78%. Regarding all other parts of the core module, gatedksloeduce the dynamic power
by 3%. This adds up to a 22% reduction of the total dynamic p@easumption.

Power distribution diagrams for the CR16 core module witlebock gating are shown in
Figure 8.14 (before place and route) and Figure 8.15 (afeerepand route). The most
obvious and important differences to the implementatiotin\gated clocks are again the
significantly larger power consumption in the clock netwankl also the larger contribution
of the register file to the total power consumption.

The results presented so far indicate that clock voltagegda not feasible if gated clocks
are used, but reasonable savings can be expected for dedigns gated clocks cannot be
implemented. In this work, no further experiments regagdime effect of clock voltage
scaling applied to the CR16 core without gated clocks hawn lmarried out, because,
firstly, the CR16 is hardly ever implemented without gatestks and, secondly, the pre-
layout power analysis in the clock network yields invalidukts (see Figures 8.14 and 8.15
as well as Tables 8.5 and 8.6). The implementation of a DS@ugfiow, however, is
beyond the scope of this work.
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Figure 8.14: Power distribution in the CR16 without gatemtkk (pre-layout).
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Figure 8.15: Power distribution in the CR16 without gatedckk (post-layout). Note
the larger clock power value compared with pre-layout tssuMajor differences to Fig-
ure 8.10 are larger power consumptions in the clock netwodktlhe register file.
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Pre-layout analysis Post-layout analysi

Voltages and timing:
supply voltage Vbp
clock voltage Vbbp

clock period 9.9ns

Dynamic power (not optimized):
Payn 3.53mwW 5.65mW
Peik 0.53mw 1.42mW
Pclk/den 15% 25%

Number of cells:
total (comb./FF) 15110/1313
clock driver/gating cells 27 52

Table 8.5: Performance, power consumption and complekigdy@R16 SSV implementa-
tion without gated clocks.

Clock gating Power reduction
disabled| enabled
Total dyn. powePyyn | 5.65 mW| 4.40 mW 22%
Clock net powePk | 1.42mW| 0.31 mW 78%
Peik/Pdyn 25% 7% —
Power in other parts 4.23mW | 4.09 mW 3%

Table 8.6: Impact of clock gating on the total dynamic powke power in the clock
network and the power in other parts of the CR16 processer (@ast-layout results).

8.7 Impact of DC-DC Conversion on DSV System Design

In portable electronic systems, the output voltage of thiebasource is usually converted
to the supply voltage required for a particular chip or a grotichips by means of a DC-
DC converter. Such a converter circuit transforms a DC inpitage to a well defined DC
output voltage. Most DC-DC converters contain feedbacksdor voltage regulation, so
as to provide a stable output voltage over a range of inpuages. This assures that the
circuits supplied by the converters are always operateldeadptimal voltages, regardless
of the instantaneous output voltage of the battery thatedses as the battery is discharged.
Apart from portable electronics, non-battery-poweredeys might also contain DC-DC
converters supplying chips that require other voltages thase provided by the primary
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power supply unit. This includes those cases where the gwoithge of certain chips is
to be (speed-)adaptively regulated (see Chapter 4). Thisoseprovides a short analysis
of the efficiency of DC-DC conversion that can be achievetiendase of low power appli-
cations such as the CR16-based color image processor sksthefore. Furthermore, the
question of whether generating a second supply voltage 8 Besign introduces power
overheads will be answered.

The most popular class of DC-DC converters are the switchagglators. Figure 8.16
shows a buck converter, which is probably the most widelygiss@tching regulator con-
figuration [68]. The distinct characteristic of a buck comeeis that the output voltagé

is lower than the input voltagé,. Its principle of operation is as follows. The input voltage
is converted to a rectangular sigwal:(t) using a controlled switch, which is composed of
the p-channel and n-channel transistors PSW and NSW, itasggc The low-pass filter,
which is composed of a capacit@ and an inductoLg, passes the DC component of
Viec(t) to the output of the converter. The transistor PSW turns oiogieally after fixed
intervalsTsy, i.e. the switching frequency is fixed &w = 1/Tsw. While PSW is on, it
delivers a current through the inductor to the filter camaicind to the output load. This
inductor current,_(t) increases approximately linearly with time. When PSW igchéd
off, the n-channel transistor NSW is turned on and takes theesmductor current. In this
phasej| (t) decreases linearly so that its waveform becomes triangukdrape. The load
currentljpag IS approximately constant and equal to the average indearoent. It is de-
termined by the output voltagé,: and the load. When (t) is larger thar|oag, the excess
inductor current charges the filter capacitor. In the otteesec when (t) is smaller than
lload, the capacitor is discharged, thus delivering to the loaditfierence between the load
current and the inductor current. The ratio of the on-tim@8W to the switching period,
the so-called duty cycl®, determines the average value, i.e. the DC component, of the
rectangular signakec(t) and, hence, the output voltage. In the pulse width moduiatio
(PWM) control circuitry in the feedback loop, the actualmuitvoltage is compared with
the desired value and the duty cycle is adjusted accordifglis way, the output voltage
can be adjusted to any arbitrary vaMg: with 0 < Vout < Vin.

Ideally, the efficiency of switching regulators is 100% [L08ince the components used to
build them are notideal in practice, however, there areusrsources of power dissipation,
the most relevant of which are the following. First of alleth are the parasitic resistances
of the filter components which cause so-called conductiesds. There is also a parasitic
capacitanc& at the input side of the inductor. This causes some capadtmitching
losses. Another major source of conduction losses are thresistances of the power
switch transistors. Also, since these transistors are@jlyilarge, a significant amount
of capacitive power is dissipated in the gate drivers. Bmbke in any CMOS push-pull
circuit structure, short-circuit currents occur in the gowwitches and the gate drivers.

The power consumption of the PWM control circuitry can ugulé neglected in the de-
sign of high output current/power DC-DC converters [68]. yAeffort of improving the
efficiency is then concentrated on the so-called power tranthe filter components, the
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Figure 8.16: Buck-type DC-DC converter.

power switches, and the gate drivers.

The total filter losses can be reduced if the switching frequés increased [68]. However,
increasing the frequency means increasing the lossesiaiezbwith the power switches
and the gate drivers, so that the overall efficiency of theveder degrades with increasing
switching frequency [101]. Since the filter volume incresagath decreasing switching
frequency, volume and cost have to be traded off againstesftiy.

The on-resistance of the power switches can be reduced bgasiog the width of the
transistors. This comes at the cost of larger gate arealamnsl, larger capacitive switching
power. For a given nominal load curréelf,g, there is an optimum for the widths of the
power switch transistors where the sum of the capacitiveel®and the conduction losses
is minimal [101]. This, in turn, means that the efficiency gbaticular converter might
be low if the actual load does not match the nominal load foictvithe circuit has been
optimized. The gate drivers are basically cascaded buffEngese should be designed in
accordance with the rules described in [117] in order to miné the short-circuit power.

A discussion of other sophisticated optimization techagsuch as zero-voltage switching
and adaptive dead time control is beyond the scope of thisisson [101].

The efficiency of buck DC-DC converters designed for highpatiturrents can be pushed
to values above 90% using the aforementioned design plasc[i01]. Values of 80%
to 90% are state-of-the-art. In the design of DC-DC converter very low power ap-
plications, such high efficiencies are more difficult to avlei. A typical CR16-based IC,
e.g. the LmDvp chip described in this chapter, has a poweswoption on the order of
100 mW to 200 mW at a supply voltage of 2.5V in a 0.25um CMOSnetdgy. Under
these circumstances, the power dissipated in the PWM dtartcannot be neglected.
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Very high efficiency low output power DC-DC converters cardiesigned using carefully
optimized digital feedback loops based on so-called tagiedaly lines. In one published
example, an efficiency of 88% was achieved while deliverimg\8 to the load at 1V in
a 0.6 um CMOS technology [27]. The control circuitry consdroaly 10 pW.

The disadvantage of a pure tapped delay line approach isoteatmlly large area caused
by a large number of delay elements in the line and a largeipheXer with one input per
delay element. In another published example, a shorteethgelay line was used in com-
bination with a small fast-clocked counter, so as to redbeectrcuit area at the cost of a
somewhat larger power consumption [36]. A maximum efficyeat95% was achieved
while delivering 100 mW at 2.5V in a 0.6 um CMOS technologye ower consumption
of the PWM control circuitry was on the order of 100 pW. It wésoashown that similar ef-
ficiencies can be achieved for a wide range of output loackatsrif the channel widths of
the power switch transistors are optimized for the expelcid current as described above.
Even at extremely small load power on the order of hundredsiofowatts, efficiencies
of 90% were measured. Another example of high efficiency \@fypower DC-DC con-
version is described in [44]. The PWM control is also base@ onodified tapped delay
line approach. The circuit was realized in a 0.3 um CMOS teldgy. Again, efficiencies
of more than 95% were measured in an output power range framv¥4@ 100 mW.

The above arguments clearly show that the need for a secorD®Converter in DSV
circuit and system design does not create any additionaépowerhead if each converter
is carefully optimized for its expected load current. Of sy a second converter takes
up large area. This area overhead can be reduced by usind aupat converter. The
converter presented in [36] can easily be provided with arsg@output as described in [28].
The dual output converter has two individually optimizeavpo trains for the two outputs
while the complete control circuitry is shared betweenwepower trains. One output was
optimized for 20 A at 2V and the other one for 1 mA at 1V. The sugad efficiencies
of both outputs were between 80% and 89% over wide rangestplibaurrents. The
efficiency was even pushed towards the 95% margin using @hegrality inductor.

The integration of the converter with the circuits to be digapon the same chip can fur-

ther reduce the area. The monolithic integration of therfdemponents is, however, still

difficult. At typical switching frequencies on the order oMHz, the capacitors and par-

ticularly the inductors are unfeasibly large. On the othamdy increasing the switching

frequency in favour of smaller filter components detraasiithe efficiency as mentioned

before. Consequently, because of area limitations, thieesigefficiency can often not be

realized with monolithic integration of the filter compont®{68]. The single and dual out-

put converters presented in [28], [36], and [44] were aligiesd as embedded converters
with externally connected filter components.

Just recently, a single-inductor dual-output convertey been proposed [72]. In this ex-
ample, the inductor is shared between two ouputs, whichcesithe area overhead. An
efficiency of 85% was achieved while delivering 310 mW to tbads. The circuit was
realized in a 0.5 um CMOS technology and the ouput voltages 8t to 3V and 2.5V.
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If several chips in a system are to be supplied with the santages, it might still be
advantageous to use an external converter shared by allfteeedt chips instead of in-
tegrating an embedded converter with every single chipceSasingle converter requires
less filter components, the overall area of the system migkfaller. The converter must
then, of course, be optimized to the expected total loackatirr

The above discussion indicates that the generation of andestgpply voltage in low power
DSV designs can generally be accomplished without introduadditional power over-
heads. This requires the design of very low power PWM comrolitry and careful op-
timization of each power train for its respective nominadcurrent. The inevitable area
overhead can be minimized if the converter configuratiorarefully optimized according
to the specific requirements of the system under considerati

8.8 Comments

The experiments discussed in this chapter have proven litefapliance of the proposed
DSV logic synthesis methodology with existing industrialsagn flows. The CR16 core
module has been chosen as a test case for two reasons., Riisttire central component
of numerous embedded microcontroller systems tailoredatmus types of applications.
Secondly, because of the extensive use of clock gating $mtiodule it has been an ideal
vehicle for an investigation of the interaction of clockiggtand clock voltage scaling.

The different modules of the microcontroller subsystennefltmDvp chip are all designed
in the same way, i.e. using the same synthesis strategibgivd@tsame tools in the same
environment. Thus, the DSV power optimization method cawev be applied to the
other modules in a similar manner. The only costly task is tantext is the choice of
suitable input pattern for each individual module. Thisuiegs a profound knowledge of
the internal structure and the functionality of the modulste that the analysis presented
in this chapter has confirmed that insufficient node coveragg result in a significant
amount of non-critical cells not being sized appropriatelyot being operated at the lower
supply voltage, although this has not had a significant irbpathe results in the case of the
core module. The pattern selection issue is, however, arant problem of power-driven
logic synthesis in general, rather than a problem of DSVdaeginthesis in particular.

The CR16 core has a very limited optimization potential thags not justify the use of

DSV logic synthesis for this module. Nevertheless, the wddhogy can still be useful for

optimizating the entire system if, firstly, less critical dudes having a larger potential for
optimization through DSVS and, secondly, non-critical mieg suitable for GSVS, can
be identified among the remaining modules. This, of couesgyires an in-depth analysis
of the characteristics of all modules in the system inclgdime choice of suitable input
pattern for the optimization.



Chapter 9

Summary, Conclusions, and Outlook

The main objectives of this study were to implement a new waptimizing the dynamic
power consumption of standard-cell-based ASICs by meansitaige scaling and to inves-
tigate the potential and the limitations of this new applodthe methodology developed in
this work had to meet three important requirements. Firtly power optimization had to
be fully automated in order to minimize the additional dedighe. Secondly, the method-
ology had to rely solely on standard tools in order to faaiétits integration with existing
design flows. Thirdly, no constraints that would prevenhdtad bulk CMOS fabrication
processes from being used were allowed to be introduced.

The discussion of power optimization methods in Chaptera@4ahas shown that the
majority of practically relevant techniques either exptbe concept of power supply shut-
down or optimize switching activities, capacitances, algransition times, and the channel
widths of the transistors. Supply voltage scaling is uguaistricted to global strategies that
are driven by critical path relaxation through pipeliningparallelization at different levels
of abstraction. More advanced supply and threshold volsagéng approaches have not
yet become state-of-the-art.

The voltage regulation techniques discussed in Chapten d4eaxploited for dynamic or
static power optimization or both and are promising regaydiltra-low-voltage operation.
The tremendous effort of designing the complex regulatiooudry, however, significantly
increases the total design time and cost. Thus, voltagdatigu is not suitable for the
low to medium volume standard cell ASIC world, where the ctatgodesign process is
primarily based on HDL modeling and automatic synthesis.thim long term, voltage
regulation in ASICs might gain importance if the requirectaitry becomes available in
the form of pre-designed parameterized building blocks.

In contrast to the voltage regulation techniques, dual lyupgtage scaling (DSVS) and
dual threshold voltage scaling (DTVS) can be automated enldigic synthesis process
and are, thus, well suited for standard-cell-based ASIGgdesBoth techniques can be
exploited for the optimization of the dynamic power constionp They are applicable to
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practically any type of circuit or system and could, in pipat, be combined with other
advanced voltage scaling techniques in the future. In thidys DSVS has been preferred
to DTVS because DSVS is compatible with any conventionat RMOS technology.

The results of dynamic power optimization through DSVS mli@d in recent years are
promising (see Section 5.3). Logic synthesis, however, webrestablished fully auto-
mated task and any new design technique to be used at this atdlge design process
must integrate easily with the existing design flows. In otlerds, it must be supported
by the standard synthesis tools. The results published seei@ all obtained using special
algorithms tailored to DSVS and built into proprietary t®oT his is one main reason why
DSVS has not yet become an integral part of real-world defbogvs.

This study shows that DSVS can be carried out exploitingldsiary-based gate sizing al-
gorithms, provided that a suitably modeled dual supplyaget(DSV) standard cell library
exists. This does not necessitate special DSVS algorithrpsaprietary synthesis tools.
The required DSV synthesis library file can easily be cre&t@a two conventional SSV
libraries. The only costly task remaining is the design eflével-converting flip-flop cells,
which, of course, is required by any DSV design methodolddmnus, only little modifica-
tion of conventional design environments is required fayohg the DSVS concept.

As another important result of the discussion of power og@tion techniques in Chap-
ters 3 and 4, a set of state-of-the-art single supply vol(&¢3/) power optimization tech-
niques that might come into conflict with or at least have apaaot on the effectiveness
of DSVS has been identified. The novel DSV logic synthesishoglogy proposed in
Chapter 6 enables all these techniques to be used simulislgeGonsequently, the results
of DSV logic synthesis can always be compared directly whi riesults of SSV power
optimization, which is the only way of revealing the true diddal benefit of DSVS. This
methodology has been used for investigating the potentatize limitations of DSVS.

The fundamental characteristics of DSVS have been studi@dcollection of 48 combina-
tional and sequential MCNC benchmark circuits. For stnnet enoderately relaxed timing
constraints, the power reduction due to DSVS has been up%o 2@ss than 10% power
reduction, however, has been observed on average.

A direct comparison with related work requires the selectibcircuits, the set of tools, the
technology and the library, the supply voltages, and theachpf state-of-the-art power
optimization techniques to be taken into account. For th&son, a well-known DSVS
algorithm, namely the clustered voltage scaling (CVS) algm developed by Usami et
al., has been implemented and applied to the combinati@madtbmark circuits within the

existing design environment. On average, only 4% poweratiaiuhas been achieved with
CVS as opposed to 7% achieved with the novel DSV logic symrimsthodology.

The DSVS technique is generally less effective than clailnedther researchers when it
is used in a real-world design environment under realistidions. This is primarily due
to the smaller optimization potential of the circuits themes. The analysis presented in
Section 7.5.3 has shown that the amount of slack availablexjgloitation through DSVS
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has been much smaller in this work than in related work. Inescases, this discrepancy
is primarily due to different strictnesses of the timing staints. In other cases, the dis-
crepancy can partly be attributed to different charadies®f the timing-driven synthesis;
the SIS synthesis package used in related work apparertyes netlists containing fewer
timing-critical cells than state-of-the-art synthesisl$p even if the timing constraints are
more strict. Finally, the use of state-of-the-art SSV powgtimization after the initial
timing-driven synthesis has been shown to reduce the anodstack even further.

A quantification of the optimization potential has been agbd by means of the power
savings estimation method (PSEM) proposed in Chapter 6. r@sidts agree well with
the actual power savings realized with CVS, which reflecéd both algorithms assume
an invariant logic structure. The novel DSV logic synthesethodology yields somewhat
better results because logic re-structuring performetieroptimization process increases
the optimization potential. While the current implemematvorks only on combinational
circuits, the PSEM could be improved in the future so as tcwooperly for any design. In
that case, it could serve as a tool for predicting the effeaess of DSVS for specific mod-
ules and for optimizing the lower supply voltage before sipeq the effort of developing
a DSV standard cell library.

When the timing constraints are relaxed, the total slacknadly increases and the overall
effectiveness of DSV power optimization improves. The atchenefit of the individual
techniques, however, depends on the circuit structureceShghtly different timing con-
straints often lead to very different circuit structurés effectiveness of DSVS sometimes
degrades while that of SSV power optimization improves ewveme obviously or vice
versa as the timing constraints are relaxed. This flexibf#ogation of the optimization
potential by means of different techniques is an expectddlasirable characteristic of the
simultaneous use of DSVS and SSV optimization techniqudsidSV logic synthesis.

It has been shown that, on average, the benefit of DSVS groas iatreasing rate as the
timing constraints are more and more relaxed. However, vithemonstraints are relaxed
far enough so that global operation of the circuit at the losugply voltage at the cost of a
moderate area overhead is possible, global supply voltadieg (GSVS) enabled by logic-
level parallelization is preferable. This generally riestrthe use of DSV logic synthesis to
circuits that are subject to the strictest or to moderatelgxed timing constraints.

In order to prove beyond doubt the full compliance of the psgal DSV logic synthesis
methodology with existing industrial ASIC design envircgmis, it has been used oraN
TIONAL SEMICONDUCTOR' S 16-bit CompactRISC processor core module (CR16). The
CR16 core is the key component in numerous embedded midrotien systems. It has
been chosen as an example primarily because of the extars#vef clock gating in the
design. This makes the CR16 an ideal vehicle for an invastigaf the interaction of
clock gating and clock voltage scaling.

The CR16 core has turned out to be extremely timing-critizigh limited optimization
potential even for moderately relaxed timing constraibtenetheless, the results of these
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experiments prove that DSVS can, in principle, coexist &lttommon design techniques
including the scan test method and clock gating within amgtidal design environment.

The proposed methodology supports clock voltage scalimgptimary effect of which is
a reduction of the dynamic power consumption in the clockvoet. However, there are
negative and positive secondary effects as well. Level«edimg flip-flops introduce extra
delay into critical paths, which may degrade the overatiirperformance. The extra de-
lay may also necessitate parallelization or gate up-siairgpth in the combinational parts
of the circuit, which creates some power overhead. On ther ¢tand, the effectiveness of
DSVS improves because of the large number of level-comgertells that are forced into
the design. This leads to additional power savings. Cleeldgk voltage scaling is feasible
only if the performance penalty is small and the power ovadhie more than compensated
by the power reduction in the clock network and the additippaer reduction in the logic.

For the CR16 core module, the performance penalty has begigibée because of the
relatively long critical paths. However, the power saviingse been just large enough
to compensate for the power overhead because the cloclggadtategy has already very
effectively reduced the dynamic power consumption in tleelclnetwork. In a typical
implementation of the core, the clock network accounts fdy 3% of the total dynamic
power and, hence, even a significant reduction of the pow#rdrclock network due to
clock voltage scaling results in little reduction of thesigiower. This case study has clearly
shown that clock voltage scaling is feasible in general sefui only if clock gating is not
possible or if the contribution of the clock network to theadlalynamic power consumption
of a module is still large in the presence of gated clocks.

A realistic scenario for the application of DSVS, takingoiaiccount the characteristics and
the limitations of this technique, is as follows. Suppose dlesign to be optimized is a
complex hierarchical system such as the color image procegsoduced in Chapter 8. It
is composed of numerous modules that are subject to vemréift timing constraints. A
few modules are timing-critical while others are more osledaxed. When some modules
are sufficiently relaxed to be operated completely at theetame of the two given supply
voltages, this can already justify the area overhead anddteional design effort associ-
ated with generating the second voltage. Dual supply veltagic synthesis can then be
applied to those of the remaining modules that exhibit opz@ton potentials large enough
to compensate for the overhead caused by the more complexi®&®ut. Finally, clock
voltage scaling can be applied to modules that fulfill theeiwentioned requirements.

In future work, an example of such a positive scenario coelddentified and used as a
vehicle for a re-investigation of the DSV layout issue imtthg DSV clock network gener-
ation, in order to gain a better understanding of the layelated power overhead and the
consequences of increased clock delays. The recent imtiiodwf the first commercial
placement tool for DSV layout synthesis will clearly sinfplihis task. Finally, according
to a first analysis, the effectiveness of DSVS is expectedhfwrave in future technology
generations as a result of increasing interconnect to deapacitance ratios. This is an
interesting aspect and should be investigated in more deptture work.



Appendix A

Derivation of Consistent Delay, Energy
and Power Formulas

The following sections contain derivations of expressiescribing the delay of an inverter
and the capacitive switching energy. Moreover, a novel esgion for the short-circuit
power consumption is derived on the basis of the alpha-ptaveMOSFET model.

A.1 Inverter Delay

A compact expression for the delay of a CMOS inverter driangutput load capacitance
Chode Can be derived from the alpha-power-law MOSFET model. Thaydg is the time
it takes for the output voltage to rea¥pp /2 after the input voltage reached the same level.

The derivation is based on the following assumptions angbiications [95]. Firstly, the
input voltage is assumed to rise linearly from 0 VMgp as shown in Figure A.1. Note
that here the input transition ting¢ denotes the time it takes for the input voltage to rise
all the way from OV up tdvpp, while oftentt is measured betweery, = 0.1-Vpp and

Vin = 0.9-Vpp. Secondly, the input slope is assumed to be at least thres fiaster than
the output slope. Under this condition, according to [9%lydhe n-channel transistor is
relevant and the impact of the p-channel transistor can pkecied.

The horizontal axis in Figure A.1 is divided into four regsofnl). In region one, the input
voltageVi, is still smaller than the threshold voltage The n-channel transistor is off and
the output voltage is high:

Vout,rl =Vbp (A-l)

WhenVi, rises beyond; (region two, r2) at;, the n-channel transistor enters the saturation
region and starts discharging the output capacitor. Thesptitput voltage starts going
down. If the input slope is sufficiently fast compared witle thutput slope, as explained
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Vi Vob
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VDD/2 T - Cnode
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Figure A.1: Voltage waveforms used for calculating the nteredelay.

above Vi, reached/pp beforeVy,: reached/pp/2, i.ety is smaller thariz. In region three
(r3), Vin is fixed atVpp and the n-channel transistor is still in saturation. At tineetty,

the n-channel transistor enters the linear region. In theviiing derivation, the target time
for the delay measuremertg), is assumed to fall into region three. If the input slope is
very slow,tz might fall into region two and the solution becomes compéda This case

is not considered here. For very fast input slopgsjight fall into region four. However,
according to [95], the formula derived hereatfter is stilled approximation in this case.

In region two, the input voltag¥,, which is identical with the gate-source voltages of
the n-channel transistor, is

Vbp
Vin,r2 = t—t s (A-Z)
T
and the saturated n-channel transistor sinks a current
Vbp .
Ip,r2 = BKisaT <?t—\/t> 7 (A.3)

that discharges the capacitor at the output. The outpuagelvaveform can be obtained
solving the following differential equation:
dV, V a
CL 3‘;“2 = —BKisar (%t _Vt> (A.4)
T
With the initial condition given by Equation A.1, the soli of Equation A.4 is
PKisar 1 tr (Voo, |, ot
C. a+1Vpp tr t

Voutr2 = Vop — (A.5)
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In region three, the n-channel transistor is still in satoreandVi, is fixed atVpp. Hence,
the differential equation to be solved is

dV,
C g;t’rs = —BKisar (Voo —W1)* (A.6)
and the solution is given by
K
Voutr3 = Vout,r2|t:tT — P CIEAT (Moo —W)® (t—t1) . (A.7)

With Equation A.5, the target timg, whereVo: reached/pp/2, is defined by

Vbp BKisaT a+1 BKisaT a
YO _ oo — — PRISAT o\l _ PRISAT 0 9 (ts—tr) , (A8
> DD~ 5 Vo @1 1) (Voo — M) T o) (Voo —M)" (tz—t1) , (A.8)
which leads to
C V| 1 Vpp—V
t3 L bD o i — bD ttT . (A.9)

~ 2BKisat (Vobo — M) a+1 Vpp
Finally, the delaytp can be calculated frota andt, =ty /2:
Ip=t-= (1—71_\4/\/%) T &L Voo
2BKisat (Vob — W)

A.10
2 a+1 ( )
The delays for rising and falling input transitions are itieal if the inverter is symmetrical.

A.2 Capacitive Switching Energy

When the output voltage of a CMOS inverter rises from 0 Wy, as shown in Fig-
ure 2.2a, the currentap charges the capacitor at the output node. Furthermoregif th
transition timety of the input signal is greater than zero, both transistogscanducting
simultaneously for a short period of time, which causes atsticcuit currentig: to flow
from the power supply to ground. Assuming that only one suehsition occurs fot > 0,

the total energy drawn from the supply is

(o]

Eayn = / Payn(t) dt (A11)
0

_ / Voo ipp (t) dt (A.12)
0

= /VDD(isc(t)+icap(t)) dt (A.13)
0

0
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where

0

Ecap =VbD / icap(t) dt (A-15)
0

is the energy that is drawn from the supply in order to changenbde capacitance, aRgk
is the short-circuit power calculated in the next section.

The current that charges the node capacitance can be wagiten

. dVout(t
|cap:Cnode(217utt() ) (A.16)

After inserting Equation A.16, Equation A.15 can be solved:

Ecap = Vbbb Chode Vo;tt(t) dt (A.17)
0

= Vbp Cnode[JLrQOVout(t) —Vout(t = 0) (A-18)

= Vop Chode(Vbp — 0) (A.19)

= V35 Chode (A.20)

Note thatEcap depends neither on the dimension of the two transistorsmémeinput and
output waveforms. Equivalent derivations can be found @literature [5, 17, 121].

The energy stored in the capacitor after completion of thesition is

Ecnode = / Vou(t) icap(t) dt (A.21)
0
: Vo (t
- Cnode/Vout(t) %t() dt . (A22)
0

Using the methods of substitution and back substitutiomatqn A.22 can be solved:

1.
Ecnode = Cnodeé levozut(t) _Vozut(t =0) (A.23)
1
= 5CroadVEp —0) (A.24)
1
= EVSD Chode (A.25)

One half ofEc4p is stored in the capacitor while the other half is dissipatetie p-channel
transistor. When the output voltage of the inverter fallgyddo zero again, as shown in
Figure 2.2Db, a current,p flows from the capacitor to ground. The capacitor is disobdrg
andEcnogels dissipated in the n-channel transistor.
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Y

Y

Figure A.2: Triangular approximation of the short-circoifrrent for an inverter with zero
output load capacitance.

A.3 Short-Circuit Power

An expression for the short-circuit pow®%: of an inverter can be derived making the
following simplifications and assumptions. Firstly, thevernter is symmetrical, i.e. the
transconductandgand the threshold voltagé are the same for both transistors. Secondly,
the capacitance at the output node and, hengg,are zero. Thirdly, the short-circuit
currentisc is approximated by a triangular waveform as shown in Figue A

The mean short-circuit curremd; can be calculated from the waveforms in Figure A.2.
Since the inverter is symmetrical, the current waveformsndurising and falling tran-
sitions are identical if the input transition tinte is the same in both cases. Thus, the
calculation can be restricted to the rising input transitwhere the input voltage is

Vi
Vip= -2t (A.26)
tr
The n-channel transistor starts conducting wigmises beyond; at the time
\i
t1=—1tr A.27
=gt (A.27)
the current reaches its maximuAg@ whenVi, is equal tovpp /2 at the time
t
th=—+ | (A.28)

2
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and the p-channel transistor stops conducting wgmeaches/pp —V; atts. The cur-
rent waveform is symmetrical with respectttoand, thus, the calculation can be further
restricted ta; <t <tp. During this interval, the n-channel transistor is in sation and
the short-circuit current is

isc: BKISAT (Vln —Vt)a : (A-29)

The short-circuit power can then be calculated as follows:

Pc = Voplsc (A.30)
2 7
Teik
t1
2 7y o
= VDD—BKISAT/ (ﬂt—\/t> dt (A.32)
Teik tr
t1
t2
2 tr 1 Vbp a+l
= Vpp=—BK t—V A.33
DD -|-¢||(I3 ISAT Vop a+1 ( tT t) 4 ( )
2 K
— B ISATtT (VDD_Z\/t)a+1 ) (A34)

(CX + 1) 20+ Tk

Equation A.34 is based on the assumption that one and onlyransition, i.e. either a
rising or a falling transition, occurs in every clock cycléis is the largest possible activity
if no spurious transitions occur. However, as explaineddati®n 2.3.1, not every node in
a circuit switches in every clock cycle. This can be taken @tcount by means of the
switching activity factorap;. Sinceap; refers only to rising transitions, an additional
factor of two is required wheap; is introduced into Equation A.34. ReplacingT}k with
the effective clock frequency-2io1 - fok, the short-circuit power of the inverter becomes

4B Kisat
Psc = 0oz feik ( B

Wh— (VDD - 2Vt)a+l : (A-35)

Fora equal to two (no velocity saturation), Equation A.35 hassame characteristics as
the expressions frequently found in the literature [117].

Although Equation A.35 has been derived for an inverters ibften used as an approxi-
mation of the short-circuit power consumption of any typ€MOS gate, witH3 being an

effective transconductance parameter representing thieglstrength of the gate’s sym-
metrical pull-up and pull-down networks. The total shdrtgit power consumption of a
circuit can then be calculated by summing Equation A.35 allgrates (see Equation 2.22).



Appendix B

Additional Synthesis Results

The tables presented in this appendix contain results abphienization of combinational
benchmark circuits as a supplement to the in-depth dismoussi the characteristics of
DSVS that can be found in Section 7.5. These data have notihekmed directly in
the main part of this document since they are not of immedmafeortance for a basic
understanding of the subject. When a deeper understandliogriain experiments and
the respective results is required, however, this additiorformation is valuable. All the
tables are referenced from and explained in Section 7.5efdre, this appendix contains
no further explanations, except for those included in thétaaptions.
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Paynafter ...| SSV pwr. opt. | DSV®) pwr. opt.] DSVS CVS
comp. with ... before pwr. opt. after SSV pwr. opt.
alu2 -20% -21% -1% +0%
alu4 -27% -28% -3% -1%
apex6 -26% -34% -10% -8%
apex7 -26% -32% -8% -9%
b9 -23% -26% -5% -3%
c432 -26% -28% -3% +0%
c499 -26% -28% -2% +0%
c880 -22% -31% -12% -4%
c1355 -45% -45% +0% +0%
c1908 -30% -35% -1% -6%
c2670 -28% -29% -3% -2%
c3540 -25% -29% -5% -1%
c5315 -23% -33% -12% -9%
c6288 -20% -25% -6% -2%
c7552 -17% -24% -9% -5%
dalu -30% -32% -3% +0%
des -24% -27% -6% -3%
i10 -28% -38% -14% -11%
i5 -26% -33% -5% -6%
lal -21% -22% -2% -2%
my_adder -32% -37% -13% -1%
pair -26% -33% -9% -8%
rot -31% -42% -13% -12%
terml -22% -26% -5% -1%
vda -17% -18% -1% +0%
x1 -25% -26% -1% -2%
x3 -28% -42% -20% -11%
x4 -29% -36% -12% -8%
avg. -26% -31% -T1% -4%

Table B.1: Opt. of comb. benchmarks without area conssai@titical path delays set to
1.2 times the minimun{?) DSV power opt. includes both DSVS and SSV opt.
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Reduction ofPyyn due to CVS applied after ...

timing opt. timing and area opt SSV pwr. opt.
alu2 -1% +0% +0%
alu4 -7% -4% -1%
apex6 -16% -17% -8%
apex7 -12% -13% -9%
b9 -9% -8% -3%
c432 +0% +0% +0%
c499 +0% +0% +0%
c880 -11% -9% -4%
c1355 -1% +0% +0%
c1908 -9% -8% -6%
c2670 -6% -2% -2%
c3540 -5% -3% -1%
c5315 -15% -15% -9%
c6288 -3% -4% -2%
c7552 -10% -10% -5%
dalu -3% -4% +0%
des -16% -6% -3%
i10 -14% -15% -11%
i5 -13% -10% -6%
lal -3% -4% -2%
my_adder -8% -9% -7%
pair -15% -15% -8%
rot -21% -17% -12%
terml -1% -1% -1%
vda -1% +0% +0%
x1 -3% -3% -2%
x3 -22% -22% -11%
x4 -15% -11% -8%
avg. -8% -T1% -4%

Table B.2: Optimization of combinational benchmarks udimg CVS method. Ciritical
path delays set to 1.2 times the minimum.



178 B ADDITIONAL SYNTHESIS RESULTS
Payn after ...| SSV pwr. opt. | DSV®) pwr. opt. DSVS
comp. with ... before pwr. opt. after SSV pwr. opt.
c432 -14% -16% -2%
c499 -23% -25% -2%
c880 -19% -26% -8%
c1355 -19% -20% -1%
c1908 -21% -29% -11%
c2670 -10% -13% -3%
c3540 -11% -16% -6%
c5315 -16% -26% -12%
c6288 -1% -11% -5%
c7552 -5% -11% -6%
avg. -16% -19% -6%

Table B.3: Optimization of combinational benchmarks. iCaitpath delays setto 1.1 times
the shortest possible critical path dela$sDSV power optimization includes both DSVS

and SSV techniques.

Payn after ...| SSV pwr. opt. | DSV®) pwr. opt. DSVS
comp. with ... before pwr. opt. after SSV pwr. opt.
c432 -9% -16% -7%
c499 -27% -27% -1%
c880 -24% -29% -7%
c1355 -35% -38% -4%
c1908 -23% -32% -11%
c2670 -28% -31% -4%
c3540 -23% -25% -3%
c5315 -21% -34% -16%
c6288 -15% -20% -5%
c7552 -14% -27% -15%
avg. -22% -28% -1%

Table B.4: Optimization of combinational benchmarks. iCait path delays set to 1.35
times the shortest possible critical path dela§DSV power optimization includes both
DSVS and SSV techniques.
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Payn after ...| SSV pwr. opt. | DSV®) pwr. opt. DSVS
comp. with ... before pwr. opt. after SSV pwr. opt.
c432 -24% -29% -8%
c499 -30% -30% -1%
c880 -25% -34% -16%
c1355 -38% -43% -7%
c1908 -27% -39% -17%
c2670 -21% -24% -6%
c3540 -25% -26% -8%
c5315 -17% -33% -21%
c6288 -13% -17% -6%
c7552 -19% -28% -19%
avg. -24% -30% -11%

Table B.5: Optimization of combinational benchmarks. iCaitpath delays set to 1.5 times
the shortest possible critical path dela{sDSV power optimization includes both DSVS
and SSV techniques.

Number of cells (in percent) with...
...minimum size | ...low supply voltage| ...min. size & low volt.
te/temin | 1.1 2.2/ 135/ 151.1{1.2|135/15|1.1|1.2|1.35| 1.5

c432 |46 | 37| 52 | 71| 1 | 8 7 |12 1| 8 6 10
c499 |52 (59|89 |92 0| O 0O |29/ 0| O 0 26
c880 | 61|59 | 73 |78 |19| 29| 21 |46 | 18| 28| 21 | 46
c1355| 72,81 8 (94, 0| 0| 19|29, 0| 0| 19| 28
cl1908 | 59 | 72| 87 |92 |119| 25| 29 | 36| 18| 25| 28 | 35
c26/0| 60| /72| 81 {88 | 9| 9 11|20 9| 9| 11 | 19
c3540| 63| /5| 83 |85 | 5 | 7 6 |11 5| 7 6 11
c5315| 69| 78| 83 |89 | 38| 39| 48 | 56| 35| 38| 47 | 54
c6288 | 40 | 47| 57 |63 | 2 | 3 3 5| 2| 3 3 4
c7/552| 66| 72| 82 |8 | 7 |12 22 |30 6 | 12| 21 | 28

avg. | 59| 65| 78 | 84|10 |13 | 17 | 27| 9 | 13| 16 | 26

Table B.6: Impact of the delay on the number of cells with miaim size and/or low supply
voltage.



180 B ADDITIONAL SYNTHESIS RESULTS

DSVS (2.5V/1.8V) GSVS (2.0V)
Payn | cellarea Payn | cellarea

comp. with after SSV pwr. opt. (2.5V)
c432 -3% +0% -13% +47%
c499 -2% +0% +45% +52%
c880 -12% -1% -20% +23%
c1355 +0% +1% +38% +32%
c1908 -7% +1% +12% +43%
c2670 -3% +0% +10% +53%
c3540 -5% -1% -6% +31%
c5315 -12% +0% -24% +22%
c6288 -6% -2% +33% +50%
c7552 -9% -2% -17% +28%
avg. -6% +0% +6% +38%

Table B.7: Comparison of DSVS and GSVS. Critical path deleyge been relaxed to 1.2
times the shortest possible critical path delays.

DSVS (2.5V/1.8V) GSVS (1.8V)
Payn cell area Payn cell area

comp. with after SSV pwr. opt. (2.5V)
c432 -7% -3% -29% +52%
c499 -1% +0% +38% +57%
c880 -7% +0% -20% +39%
c1355 -4% -5% +17% +25%
c1908 -11% +2% +1% +52%
c2670 -4% +0% +2% +70%
c3540 -3% +0% -12% +47%
c5315 -16% -1% -34% +26%
c6288 -5% -2% +25% +60%
c7552 -15% -1% -29% +33%
avg. -T1% -1% -4% +46%

Table B.8: Comparison of DSVS and GSVS. Critical path delsyse been relaxed to 1.35
times the shortest possible critical path delays.
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DSVS (2.5V/1.8V) GSVS (1.6V)
Payn | cellarea Payn | cellarea

comp. with after SSV pwr. opt. (2.5V)
c432 -19% -8% -40% +60%
c499 -7% -3% +11% +54%
c880 -16% +3% -33% +48%
c1355 -7% -4% +9% +27%
c1908 -8% +0% -27% +50%
c2670 -6% +0% -17% +72%
c3540 -8% +0% -30% +47%
c5315 -21% -2% -48% +27%
c6288 -6% +1% +12% +68%
c7552 -19% -1% -40% +38%
avg. -12% -1% -20% +49%

Table B.9: Comparison of DSVS and GSVS. Critical path delegge been relaxed to 1.5
times the shortest possible critical path delays.

DSVS (2.5V/1.8V) GSVS (2.0V)
Payn cell area Payn cell area
comp. with after SSV pwr. opt. (2.5V)
c432 -7% -3% -29% +19%
c499 -1% +0% -21% +5%
c880 -7% +0% -19% +23%
c1355 -4% -5% -4% -1%
c1908 -11% +2% -22% +12%
c2670 -4% +0% -15% +24%
c3540 -3% +0% -14% +20%
c5315 -16% -1% -27% +7%
c6288 -5% -2% -20% +19%
c7552 -15% -1% -30% +11%
avg. -T1% -1% -20% +14%

Table B.10: Results of GSVS (Il) strategy, which starts withing-driven synthesis tar-
geting delays of 1.1 times the minimum. Actual constraietd@ 1.35 times the minimum.
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APgyn/Pgyn due to DSVS Amount of LV cells
VNWELLLV VbbL Vbp VbbL Vbb
alu2 -1% -1% < 1% < 1%
alu4 -3% -2% 1% 1%
apex6 -10% -6% 41% 33%
apex’ -8% -9% 29% 23%
b9 -5% -2% 29% 19%
c432 -3% -1% 8% 1%
c499 -2% -2% 0 0
c880 -12% -13% 29% 23%
c1355 +0% +0% 0 0
c1908 -7% -7% 25% 15%
c2670 -3% -3% 9% 9%
c3540 -5% -5% 7% 6%
c5315 -12% -13% 39% 36%
c6288 -6% -7% 3% 3%
c7552 -9% -6% 12% 7%
dalu -3% -2% 6% 3%
des -6% -4% 24% 21%
i10 -14% -16% 52% 51%
i5 -5% -3% 40% 21%
lal -2% -2% 17% 11%
my_adder -13% -7% 23% 10%
pair -9% -7% 32% 20%
rot -13% -15% 48% 38%
terml -5% -2% 6% 3%
vda -1% -1% 1% 1%
x1 -1% +0% 8% 3%
X3 -20% -17% 66% 51%
x4 -12% -12% 27% 20%
avg. -T1% -6% 21% 15%

Table B.11: Impact of the body effect due to high n-well pa&ifVnweLL) in low voltage
(LV) cells on the effectiveness of DSVS.
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a velocity saturation parameter

001 switching activity factor

B transconductance parameter

€ox dielectric constant of the gate oxide

Esi dielectric constant of the silicon

Ofs difference between Fermi level and intrinsic Fermi level
y body factor

VI carrier mobility

() flag that indicates whether a gate can be operat¥gmt
A area of a library cell

A total cell area of a circuit

AA deviation of the total cell area of a circuit

Ac area of a level-converting library cell

Amin smallest possible total cell area of a circuit

Aseq cell area occupied by the sequential parts of a circuit
c library cell

Cos drain-to-bulk diffusion capacitance

Ce filter capacitor

Co gate input (gate-to-channel) capacitance

CcLc gate input capacitance of a level-converting cell

CHV high voltage library cell
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Cint interconnect/wire capacitance

CL parasitic capacitance of a filter inductor

CL.c level-converting library cell

CLv low voltage library cell

C(n) set of library cells that implement the functionaliyn)
Chode node/load capacitance

Chodemax maximum output load capacitance used for cell charactesiza

Chodemin minimum output load capacitance used for cell characteoiza
Copt library cell that implement& (n) while minimizingCOST
COST cost of a particular implementation of a logic netwdkv/

Cox gate oxide capacitance

D depletion layer thickness

D duty cycle ofvyec

DeltaCOST reduction ofCOSTdue to substitution of a cell

Dy Hamming distance

E switching energy

Eintr cell-internal switching energy for falling input edge
Entr cell-internal switching energy for rising input edge

EtotF total switching energy for falling input edge

Etotr total switching energy for rising input edge

F functionality of a library cellc

foik clock frequency

F(n) required functionality of noda in a logic networkNW
FSL fan-out signal level property of a library cell

fsw frequency oec

fuco frequency of the signal generated by a VCO

i,k general purpose indices and variables

icap capacitive switching current
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Ip drain current
Ibsus drain current in the subthreshold regime
lbsum drain current at/gs equal toV;
i inductor current
l1oad load current
| quiescent quiescent current
Isc short-circuit current
ISL input signal level property of a library cell
kii general purpose indices and variables
K,M,N general purpose variables
KiLiNn fitting parameter for the drain current in the linear region
KisaT saturation current fitting parameter
k(m) number of zero-to-one transitionsmmclock cycles
Ksus subthreshold current fitting parameter
Kv saT saturation voltage fitting parameter
L gate length
Le filter inductor
m counter for the number of clock cycles
M,N,K general purpose variables
n process parameter
n node in a logic networliW
N,K,M general purpose variables
Na doping concentration in p-type material
Np doping concentration in n-type material
N intrinsic carrier density
NW logic network
p parameter describing the delay increment due to voltagagca

dynamic power consumption of a library cell
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Peap capacitive switching power
APcap deviation of the capacitive switching power
Poik dynamic power consumption of the clock network
APk deviation of the dynamic power in the clock network
Peomb dynamic power consumption of the combinational parts ofeudi
APeomb deviation of the dynamic power in the combinational parts
Payn dynamic power consumption
APgyn deviation of the dynamic power consumption
Pav dynamic power consumption of a high voltage library cell
Pc dynamic power consumption of a level-converting librarl} ce
Pv dynamic power consumption of a low voltage library cell
psc fitting parameter describing the contributionRaf to Pyyn
Psc short-circuit power
Pseq dynamic power consumption of the sequential parts of a itircu
APseq deviation of the dynamic power in the sequential parts
Pstat static power consumption
PSX power savings index
Pr probability of a state transition to occur
Piot total power consumption
RPudd dynamic power consumption of a gate supplied Wity
S reciprocal subthreshold slope
tc critical path delay
Teik clock period
Temin shortest possible critical path delay
teontrol duration of one control time step
to gate delay
Atp deviation of the gate delay
tpHv high voltage gate delay
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tbLc
toLv
toTE
MprE
titerate
tmax

tox

tpath

o

toHv
toLe
toLv
tsetup
tsetupHV
tsetu pLC

tsetu pLv

delay of a level-converting gate

low voltage gate delay

delay to endpoint

deviation of the delay to endpoint

duration of one iteration period

largest acceptable path delay

gate oxide thickness

path delay

clock-to-output delay

clock-to-output delay of a high voltage flip-flop
clock-to-output delay of a level-converting flip-flop
clock-to-output delay of a low voltage flip-flop

setup time

setup time of a high voltage flip-flop

setup time of a level-converting flip-flop

setup time of a low voltage flip-flop

period ofviec

(input) signal transition time

equivalent low voltage input signal transition time
maximum input signal transition time used for cell charazstion
minimum input signal transition time used for cell charaziion
output signal transition time

output signal transition time of a high voltage cell
output signal transition time of a level-converting cell
output signal transition time of a low voltage cell
(nominal/high) supply voltage

low supply voltage

supply voltage value that leads ter1p times larger delays
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SYMBOLS

Vbs
Vbsn

VpssaT

VtO,max
VtO,min
VTH

Vkhigh

drain-source voltage

drain-source voltage of n-channel transistor
saturation voltage

flat band voltage

gate-source voltage

input voltage

output voltage of leakage sensor

node voltage

output voltage

PWM signal in DC-DC converter

source-bulk voltage

substrate voltage

substrate voltage for n-channel transistors
substrate voltage for p-channel transistors
threshold voltage

threshold voltage for zero source-bulk voltage
max. threshold voltage for zero source-bulk voltage
min. threshold voltage for zero source-bulk voltage
thermal voltage

high threshold voltage

elementary charge

gate width



Abbreviations and Acronyms

A input pin

ACPI Advanced Configuration and Power Interface
alu,ALU arithmetic logic unit

AND AND gate

APM Advanced Power Management

ASIC application specific integrated circuit

BIC bus inversion coding

BIU bus interface unit

bsh barrel shifter

bsm bus state machine

BUF buffer cell

BUFLC level-converting buffer cell

CAR compare address register

CBC core bus controller

CCIR Consultative Committee for International Radio
CFG configuration register

CISC complex instruction set computer

CLK clock (signal / input pin)

CLR clear input pin

CMOS complementary metal oxide semiconductor

CMOS9 NATIONAL SEMICONDUCTOR' S 0.18 um CMOS technology
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ABBREVIATIONS AND ACRONYMS

CMOSX-9
CPU
CR16
CSu

CVS

D

dbg

DBS

DC

DC

DCR
DECT
DFFQ
DFFQLC
DFG
DMA
dp,DP
DPM
DSP

DSR
DSV
DSVL018
DSVL025
DSVS
DTV
DTVS
DVPO
ECVS

library in CMOS9 technology

central processing unit

NATIONAL SEMICONDUCTOR' S 16-bit CompactRISC processor core

chip select unit
clustered voltage scaling
data input pin

debug module

debug base register
direct current

don’t care

debug control register

Digital Enhanced Cordless Telephone

D-flip-flop cell with Q output only

level-converting D-flip-flop cell with Q output only

data flow graph
direct memory access
data path
dynamic power management
digital signal processor
debug status register
dual supply voltage
DSV library in 0.18 um CMOS
DSV library in 0.25 um CMOS
dual supply voltage scaling
dual threshold voltage
dual threshold voltage scaling
dual voltage power optimization

extended clustered voltage scaling
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EDIF
EN
esm
FIFO
FF
FSM
GND
GPIO
Gscale
GSVS
HCMOS7
HDL
HV

12C

INV
INVLC
1/O

ISCAS
ISP
ITU-R
JPEG
LC
LmDvp
LUT
LV
MCNC

Electronic Design Interchange Format
enable signal
execution state machine
first-in-first-out buffer
flip-flop
finite state machine
ground
general purpose 1/0
name of a particular DSVS algorithm
global supply voltage scaling
STMCROELECTRONICS 0.25 um CMOS technology
hardware description language
high voltage
Inter Integrated Circuit (bus)
integrated circuit
inverter cell
level-converting inverter cell
input/output
intellectual property
International Symposium on Circuits and Systems
interrupt stack pointer
International Telecommunication Union Radiocomnaeation Sector
Joint Photographic Experts Group
level converter
NATIONAL SEMICONDUCTOR s digital color image processor
look-up table
low voltage

Microelectronics Center North Carolina
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ABBREVIATIONS AND ACRONYMS

MOS
MOSFET
MPEG
MPEG-4
MSV
MTCMOS
mul
MUX
MWIS
NAND
NOR
NTSC
NVB

OR

PAL
PBC
PBM
pc,PC
PDP
PERL
PLD

PLL
PMC
PMP
PMU
PREZ
PSEM
PSR

metal oxide semiconductor

metal oxide semiconductor field effect transistor
Moving Picture Experts Group

video coding standard defined by the MPEG
multiple supply voltage

multiple threshold voltage CMOS
multiplier
multiplexer

maximum-weighted independent set
NAND gate

NOR gate

National Television Systems Committee
NATIONAL SEMICONDUCTOR S video bus
OR gate

Phase Alternation by Line

peripheral bus controller

probability based mapping

program counter

power-delay product

Practical Extraction and Report Language
programmable logic device

phase locked loop

power-manageable component

power management unit

power manager unit

preset input pin

power savings estimation method

processor status register
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PTL
PWM

Q
QN
qu
rR
RA
RAM
rf
RISC
ROM
RTL
SD
SDFFCP
SDFFCPLC
SDI
SE
SIS
SO
SoC
SOl
SP
SP
SPI
SSV
TCB
TCL
TV

pass transistor logic

pulse width modulation

data output pin

inverting data output pin

decode and displacement unit (Queue)
register

return address pointer

random access memory

register file

reduced instruction set computer
read only memory

register transfer level

scan data input pin

scan-D-flip-flop cell with clear and preset inputs

level-converting scan-D-flip-flop cell with cleard preset inputs

serial debug interface
scan enable input

system for sequential circuit synthesis
scan data output pin
system on a chip

silicon on insulator

stack pointer

standard products

Serial Peripheral Interface
single supply voltage
time-critical boundary
Tool Command Language

television
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UART Universal Asynchronous Receiver/Transmitter

USART Universal Synchronous/Asynchronous Receiver/dmatier

USB Universal Serial Bus

USP user stack pointer

VCO voltage controlled oscillator

VHDL Very High Speed Integrated Circuit Hardware DescoptLanguage
XOR XOR gate

XNOR XNOR gate

Z output pin

ZN inverting output pin

ZDVD zero delay virtual driver cell
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