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Zusammenfassung

Massereiche Sterne beenden ihre Millionen Jahre andauernde Entwicklung in gewalti-
gen Supernovaexplosionen. Durch den gravitativen Kollaps ihres zentralen Eisenkerns
werden riesige Energiemengen freigesetzt und der grofite Teil der Sternmasse in den
interstellaren Raum geschleudert. Nur ein kleiner Teil der Masse bleibt als zentraler
Neutronenstern oder als schwarzes Loch zuriick. Supernovae sind von zentraler Bedeu-
tung in der Astrophysik, da unter den extremen Bedingungen, die wahrend der ersten
Sekunde in ihrem Inneren vorliegen, schwere Elemente durch thermonukleare Reak-
tionen synthetisiert werden. Trotz ihrer enormen physikalischen Bedeutung sind diese
Ereignisse bislang nur unzureichend verstanden. Inbesondere die Frage nach dem Explo-
sionsmechanismus ist bislang unbeantwortet geblieben. Die derzeit akzeptierte Vorstel-
lung geht davon aus, dafl die durch den Kollaps freiwerdende Energie vorwiegend in
Form von Neutrinos emittiert wird. Durch schwache Wechselwirkung mit den dichten
Sternschichten hinter der beim Kollaps enstehenden Stoflwelle, konnen die Neutrinos
etwa 1% ihrer Energie auf die Stoffront iibertragen und hierdurch den Einsturz der
aufleren Sternschichten in eine Explosion verwandeln.

Beobachtungen der nahen Supernova SN 1987 A in der grolen Magellanschen Wolke
sowie einiger anderer extragalaktischer Supernovae haben Hinweise dafir erbracht,
dafl hydrodynamische Instabilitaten und Mischvorginge eine wichtige Rolle im Explo-
sionsmechanismus spielen, indem sie die Effizienz des Neutrinoheizens erhohen. Als
beobachtete Manifestation dieser Effekte gelten die gemessenen hohen Expansions-
geschwindigkeiten von Elementen der Eisengruppe (vexp, < 4000km/s), die wahrend
der Explosion in Klumpen von Schichten nahe des kollabierten Kerns bis in die duflere
Wasserstoffhiille des Sterns geschleudert worden sind. Alle bislang durchgefiithrten mehr-
dimensionalen hydrodynamischen Rechnungen der Spatphasen der Explosion, die je-
doch keine detaillierte Behandlung des Explosionsmechanismus selbst enthielten, kon-
nten diese Geschwindigkeiten nicht reproduzieren.

Die vorliegende Arbeit stellt den ersten Versuch dar, durch konsistente mehrdimen-
sionale Rechnungen, eine Briicke zwischen der Theorie des neutrinogetriebenen Explo-
sionsmechanismus und den Beobachtungen zu schlagen. Beginnend zu einer Zeit von
20 ms nach dem Kernkollaps wird die gesamte hydrodynamische Entwicklung der Ex-
plosion inklusive der Nukleosynthese und konvektiver Instabilitaten konsistent uber den
Zeitpunkt des Ausbruchs der Stofifront durch die Sternoberfiche hinaus verfolgt. Die
sich aus den Rechnungen ergebenden Geschwindigkeitsverteilungen sowie das Ausmafl
des Mischens neusynthetisierter Elemente werden mit Beobachtungsdaten verglichen.
Die Ergebnisse zeigen, dafl Beobachtungen von sogenannten Typ Ib und Typ Ic Su-
pernovae, d.h. Explosionen in Sternen ohne dichter Wasserstoff-, bzw. Heliumbhiille,
zwanglos im Rahmen des neutrinogetriebenen Mechanismus erklart werden konnen.
Bereits wahrend der ersten Minute der Explosion bilden sich durch Rayleigh-Taylor-
Instabilitaten schnelle, mit neusynthetisierten Eisengruppenelementen angereicherte
Klumpen, die durch einen Grofiteil der Heliumschale des Sterns geschleudert werden.
Dieses Hinausmischen radioaktiver Isotope in die Supernovaphotosphére ist bei TypIb
und einigen Typ Ic Ereignissen seit geraumer Zeit aus spektroskopischen Untersuchun-
gen bekannt und in der vorliegenden Arbeit zum ersten Mal in einer konsistenten Rech-
nung bestatigt worden.

Die Ubereinstimmung mit Beobachtungen von Typ II Supernovae (d.h. Explosio-
nen in Sternen mit einer massiven Wasserstofthiille) erweist sich dagegen als weniger
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befriedigend. Insbesondere konnen die hohen Nickel- und Eisengeschwindigkeiten in SN
1987 A nicht reproduziert werden, da die in der Wasserstoffhiille abbremsende Stofiwelle
eine Dichte Schale am Kompositionssprung zum Heliumkern des Sterns hinterlasst. In
dieser Schale werden die Klumpen von Geschwindigkeiten tiber 3000 km/s auf unter
2000 km/s abgebremst. Die Diskrepanz zwischen den Rechnungen und Beobachtungen
dieser Supernova kann auf Besonderheiten in der Explosion von SN 1987 A, Unsicher-
heiten in heutigen Sternmodellen, der Beschrankung der vorliegenden Rechnungen auf
zwei Raumdimensionen, oder unverstandene Physik im Explosionsmechanismus selbst
deuten.
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Chapter 1

Introduction

1.1 The supernova phenomenon

The cataclysmic death of an evolved star in a gigantic supernova explosion is one of
natures greatest spectacles. Within seconds a supernova releases about 10°!ergs as
kinetic and internal energy of expanding debris and (depending on its type) a few
10° ergs in form of neutrino radiation and is thus among the most energetic events in
the present day universe, second probably only to the mysterious gamma-ray bursts.
It would take our sun with its luminosity of 3.85 x 1033 ergs/s about 10 billion years
to emit the energy typically stored in a supernova’s ejecta and about 200 times the
age of the universe to radiate the 10°3 ergs imparted to the neutrinos. “It is a feat that
stretches even the well-stretched minds of astronomers” as Woosley & Weaver (1989)
remark impressed. Accompanying the explosion is an enormous outburst of electro-
magnetic radiation which typically releases 10*° ergs over several hundred days and,
with peak luminosities in the optical wavelength range of about 10%3 ergs/s, makes the
supernova as bright as its entire host galaxy.

Due to this intrinsic brightness, galactic supernovae have been observed since almost
two millenia. At least as early as 185 A.D., Chinese astronomers have recorded them
as “guest stars”, i.e. stars that suddenly appeared in the sky, were visible for several
months or even a few years, and then faded away. An excellent discussion of the fasci-
nating observational accounts found in Chinese but also in Korean, Japanese, Arabic
and medieval European records and the deduced association of present day supernova
remnants with these historical supernovae is given by Clark & Stephenson (1977). To
date, long-term search programs have led to the detection of around 1000 extragalactic
supernovae (Bartunov & Tsvetkov 1997) with about 100 being discovered per year.

The importance of supernovae reaches far beyond the different branches of astro-
physics. It is under these extreme conditions that substantial amounts of heavy elements
are produced and together with the products of the star’s previous hydrostatic burning
phases are expelled to interstellar space, thereby enriching the interstellar medium with
elements heavier than helium, the prerequisites of life. In this respect supernovae play
also a second, equally important role. Since they represent the major source of energy
input into the Galaxy they can directly trigger gravitational collapse of interstellar
clouds from which new stars and planetary systems can form.

Since the early work of Minkowski (1941), supernovae have been classified into two
basic types: Type I events which show no hydrogen Balmer lines in their spectra and
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Type Il where hydrogen lines are clearly present. Both types also differ in their absolute
magnitudes at peak light and in the shapes of their light curves. While typical light
curves of both types start with a rise in luminosity, which extends over a week or two,
Type I events show peaks which are fairly narrow while the peak of Type II is broad.
About 80% of all Type I light curves are nearly identical, while there is a significant
spread in light curve shapes within Type II.

The differences within the two classes led to a sub-classification. Type II supernovae
are subdivided into Type 1I-L. and Type 1I-P depending on whether their light curve
shows a linear decline of the bolometric magnitude (i.e. an exponential decline of the
luminosity) after maximum light or the appearance of a marked plateau, respectively.
Type I supernovae on the other hand are subdivided spectroscopically into Type Ia
events which show the marked Si IT A6355 A absorption feature, blue-shifted to A6150
A in their spectra during peak light, and Types Ib and Ic which do not. The pres-
ence of helium lines, especially He T A5876 A in turn distinguishes Type Ib from Type
Ic (Wheeler & Harkness 1986, Harkness et al. 1987, Fillipenko 1997 and references
therein).

Information on the progenitor systems can be inferred from the types of the host
galaxies as well as the locations of the supernovae within them. Type la supernovae
occur in all types of galaxies including ellipticals and show no preference for spiral
arms when they occur in spiral galaxies. This indicates that they are connected to low-
mass, old-population stars. It is nowadays widely believed that they originate from the
thermonuclear explosion (and complete disruption) of white dwarfs which exceed the
Chandrasekhar mass owing to mass transfer in a binary system (Hoyle & Fowler 1960,
but see e.g. Livne & Arnett 1995 and Woosley & Weaver 1994 for sub-Chandrasekhar
mass scenarios). Consistent with this picture is their intrinsic brightness which requires
that rather large amounts (more than about 0.5 M) of radioactive ®*Ni have to be
synthesized during the explosion in order to power the light curve. Since Chandrasekhar
mass white dwarfs represent a rather homogeneous class of objects, Type la supernovae
are regarded as “standard candles”. They are of significant importance for cosmology
since they allow to determine the distances of remote galaxies and thereby measure the
Hubble constant and the deceleration parameter of the Universe.

Type II as well as Type Ib/c supernovae on the other hand have only been observed
in spiral galaxies later than Hubble type S0O. They show a strong preference for spiral
arms and H IT regions which indicates massive Population I stars as progenitors. Indeed,
evidence that the progenitors and the explosion mechanism of Types Ib/c must be quite
distinct from Type la supernovae can also be found in spectroscopic data. Spectra
of Type Ib/c explosions taken later than about a month after maximum light are
dominated by strong O I emission. In contrast, Type la spectra of the same age display
various Fe and Co lines but no oxygen. Furthermore, both Type Ib and Ic supernovae
have been detected by radio observations (Weiler & Sramek 1988), while Type la has
not. Since radio emission is expected to result from the interaction of the supernova’s
ejecta with circumstellar material, this lends further support to the hypothesis that
Types Ib and Ic originate from massive stars which show an appreciable amount of
mass loss. Thus, the majority of supernova types (i.e. Ib, Ic, II-L, II-P etc.) is nowadays
thought to originate from the collapse of the iron cores of evolved massive stars with
zero age main sequence masses M > 8 M. While Type II supernovae are explosions
of stars with a massive hydrogen envelope, Types Ib and Ic are obviously connected to
progenitors which have lost their hydrogen and in case of Type Ic possibly also (a part
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of) their He envelope (Swartz et al. 1993; Nomoto et al. 1995, 1997). There is no general
agreement, however, on whether Type Ic should be regarded as a separate fundamental
class. The excitation of the 1s2p 3PP state responsible for the characteristic He I \5876 A
absorption line which distinguishes Type Ib from Type Ic depends sensitively on the
amount of newly synthesized radioactive °°Ni which is mixed up to the supernova
photosphere from layers near the collapsed core (Lucy 1991; Woosley & Eastman 1997).
This could imply that the amount of mixing is the primary difference between Types Ib
and Ic and that a smooth transition between both could exist (but see the discussion
in Lucy 1991 for possible problems arising in this scenario).

Unfortunately, the large distances of extragalactic supernovae (up to several 100
Mpc) usually preclude a direct identification of the progenitor stars and render truly
detailed observations impossible, which could be used to test the current theoretical
models. One can therefore understand the excitement prevailing in the astrophysical
community when on February 23rd 1987, SN 1987 A, a Type II supernova, exploded in
the Large Magellanic Cloud at a distance of merely 50 kpc from the sun. For the first
time ever it became possible to identify the progenitor star of a supernova with the
~ 18 Mg blue supergiant Sk —69° 202 and to detect neutrinos from the collapse of its
core to a compact object (Hirata et al. 1987; Bionta et al. 1987), presumably a neutron
star. Though surprise was initially great, that a blue and not a red supergiant (as favored
by most stellar evolutionary calculations) had exploded, the fundamental predictions of
supernova theory were impressively confirmed. Throughout the rest of this work we will
be concerned exclusively with core collapse supernovae and in particular with models
of Type II explosions.

1.2 The quest for an explosion mechanism

Already in 1934, Baade & Zwicky speculated on the existence of extremely compact
stars consisting predominantly of neutrons and proposed that the gravitational binding
energy released during the formation of such a neutron star from an ordinary star is
the energy source of supernovae. Observational confirmation of this hypothesis came
with the detection of pulsars, i.e. rapidly rotating neutron stars with strong magnetic
fields (~ 102 G), in the Crab (Staelin & Reifenstein 1968; Cocke et al. 1969; Richards
& Comella 1969) and Vela (Large et al. 1968; Wallace et al. 1977) supernova remnants.
However, the details of the explosion mechanism still remain elusive. Even nearly forty
years of theoretical and numerical work have not led to definite conclusions on how the
collapse is reversed to yield the observable explosion. This dismal state is largely due
to the fact that realistic supernova modeling represents a challenge in nearly every re-
spect, starting with fundamental uncertainties in our knowledge of weak interaction and
dense matter physics, the difficulties introduced by an accurate treatment of neutrino
transport in time-dependent hydrodynamic simulations, the multidimensional nature
of the problem and the extreme non-linearity of the resulting equations of reactive,
self-gravitating, radiation-hydrodynamic fluid flow, and ending with the importance of
general relativistic effects.

The current standard scenario begins when a star with an initial mass on the main
sequence of more than about 8 M), after having proceeded through subsequent phases
of central thermonuclear burning, has built up an onion-shell like internal structure with
a central iron core. The core is surrounded by shells consisting of Si+S, O+Ne+Mg,
C+O0, and He, respectively, the products of the previous burning phases, and (in case
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of Type II supernova progenitors) an envelope of hydrogen and helium.

Since iron-group nuclei have the largest binding energy per nucleon, it is not possible
to gain energy neither from their fusion nor from their fission and the core, unable to
support its pressure against copious neutrino cooling, becomes unstable to gravitational
collapse. At the onset of collapse central densities p. ~ 10 gcm ™3, temperatures
T. ~ 8—10x10° K and rather low entropies per nucleon of around 1 kp are encountered.
Under these conditions the pressure, p, is dominated by relativistic, degenerate electrons
and the adiabatic index v = (0lnp/dlnp)y, ¢ (with p denoting the density, Y. the ratio
between the electron and the baryon density and S the entropy) is close to the critical
value of 4/3. In addition, strong and electromagnetic interactions are in equilibrium
with each other, i.e. (local) nuclear statistical equilibrium (NSE) is established, and the
composition of the matter is determined by the Saha equation. The instability sets in
because for temperatures in the given range, NSE starts to favor alpha particles and free
nucleons rather than iron-group nuclei, so that photodisintegration of the iron nuclei by
energetic photons sets in. Since this is an endothermic process it saps pressure support
from the core. Furthermore, electron captures on protons, which become important at
high deunsities, reduce the electron fraction Y, and thus the Chandrasekhar mass

Mgy, = 1.457(2Y,)* M, (1.1)

above which the core cannot be stabilized against its own gravity by the pressure of
its degenerate electron gas. Since the mass of the core is continuously growing due
to silicon shell burning, it must eventually exceed the Chandrasekhar mass. Within
about one tenth of a second, the core, several thousand kilometers in size, collapses to
a configuration with a radius of only ~ 50 km, the proto neutron star. The gravitational
binding energy released during collapse is of the order of

M\°( R \'
E ~3x10” (M—®> (M) ergs (1.2)

and more than adequate to explain the kinetic energy of the ejecta of ~ 10°! ergs.
For a long time it was hoped that a sufficiently large fraction of this energy could be
converted into outward momentum of the stellar envelope by a purely hydrodynamic
mechanism and thus lead to a “prompt” explosion, i.e. an explosion which evolves on
the collapsed core’s dynamical time scale of a few milliseconds. This hope has not been
fulfilled by detailed core collapse calculations. Nowadays, a second mechanism found
by Wilson (1985), discussed by Bethe & Wilson (1985) and further tested by Wilson
et al. (1986) and Wilson & Mayle (1993), appears to be more promising. It makes use
of the fact that nearly all of the released gravitational binding energy is initially stored
as internal energy of degenerate leptons in the proto neutron star and radiated away
by neutrinos on its cooling time scale of several seconds. A conversion of only about 1%
of the energy carried away by the neutrinos into kinetic energy of the stellar envelope
is sufficient to generate a “delayed” explosion (typically occuring on a time scale of
a few hundred ms as opposed to the few ms in case of a prompt explosion) and to
explain the supernova outburst. In the following we will discuss some of the problems
inherent to these two basic explosion paradigms, already noting that for the moment we
intentionally leave out multidimensional effects caused by rotation and hydrodynamic
instabilities which in general lead to significant adjustments of the standard picture.
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1.2.1 The prompt mechanism

According to the self-similar solutions of Yahil & Lattimer (1982) and Yahil (1983),
who extended the earlier work of Goldreich & Weber (1980), the core separates during
collapse into a homologously (v(r) o r) and subsonically collapsing inner core and a
supersonically collapsing outer core. As long as densities in the core are relatively low,
neutrinos produced by electron captures on free protons can leak out which leads to a
deleptonization of the core, i.e. the electron fraction, Y, decreases. For densities larger
than about 102 g cm—3, however, the mean free path of neutrinos decreases to such low
values that the neutrino diffusion time scale becomes larger than the collapse time scale
and the neutrinos become trapped interior to the so-called “neutrino sphere” defined
as the surface where the neutrinos’ (energy dependent!) optical depth reaches values
between 2/3 and unity.

The collapse proceeds until the inner core reaches and exceeds nuclear saturation
density. At such densities, the incompressibility of nuclear matter abruptly increases
the adiabatic index =y to values above 2 and causes the inner core to rebound. Starting
at the center of the core successive mass shells are stopped while pressure waves move
outwards in radius and steepen into a strong shock wave near the inner core’s outer
edge. The shock starts to propagate through the still infalling outer core and, if it is
sufficiently energetic, reverses the infall and ejects the entire envelope of the star giving
rise to the supernova.

Analytical estimates as well as numerical simulations show that the shock which
forms at a mass coordinate of about 0.8 Mg has an initial energy of E® | = (4—10) x
10°'ergs. However, prior to the shock’s passage, the matter in the outer core consists of
tightly bound iron-group nuclei, supersonically falling toward the shock with maximum
velocities close to a quarter of the speed of light. In propagating through the outer core
the shock must dissociate these nuclei to free nucleons and alpha particles due to the
high post-shock temperatures of several MeV. Since 8.8 MeV are required to unbind a
nucleon from an iron nucleus, the shock looses an energy of about Fjss = 1.7 x 10°!ergs
per 0.1 My of core material dissociated. Note that once the shock succeeds to emerge
from the iron core it does not suffer further energy losses due to photodisintegration,
because all outer layers of the star consist of elements with (substantially) smaller
binding energies per nucleon than iron. The strong and electromagnetic reactions which
occur during explosive silicon, oxygen, neon and carbon “burning” (e.g. Thielemann
et al. 1998) transform these light nuclei into heavier elements and therefore lead to a
net release of nuclear energy.

Considering only the energy loss due to photodisintegration of iron-group nuclei an
upper limit to the mass of the outer core for a successful prompt explosion can be derived
which amounts to about 0.45 Mg,. In order to avoid stalling, the shock thus has to form
quite far out in the core, i.e. the inner core has to be very large. As numerical simulations
including realistic neutrino interactions and transport show, this is precluded by the
deleptonization from which the inner core suffers during infall. With an inner core mass
in the range 0.8-0.9 My as found in these calculations this implies that the prompt
mechanism may work, if at all, only for iron cores with masses smaller than 1.35 Mg,.
However, the photodissociation of iron nuclei has also a second adverse effect on the
shock. Huge amounts of electron neutrinos are produced by electron captures on the
protons thus released. As long as the shock is moving through material still within the
(electron) neutrino sphere these neutrinos are trapped. However, once the shock crosses
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the neutrino sphere, the neutrinos can escape (almost) freely and thus cool the post-
shock matter. The combined energy losses are so severe, that in all modern simulations
the shock stagnates still within the outer core and becomes an accretion shock at a
radius of about 100 km within only a few tens of milliseconds after bounce.

1.2.2 The delayed mechanism

The idea that neutrinos might generate supernova explosions dates back to Colgate
& White (1966). Though the calculations in this pioneering work lacked a realistic
treatment of neutrino energy transfer to the matter by simply depositing half the
thermal energy of the inner core into the surrounding stellar layers (see the critique of
Arnett 1996, p. 382), they inspired more realistic simulations of core collapse in which
an accurate modeling of neutrino/matter interactions is a key ingredient. The result
of such calculations performed by Wilson (1985) is the modern explosion paradigm, in
which neutrino heating can generate delayed neutrino driven explosions by reviving an
otherwise failing prompt shock. The main reactions by which this is accomplished are

Ve+n — € +p (1.3)
UVet+p — et +n.

Considering the situation behind the stalling shock in a collapsed stellar core it is es-
sential to realize that reactions (1.3) and (1.4), which are important at radii of about
100-200 km, are not in local thermodynamic equilibrium since the neutrinos originating
at radii of around R, = 10 — 60 km from the electron neutrino sphere (which shrinks
with time due to the deleptonization and contraction of the proto neutron star) are
nearly freely streaming farther outside. In the semitransparent layers outside the neu-
trinosphere the heating rate due to reactions (1.3) and (1.4) can be written as

Ly s, MeV
Qi 5 = 110 7’5? 1), {1;”} [76 ] (1.5)
7 () P s - nucleon

(Janka 1993). Here Y,, = n,/ny and Y, = n,/n, are the number fractions of free
neutrons and protons, respectively, (with nj, denoting the baryon density), L, s is
the (electron) neutrino or antineutrino luminosity in units of 10% ergss—!, (63,15> the
average of the squared neutrino energy measured in units of (15 MeV)?, r7 the radius
from the central neutrino source in units of 10" cm and () the angular dilution factor
of the neutrino radiation field. The latter quantities are defined in cgs units as

2me

L, = A4mr? (he)? /de,,d,u,,e?,ju,,f, (1.6)
<€2> — fdel/dl‘l’llegf (1 7)

v [ de,dp,ef’ '

fdfudﬂufz%ﬂuf
= 4 L7 v 1.8
<Iu’> deVd,Uq/E,%f ( )
L,

_ 1.

dnricu,’ (1.9)

and thus depend on the neutrino distribution function, f(r,t,u,,€,), which is itself a
function of the spatial coordinate, r, the neutrino direction cosine, u,, the neutrino
energy, €, and the time ¢. The angular dilution factor () connects the neutrino flux
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F, = L,/(4wr?) with the neutrino energy density u, and varies between about 0.25
at the neutrinosphere and 1 for radially streaming neutrinos far out (Yamada et al.
1999; Messer et al. 1998; Janka & Miiller 1996). The dependence of Eq. (1.5) on Y,
and Y, indicates that zones for which the heating is expected to work, must be inside
the shock radius. Matter outside the shock still consists of heavy nuclei which do not
interact with the neutrinos as readily as protons and neutrons.

The cooling rates due to the inverse reactions of (1.3) and (1.4) are given by

T 6 Y, MeV
- ~24 4 i 1.1
Que, e <1MeV> { Y, } [s . nucleon] (1.10)

(Janka 1993). Assuming a Fermi energy distribution for the neutrinos at an effective
neutrino Temperature 7T, and zero chemical potential it can be shown, that the net
heating rate outside of the neutrino sphere can be written as

Quet = Q5 — Qo = const [T5(R, /2r)? — T (111)

(Wilson & Mayle 1993). This makes clear that neutrino heating can only deposit energy
in layers which are not too hot, otherwise the 7% term in (1.11) will dominate and matter
will cool by neutrino emission instead of being heated. Because the temperature gradient
between neutrino sphere and shock is negative, a surface must exist at which cooling by
neutrino emission is balanced by the heating due to neutrino absorption. This surface
is called the gain radius. Inside the gain radius neutrino cooling dominates whereas in
the region between gain radius and shock net heating occurs. It is this heating which
eventually allows the stalling shock to finally overcome the ram pressure of the infalling
outer core and lead to the supernova explosion.

So far, however, only Wilson (1985), Wilson et al. (1986) and Wilson & Mayle
(1993) have found explosions in their one-dimensional supernova models while other
groups (Hillebrandt 1987; Bruenn 1993; Bruenn et al. 1995) could not reproduce these
results. The success of the mechanism depends very sensitively on the value of the
product L,{€%). Indeed, Wilson & Mayle (1993) obtained explosions only if they took
into account convection inside the proto neutron star and its effect on the neutrino
luminosities. Numerical studies by Janka & Miiller (1996) confirm that for given neu-
trino spectra there exists a well-defined minimum neutrino luminosity for a model to
explode and that only small changes in the luminosities around this value, e.g. caused
by the still uncertain neutrino opacities (Reddy & Prakash 1997; Reddy et al. 1998; Keil
et al. 1995, and the references therein), can lead to qualitatively different outcomes.
Similarly, it is known that hard neutrino spectra help in producing explosions (e.g.
Wilson & Mayle 1988; Mezzacappa et al. 1998b). Furthermore, the currently widely
employed flux-limited diffusion schemes for neutrino transport tend to enforce (u) — 1
too quickly with increasing radius and thus tend to underestimate the heating rate in
the gain region (Yamada et al. 1999; Messer et al. 1998; Janka 1992). All this emphasizes
the importance of an accurate modeling of neutrino transport during the shock reheat-
ing phase which in general requires that the full Boltzmann transport equation has to
be solved in step with the hydrodynamics, a task which is computationally extremely
expensive (M. Rampp & H.-Th. Janka, private communication). Until very recently,
a coupled solution of the Boltzmann and the hydrodynamic equations had only been
accomplished for the core collapse phase (Mezzacappa & Bruenn 1993b,a). New calcu-
lations of Mezzacappa et al. (2000) and Rampp & Janka (2000), which have succeeded
to cover also the shock revival phase, confirm that Boltzmann neutrino transport in-
deed yields larger heating rates. However, while in the calculations of Mezzacappa et al.
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(2000) the energy deposition is sufficient in order to cause a (weak) explosion of a 13 M,
star with an iron core of 1.17 Mg, Rampp & Janka (2000) do not obtain an explosion
for a 15 Mg star with an 1.28 M, core.

The failure of the unassisted “delayed” mechanism has recently renewed interest in
hydrodynamic instabilities during the explosion which could lead to higher values of
L,(€2) than the usual spherically symmetric models predict (e.g. Epstein 1979; Wilson
& Mayle 1993). Alternatively the efficiency of the mechanism may be enhanced by
increasing the amount of matter which is heated by neutrinos if material is cycled
between gain region and stalling shock by bulk convective motions (Bethe 1990; Herant
et al. 1992; Herant et al. 1994). Indeed it has been widely recognized within the last few
years that in contrast to the “standard scenarios” which were described above and are all
based on calculations under the assumption of spherical symmetry, any realistic model
of a core collapse supernova has to be multidimensional in nature. The observational
evidence for the occurrence of hydrodynamic instabilities as well as the complications
introduced by these multidimensional effects are the subject of Chapter 2.



Chapter 2

Hydrodynamic Instabilities in
Core Collapse Supernovae

2.1 Observations requiring non-spherical models

2.1.1 SN 1987 A

The by far most important clues to extensive mixing during the explosion of core
collapse supernovae were provided by SN 1987 A, the nearest supernova since centuries.
Numerous independent observations of this event indicate that the expanding envelope
of the progenitor star Sk —69° 202 must have substantially fragmented shortly after core
collapse (for a complete and more detailed account of all relevant observational data
than the one that can be given here, the reader is referred to the reviews of Hillebrandt
& Hoflich 1989, Arnett et al. 1989a, Wooden 1997 and Miiller 1998. In the following
we will only discuss the results of some representative and more recent works).

Already around March 15th, i.e. three weeks after the explosion, when the su-
pernova’s photosphere was located still inside the hydrogen envelope, the “Bochum
event” appeared (Hanuschik & Dachs 1987; Hanuschik et al. 1988), an asymmetry in
the Ha and other hydrogen line profiles which suggests enhanced heating of the en-
velope, presumably due to radioactive °Ni (Lucy 1988; Phillips & Heathcote 1989).
As one-dimensional explosion models show, this isotope is synthesized by complete
(explosive) silicon burning! in the innermost layers of the ejecta. Buried under more
than 10 solar masses of overlying material it should not have been observable until
about one year after the explosion. Utrobin et al. (1995) have computed synthetic Ho
profiles of the “Bochum event” phase and concluded that the fine structure feature
visible in the red wing of the line is consistent with the presence of a fast-moving
(Vexp = 4700 £ 500 km/s), large (~ 1073 Mg) *°Ni clump on the rear side of the
expanding hydrogen envelope. Furthermore, Wooden (1997) argues that the time evo-
lution of the blue shifted features of the Ha line suggests that also several “fingers” of
%Ni were ejected in the explosion toward the observer with high velocities.

%6 Co, the decay product of °°Ni, was directly seen for the first time in August 1987,
i.e. six months after the discovery of the supernova, when hard X-rays originating

'Regardless of the initial composition, we will denote by the term “incomplete silicon burning” the
nucleosynthesis in zones which experience peak temperatures of (4 — 5) x 10° K. Zones which attain
temperatures above 5 x 10° K (required for °Ni production) are said to undergo “complete silicon
burning”. See the discussion in Section 3.6 for details on the nomenclature.



10 Hydrodynamic Instabilities wn Core Collapse Supernovae

from scattered 847keV and 1238 keV ~y-photons from the decay of **Co to Fe were
detected (Dotani et al. 1987; Sunyaev et al. 1987), and finally the Doppler-broadened
7v-ray lines themselves were measured (Matz et al. 1988). These detections occurred half
a year earlier than spherically symmetric explosion models had predicted, and could
be accounted for by one-dimensional explosion models in which the *®Co was mixed
artificially into the hydrogen envelope (Pinto & Woosley 1988a,b; Kumagai et al. 1989).

Further spectroscopic evidence for very high velocities of iron-group elements was
provided by infrared Fe, Co and Ni lines showing extremely broad wings, which could
be observed after the ejecta became optically thin in the infrared at about day 150.
The importance of these measurements is twofold:

1. They directly and independently confirm that iron-group elements were mixed
from the slower moving inner regions of the ejecta into outer layers which were
expanding with up to 4000 km/s

2. They show an unresolved emission feature in the profiles of the 17.94 and 25.99 pm
Fe II line (Haas et al. 1990; Colgan et al. 1994) that can be interpreted as a high-
velocity clump moving with > 3000 km/s and containing about 3% of the total
iron mass, i.e. about 2 x 1073 M.

Li et al. (1993) in analyzing the light curves of several Fe, Co and Ni infrared lines
found that the observations for 150 days < ¢t < 2 yrs can be explained if these ele-
ments were mixed outward macroscopically and inhomogeneously in about 60 to 100
identical clumps. From studies of the “sawtooth profile” of the [O I] AX6300, 6363 lines,
Stathakis et al. (1991) concluded that also the [O I] emitting material is clumpy while
Chugai (1994) estimated that 1.2-1.5 Mg, of oxygen are present in the ejecta which are
distributed in about 2000 clumps.

That not only oxygen and iron-group elements were mixed outward during the ex-
plosion but also hydrogen mixed into the metal core to velocities as low as ~ 700 km/s
is indicated by the narrow central peak of the Ha line at about day 800 after the explo-
sion (Phillips et al. 1990) and by synthetic spectra of Kozma & Fransson (1998). These
findings are in agreement with the observed smoothness of the light curve. Light curve
modeling (Arnett 1988; Woosley 1988; Shigeyama et al. 1988; Shigeyama & Nomoto
1990) has shown that besides mixing of 56Co as well as Si, S, C and O into the hydrogen
envelope, also deep mixing of H and He into the metal core is required. The combined
effects of early radioactive heating and the time-spread in the energy release due to
hydrogen recombination, which can be obtained in this way, enable one to fit the po-
sition and shape of the broad light-curve peak which otherwise cannot be reproduced
satisfactorily using one-dimensional explosion models (Shigeyama & Nomoto 1990).

Fassia & Meikle (1999) have recently used observations of He T 10830 A to probe the
extent of the %Ni mixing at very early times. The presence of He I 10830 A later than
about day 10 after the explosion implies re-ionization of the He-rich ejecta, which is at-
tributed to upward mixing of radioactive material. Fassia & Meikle (1999) demonstrate
that a good fit to the He I line profile as well as the y-ray light curves can be obtained
when a mixed version of the one-dimensional model 10H of Woosley (1988) is used to
model the explosion. Moreover, their estimate that about 3-4% of the total *°Ni mass
expanded faster than 3,000 km/s appears to be consistent with the iron-group velocities
deduced from the infrared line profiles (Haas et al. 1990) as well as the conclusions of
Utrobin et al. (1995) from the Ha data. As Fassia & Meikle (1999) note, however, the
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microscopic mixing employed in their models is most likely not a good approximation
to the real situation in which clumps of material interpenetrate the different stellar
layers. It is thus certainly not possible to confirm the existence of a single large °Ni
clump (Utrobin et al. 1995) from the He I 10830 A data. The spread in the numbers and
sizes of clumps found by Utrobin et al. (1995), Li et al. (1993) and Chugai (1994) is also
uncomfortably large and difficult to understand on theoretical grounds if one assumes
that a single physical mechanism (i.e. a hydrodynamic instability) is responsible for
their formation.

2.1.2 Other supernovae and supernova remnants

Recently observational evidence is growing which indicates that hydrodynamic insta-
bilities are apparently generic in core collapse supernovae and that the mixing found in
SN 1987 A is by no means an exception. The [O I] lines at 6300 and 6363 A have again
proved to be particularly useful in this respect. Using an analysis similar to the one
employed by Stathakis et al. (1991) for SN 1987 A, Filippenko & Sargent (1989) have
found evidence that the ejecta of SN 1987 F, a Type Ib supernova, were also clumped.
Spyromilio (1991) and Spyromilio (1994) as well as Wang & Hu (1994) came to similar
conclusions for SN 1988 A (Type II), and SN 1993 J (Type IIb), respectively. The latter
supernova is generally attributed to the explosion of a 15 Mg, red supergiant which has
lost most of its hydrogen envelope. Iwamoto et al. (1997) could only fit its light curve
peak by mixing *°Ni throughout the inner 2.2 M, of the star, i.e. throughout more than
half of the helium core.

Fassia et al. (1998) have found late-time He I 10830 A emission in the Type II-P SN
1995V, which, as in the case of SN 1987 A, requires the presence of a reionizing energy
source. They concluded that upward mixing of Ni, with ~ 1075 of the total nickel mass
reaching above the helium photosphere was needed in order to fit the line profile. Similar
consequences of 5Ni mixing have apparently been noted in optical spectra of Type Ib
supernovae at least as early as the work of Harkness et al. (1987). Using synthetic
spectra to identify He lines in these objects, Harkness et al. (1987) had to overpopulate
excited states of He I by factors of ~ 10* relative to local thermodynamic equilibrium
(LTE) conditions in order to reproduce the observed strong lines. Lucy (1991) has
computed synthetic Type Ib spectra and has shown that the presence of the He I lines
and the implied departures from LTE can be understood in terms of impact excitations
and ionizations by nonthermal electrons, presumed to originate from collisions with the
high-energy electrons resulting from Compton-scattering of the y-rays from *Co decay
(see also the discussion in Woosley & Eastman 1997).

It is well-known from work on galactic supernova remnants that fast moving clumps
of material enriched in metals exist in Vela (Aschenbach et al. 1995), Cas A (Ander-
son et al. 1994) and Puppis A (Winkler & Kirshner 1985). Particularly intriguing are
the recent high-resolution observations of the Cas A remnant by the Chandra X-ray
observatory. Hughes et al. (2000) interpret the varying spectral characteristics of the
different filaments and knots in Cas A as being indicative for the spatial distribution
of the products of explosive oxygen and silicon burning. They find a spatial separation
between Fe and Si-rich material with the Fe-rich gas being located at the outermost
edge of the ejecta, preceding the Si-knots. Arguing against projection effects, they con-
clude that the ejecta must have undergone a spatial inversion, since the stellar zones
which experience explosive silicon burning are originally located interior to the oxygen
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burning regions. In addition, they emphasize that this macroscopic mixing obviously
did not lead to a homogenization of the composition.

Finally, further possible evidence for substantial macroscopic mixing in core collapse
supernovae is provided by the discovery of several types of circumstellar dust grains
which were preserved in primitive meteorites at the time the solar system has formed.
Among these, a small fraction of the presolar SiC grains (called grains X) as well as
some low-density graphite grains show isotopic ratios with marked deviations from
the solar values, which were interpreted as hinting toward a supernova origin of these
grains (Amari et al. 1992; Zinner et al. 1995; Nittler et al. 1996; Travaglio et al. 1999).
In particular, Nittler et al. (1996) report on large excesses of **Ca relative to the solar
41Ca/*Ca ratio in X and graphite grains from the Murchison meteorite which they
attribute to in situ decay of **Ti. Current (one-dimensional) core collapse supernova
models, which take into account the explosive nucleosynthesis, predict that this short-
lived isotope (7/, = 58yrs) is produced in the innermost layers of the ejecta, which
experience an a-rich freezeout from nuclear statistical equilibrium (Thielemann et al.
1996; Woosley & Weaver 1995). Its synthesis depends strongly on the details of the
explosion mechanism. In addition, **Ti is also produced in sub-Chandrasekhar mass
models of Type Ia explosions (Woosley & Weaver 1995; Woosley et al. 1986; Woosley
& Weaver 1994). Bearing in mind the uncertainties of the current models and assuming
that the grains indeed condensed in the ejecta of a core collapse supernova, as Nittler
et al. (1996) suggest, the presence of *Ti (and 2%Si) in material which had a C/O
abundance-ratio > 1 (required for graphite and SiC formation) might be interpreted
as an indication for (macroscopic) mixing of the innermost stellar layers with material
from the regions near the C/He interface of the star. It should be noted, though, that
certain isotopic ratios of the grains can only be explained if, in addition, substantial
microscopic mixing of the composition is assumed (Amari et al. 1995; Travaglio et al.
1999).

2.2 Rayleigh-Taylor instabilities in supernova envelopes

2.2.1 Models for the mixing in SN 1987 A

Early analytic and numerical work (Falk & Arnett 1973; Chevalier 1976; Chevalier &
Klein 1978; Bandiera 1984) had already pointed out the possible occurence of substan-
tial mixing due to Rayleigh-Taylor instabilities during the expansion of a supernova’s
ejecta into an (inhomogeneous) circumstellar medium. However, with the advent of SN
1987 A direct evidence was obtained that large-scale mixing during the explosion itself
had occured. Today there is general agreement among supernova theorists that the
observed mixing is a consequence of Rayleigh-Taylor instabilities which grew behind
the outward sweeping shock wave even before the latter reached the surface of the star
about 2 hours after core bounce.

As the theory of adiabatic point-blast explosions (Sedov 1959) shows, the propa-
gation speed of the shock depends sensitively on the density gradient of the ambient
medium. The shock accelerates whenever the density declines with radius steeper than
~ r~3 while it must decelerate when the density profile is shallower than ~ r=3. All
realistic stellar evolution models for the progenitor of SN 1987 A (Woosley et al. 1988;
Woosley 1988; Arnett 1987, 1988; Nomoto et al. 1988) share the basic feature that rather
pronounced density jumps occur at the interfaces which separate the shells of varying



2.2 Rayleigh-Taylor instabilities in supernova envelopes 13

composition. Thus, whenever the outward moving shock encounters a composition in-
terface in the progenitor star, the steep drop in density leads to an initial acceleration
of the shock which is followed by a deceleration once it enters the region behind the
interface where the density usually decreases with radius slower than ~ r—3. This un-
steady propagation speed of the shock leads to the formation of density inversions at
the composition interfaces which themselves give rise to the instability. The criterion
for instability derived from a linear stability analysis (for the case of incompressible
flows) has been given by Chevalier (1976) as

dp dp

—_—— 2.1
dr dr <0 (2.1)

i.e. layers with density and pressure gradients of opposite sign are unstable and inter-
penetration of the material in this region must be expected. Bandiera (1984) has per-
formed a linear stability analysis for compressible flows and shown that in this case the
criterion for instability is the well-known Schwarzschild criterion for convection (Kip-
penhahn & Weigert 1994). Ebisuzaki et al. (1989) as well as Benz & Thielemann (1990)
have applied the incompressible and compressible instability criteria, respectively, to
the problem of shock propagation in a progenitor model of SN 1987 A computed by
Nomoto et al. (1988) and concurred in that instabilities must be expected to grow at
the C+O/He and He/H composition interfaces. In order to gain a more detailed insight
into the problem, multidimensional numerical simulations were required due to the non-
linearity of the hydrodynamic equations. Numerous calculations of shock propagation
and Rayleigh-Taylor mixing in models of blue-supergiant stars were thus performed. In
the following we will give an overview of these calculations, not considering the very
early simulations of Nagasawa et al. (1988), Miller et al. (1989) and Benz & Thiele-
mann (1991) which used polytropic stellar models as initial conditions and which are
nowadays only of academic interest since they do not give a realistic picture of the
explosion of the progenitor of SN 1987 A.

It must be emphasized that due to computational reasons, all these investigations
have excluded the explosion mechanism itself from the study, i.e. they assumed that
the late-time propagation of the shock could be followed independently of its creation.
According to the different methods which were adopted in order to initiate the ex-
plosion, the calculations can be divided into two main groups. In addition, different
numerical schemes of varying sophistication were employed by the different workers in
the field. We will describe the results of these simulations in some detail since they
provide significant motivation for the calculations in this thesis.

Models using point-like explosions

In these studies, a shock wave was created artificially by depositing the explosion energy
near the center of a pre-collapse progenitor model. The propagation of the resulting
shock was subsequently followed in one spatial dimension until it had reached the
He/H interface. The 1D models were then mapped to a 2D grid and the rest of the
evolution computed with a multidimensional code after seed perturbations were applied
to the radial velocity field in order to break the spherical symmetry of the problem and
to trigger the growth of the instability. Calculations of this kind, were performed by
Arnett et al. (1989b), Fryxell et al. (1991) and Miiller et al. (1991b) for a 15 Mg
progenitor model (Arnett 1987), by Hachisu et al. (1990) for a 16 Mg, progenitor model
which originated from a 20 Mg zero-age-main-sequence model (Nomoto et al. 1988;
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Shigeyama & Nomoto 1990), and by Herant & Benz (1991) and Herant & Benz (1992)
using several progenitors from different authors.

All of these studies found that Rayleigh-Taylor instabilities indeed grow within the
first hours after shock formation and lead to macroscopic mixing of different stellar
layers. The first of these works (Arnett et al. 1989b) clearly showed that the He/H in-
terface becomes unstable after the passage of the shock wave, and that narrow, dense,
mushroom-capped fingers of helium form, which penetrate into the hydrogen envelope
while hydrogen is mixed into the He-core in large low-density bubbles. Arnett et al.
(1989b) used the PROMETHEUS code which is an implementation of the direct Eu-
lerian Piecewise Parabolic Method (PPM) of Colella & Woodward (1984), a scheme
which still represents the state of the art in numerical fluid dynamics of compressible
flows. The later computations of this group (Fryxell et al. 1991; Miiller et al. 1991b)
with improved resolution succeeded in proving that also a second instability develops at
the C+0O/He interface of the stellar model of Arnett (1987) and interacts with the one
at the He/H interface, thus transporting metals through the He-fingers into the hydro-
gen envelope. This result was also confirmed in subsequent calculations by Miiller et al.
(1991a) who employed moving cylindrical and spherical grids of up to 700 x 700 and
800 x 400 zones, respectively. The radial resolution of these calculations was equivalent
to that of a fixed, spherical grid covering the whole star with up to 4000 equidistant
radial zones.

Using the progenitor of Nomoto et al. (1988) and a Lax-Wendroff as well as a Roe-
type scheme Hachisu et al. (1990) and Hachisu et al. (1992), respectively, found only
the instability at the He/H interface. While Miiller et al. (1991b) pointed out that
the discrepancies may be partly due to differences in the numerics, resolution, and
the treatment of the equation of state employed by the two groups, Smoothed Particle
Hydrodynamics (SPH) calculations of Herant & Benz (1991) and Herant & Benz (1992)
using the progenitor models of both, Hachisu et al. (1990) and Fryxell et al. (1991),
suggest that the differences stem mainly from the structure of the progenitors.

While all these calculations were successful in qualitatively explaining the main
features of the mixing observed in SN 1987 A, they failed to quantitatively reproduce
the high observed cobalt and iron velocities. As Table 2.1 shows, Miiller et al. (1991b),
Miiller et al. (1991a) as well as Hachisu et al. (1990) obtained maximum *5Ni velocities
of < 2000 km/s. Miiller et al. (1991a) noted that, compared to their earlier lower
resolution simulations, in their moving-grid calculations the Rayleigh-Taylor “fingers”
gave way to a smaller “turbulent” mixing layer consisting of bent mushrooms. This
result, which was due to a better resolution of the Kelvin-Helmholtz instability between
the protruding “fingers” and the ambient medium, did not have appreciable effects on
the velocity distribution of the elements, though. Having exhausted a possible numerical
origin of the small nickel velocities, Miiller et al. (1991a) as well as Hachisu et al. (1990)
speculated that the energy released by the decay of °°Ni to %Co may boost these
velocities to values more in line with the observations. The potential importance of this
effect was already pointed out by Woosley (1988) as well as Arnett (1988). Calculations
exploring this hypothesis were performed by Herant & Benz (1991) using SPH. While
one must note that despite the Lagrangian nature of SPH their numerical resolution
(between 3000 and 60,000 particles) appears to be hardly sufficient to confidently follow
the evolution over the first three months (although the authors claim otherwise), their
result was that nickel and cobalt decay indeed increased the peak velocities of 5Ni and
its decay products by about 40% from 1400 to 1900 km/s for the progenitor of Nomoto
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et al. (1988). Yet the magnitude of this effect was too small to explain the high-velocity
wings of the Fe lines which extend to 3500-4000 km/s. When heated by the radioactive
energy release, the nickel expanded in all directions forming a large, hot bubble, since
the paths of least resistance were not directed outward along the fingers but rather
inward and sideways.

Herant & Benz (1992) presented a more extensive set of calculations with different
progenitor models, initial perturbations, explosion energies and (assumed) %°Ni dis-
tributions which included also a three-dimensional computation. As the simulations of
Herant & Benz (1991) these newer calculations suffered from the same problems regard-
ing resolution and the high intrinsic level of noise of SPH, which Herant et al. (1992)
(in a different context) found to be “largely sufficient to seed the instabilities [without
adding seed perturbations]”. Yet, the authors concluded that using high explosion ener-
gies (2 x 10°! ergs) in conjunction with “premixing” of the 5Ni it is possible to explain
the high nickel velocities. Their simulations, which did not cover the first 300 seconds
of evolution, required that the ®°Ni was mixed out to mass coordinates of 1.5 M, above
the Fe/Si interface (i.e. throughout 75% of the metal core of the progenitor model of
Nomoto et al. 1988) by some “early” instability. Herant & Benz (1992) identified this
instability with neutrino-driven convection during the first second of the explosion. So
far no other group has attempted to verify these claims.

A possibility to obtain higher 5Ni velocities which has not yet been studied ex-
tensively is the influence of three-dimensional effects on the growth and propagation
of the high-density Rayleigh-Taylor fingers. Since the fingers and mushrooms which
are found in two-dimensional calculations are in fact tori exhibiting axial symmetry
around the polar axis, one should expect that the instability will develop differently in
two and three dimensions. Preliminary three-dimensional calculations with an angular
resolution of 0.9° were done by Miiller et al. (1991c) for the 15 Mg progenitor of Arnett
(1987) using PROMETHEUS. They found pronounced instabilities that formed gen-
uine three-dimensional clumpy structures with a density which was higher than in the
surrounding medium by a factor of ten. Yet, the overall appearance of the instability
qualitatively resembled coarse two-dimensional results on grids with similar angular
and radial resolution.

In an interesting recent work, Kane et al. (2000) compare the growth of Rayleigh-
Taylor instabilities at the C+O/He and He/H interfaces of a 20 My, progenitor in 2D
and 3D computations using PROMETHEUS. They show that in the rest frame of an
unperturbed (one-dimensional) interface a three-dimensional single-mode perturbation
grows 30%-35% faster than a corresponding two-dimensional perturbation. Although
their highest resolution 3D calculations do not seem to be converged yet, they also
indicate that the Rayleigh-Taylor fingers penetrate further in 3D than in 2D, a result
which is consistent with analytic and experimental work on single-mode perturbations
of incompressible fluids in planar geometries. Still, however, as Kane et al. (2000) note,
the differences are not sufficient to account for the discrepancy between the observed
%6Ni velocities and the results of the previous 2D hydrodynamic calculations.

Models using aspherical shocks

A somewhat different, two-dimensional, approach was chosen in calculations belonging
to the second group of numerical studies. These were also started from realistic pro-
genitors but initiated the explosion using a parameterized, aspherical shock wave. The
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recent calculations of Nagataki et al. (1998b) belong to this class. They represent an
improvement upon earlier models of Yamada & Sato (1990, 1991) with respect to the
numerics (second order Roe scheme compared to a first order donor-cell scheme) and
by computing the nucleosynthesis in the early stages of the explosion using a marker
particle approximation (Nagataki et al. 1997). However, besides neglecting the com-
plications introduced by the explosion mechanism itself, with only 10 angular zones
and 500 marker particles the spatial resolution in the calculations of Nagataki et al.
(1997) is much too low to allow for detailed conclusions about the spatial distribution
and yields of the newly synthesized nuclei. Judging from the results of Fryxell et al.
(1991) and Miiller et al. (1991b) which are given in Table 2.1, the angular resolution in
the subsequent Rayleigh-Taylor calculations of Nagataki et al. (1998b), who covered a
quadrant of the entire star with 2000 x 100 zones, appears to be also too low in order
to obtain approximately converged results. Nonetheless, Nagataki et al. (1998b) believe
that spherical explosion models cannot reproduce °Ni velocities as high as 3000 km/s
even if the amplitude of the initial radial velocity perturbations is as high as 30% and
that aspherical (i.e. axisymmetric) shock waves are required in order to reproduce the
observed line profiles.

2.2.2 Models for Rayleigh-Taylor mixing in other core collapse super-
novae

Though SN 1987 A has naturally received most of the attention of supernova modelers,
several studies of Rayleigh-Taylor mixing in other core collapse supernovae exist. As in
all works dealing with the mixing in SN 1987 A an ad hoc deposition of the explosion
energy in conjunction with an assumed spectrum of seed perturbations was employed.

Simulations of the instability in the explosion of red supergiants were performed
by Herant & Woosley (1994), Shigeyama et al. (1996) and Iwamoto et al. (1997) while
Hachisu et al. (1991) and Hachisu et al. (1994) have done a very useful parameter study
of the mixing in Type Ib supernova progenitors. The main result of these latter two
works (Hachisu et al. 1991, 1994) was that Rayleigh-Taylor instabilities grow at the
C+0/He interfaces of helium core models of between 3 and 6 Mg and might lead to
large-scale mixing which can possibly account for the mixing of **Ni into the helium
envelope required to model the fast decline of the light-curves of Type Ib/Ic supernovae
(Shigeyama et al. 1990). Hachisu et al. (1991) also demonstrated that the instability is
more violent for progenitors of smaller mass in which the mass ratio between the helium
envelope and the metal core (excluding the neutron star) is usually larger?, which leads
to a stronger deceleration of the core.

Hachisu et al. (1994) found that the extent of the mixing (the “mixing width”)
is strongly dependent on the amplitude of the initial seed perturbations. Moreover,
radial velocity perturbations exceeding 5% were needed at the time the shock passes
the C+0/He interface, in order to obtain such strong mixing as light-curve calculations
require. For seed perturbations larger than ~ 1% the mixing width could be determined
almost independently of the mesh resolution since it was mainly determined by the
(resolved) large scale mushroom structures.

We will show in a later chapter of this thesis that these results are consistent with
ours and that the neutrino-driven convection discussed in the following section, nat-

*For 3.3, 4, 6 and 8 M helium core models, Nomoto et al. (1991) give this ratio as, 2.5, 2.7, 1.0,
and 0.45, respectively
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urally explains the origin of the large seed perturbations required by Hachisu et al.
(1994).

2.3 Convective instabilities in the delayed explosion mech-
anism

Facing the failure of the Rayleigh-Taylor calculations to explain the high iron veloci-
ties in SN 1987 A and the nagging problem of the explosion mechanism, the focus of
supernova, theorists has recently shifted toward hydrodynamic instabilities in the ex-
plosion mechanism itself. Indeed, several convective instabilities are nowadays known
to eventually develop immediately after core bounce in the epoch of shock reheating,
i.e. within the first ~ 100 ms of the explosion. These are

1. Ledoux convection inside the proto neutron star,
2. neutron finger convection inside the proto neutron star,

3. neutrino driven convection between gain radius and stalling shock

Though their existence and their importance for the explosion mechanism is still vividly
debated, it has been realized that they might provide the key for an understanding of
the observations of SN 1987 A.

Post collapse models of stellar cores usually show a complex variation of the en-
tropy, S, the electron fraction, Ys, and the temperature, 7', with radius (see Figure 2.1).
The entropy and temperature profiles depend on the history of the collapse and are
further influenced by the formation and propagation of the shock wave. All realistic
models show a positive entropy gradient which is situated at mass coordinates between
0.4 Mg and 1.0 Mg and is produced by the strengthening shock as it absorbs pressure
waves generated by the rebounding inner core immediately after core bounce. Corre-
spondingly, the temperature gradient is positive, too. Outside this region, in layers just
below the electron neutrinosphere, the entropy gradient (as well as the temperature
gradient) is negative, exhibiting the effects of the weakening of the shock. The electron
fraction shows a deep trough due to the increasing mean free path of the escaping neu-
trinos which causes a strong deleptonization of these regions. Still farther outward, in
regions somewhat outside the gain radius, an entropy maximum exists, which is caused
by heating due to neutrinos. Finally, the entropy chops off towards the shock.

2.3.1 Ledoux convection inside the proto neutron star

In the Ledoux approximation, convective instabilities arise when a displaced fluid ele-
ment of constant entropy and electron fraction, maintaining pressure equilibrium with
its surroundings, expierences buoyancy forces which tend to amplify its displacement.
In this case the criterion for convective instability is given by

dS [ dp dYe [ Op
@ (o op . 2.2
dr (as)Ya,PJr dr (an)S,P” (22)

Since for realistic equations of state (9p/0S)y, p and (0p/0Ye)g p are usually nega-
tive for values of the thermodynamic variables which are of interest for the supernova
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Figure 2.1: Post-collapse model WPE15 1Is (180) of Bruenn (1993). The accretion shock
can best be discerned in the plot of the (radial) velocity. Behind the shock matter is
almost in hydrostatic equilibrium. Going from the center outwards, the entropy shows
a pronounced positive gradient which becomes negative for 6.575 < log(r [cm]) < 6.65.
In this region Ledoux-convection can be expected to grow because there exists also a
negative gradient of the electron fraction Y, in the “deleptonization trough” just below
the neutrinospheres. Farther outward a zone with positive S and Y, gradients separates
the region unstable to entropy-driven convection (caused by neutrino heating) from the
proto neutron star.
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shock gain R R R R
radius ns PNS v g §

(convective)

Figure 2.2: Schematic representation of the processes occuring in the delayed explosion
mechanism (from Janka & Keil 1997). The radius of the electron neutrinosphere (as-
sumed to be identical for v, and ) is denoted by R, the radius of the proto neutron
star (PNS) by Rps.

problem (but see also Janka & Keil 1997 and the references therein), the presence of
negative gradients of S and Y, is a sufficient condition for the onset of the instability. If
only one of the gradients is negative, convection may still develop, but its growth will
depend on the magnitude of the stabilizing gradient as well as on the thermodynamic
derivatives.

Inside the proto neutron star, Ledoux convection, which is also referred to as
“prompt” convection, occurs in regions near and below the electron neutrino sphere
(see Figure 2.2). It may initially develop due to the negative entropy gradient which is
left behind in these layers by the dying prompt shock. Because convective motions will
tend to flatten out this gradient by mixing high and low entropy material and because
the gradient is not sustained over time by other processes, entropy driven convection
in this region can be expected to cease after some time. However, shortly after the
shock breaks through the electron neutrinosphere a convectively unstable stratification
in this region can be sustained by the negative lepton gradient which forms due to the
Ve losses.

The main effect of Ledoux-type proto neutron star convection on the explosion
mechanism is an increase of the 1, and v, luminosities and mean neutrino energies,
which may help to boost L, (¢2) just above the critical value required for an explosion
(see Section 1.2.2 as well as Janka & Miiller 1996). There is currently no consensus
among different groups on the importance of this convection. This is mainly due to
the fact that inside the nascent neutron star energy and lepton number exchange of
the convective elements with their surroundings are usually not negligible. Thus the
criterion for instability Eq. (2.2) is only an approximation (Janka & Keil 1997) and mul-
tidimensional calculations including neutrino transport are required. Keil et al. (1996)
who have followed proto neutron star cooling in two-dimensional calculations for more
than 1s find vigorous (“Quasi-Ledoux”) convection which engulfs the entire neutron
star. Burrows & Fryxell (1993) reported on a “convective trigger”, i.e. a convective
enhancement of the neutrino luminosities which caused an explosion, while in a later
work Burrows et al. (1995) characterize proto neutron star convection as being weak.
Finally, Bruenn et al. (1995) and Mezzacappa et al. (1998a) find proto neutron star
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convection to be unimportant.

2.3.2 Neutron finger convection

Neutron finger convection is a doubly diffusive instability. It may arise in a collapsed
stellar core when heat and composition diffuse at different rates. As alluded to earlier,
the deleptonization of the matter near and below the electron neutrinosphere results in a
negative Y, gradient in the core®. Material in the innermost layers of the proto neutron
star is thus less neutron rich than the matter near the neutrinosphere. In addition,
positive entropy and temperature gradients exist in the deeper layers of the core. When
a blob of hot neutron-rich material begins to sink towards the center of the star (always
maintaining pressure equilibrium with its environment), collisions with neutrinos of all
types will tend to bring it into thermal and chemical equilibrium with its surroundings.
If the blob can attain thermal equilibrium faster than chemical equilibrium it will find
itself being denser than its surroundings which consist of material with a higher electron
fraction and therefore will continue to sink toward the center in a finger like fashion.

Neutron finger convection was proposed by Wilson & Mayle (1988, 1993) and in-
cluded into their one-dimensional calculations using a mixing-length type scheme. Wil-
son & Mayle (1993) emphasized that this convection is essential for triggering an ex-
plosion by mixing lepton-rich material from the center outwards thus enhancing the
electron neutrino luminosities. However, Bruenn et al. (1995) in investigating neutron
finger convection for a variety of typical conditions in post-collapse cores reached contra-
dictory results. In particular they found, that counter-intuitively, lepton equilibration
which is only mediated by two neutrino types (ve, ) is not slower than energy equi-
libration which is mediated by all six neutrino types. Bruenn et al. (1995) therefore
concluded that matter below the neutrinospheres is at no time unstable to neutron
finger convection and that the latter plays no role in the supernova mechanism.

2.3.3 Neutrino driven convection between gain radius and shock

Convection between gain radius and shock is driven by the negative entropy gradient in
the region of neutrino heating outside the gain radius. Since this gradient is continuously
maintained by neutrino matter interactions one also refers to this convective mode
as “neutrino driven convection”. In contrast to the other two types, neutrino driven
convection has only a minimal effect on the neutrino luminosities, since the matter
between gain radius and shock is nearly transparent to neutrinos.

However, this convection transports energy in form of large high-entropy bubbles
of gas from layers close to the gain radius, where the heating is strongest, near to
the stalling shock (Figure 2.2). Thus the post-shock pressure is increased and work is
performed on matter accreted through the shock. In addition, cool post-shock material
is transported to the layers of maximum heating deeper inside and after absorbing
energy in turn rises toward the shock. Neutrino driven convection therefore increases the
efficiency of neutrino energy deposition for given neutrino luminosities. This typically
leads to higher explosion energies in multidimensional models computed for the same
neutrino luminosities as their one dimensional analogues (Janka & Miller 1996).

3Note that, more precisely, in the dense inner regions of the proto neutron star, where the neutrinos
are trapped, they can attain equilibrium with respect to weak-interaction processes, and the electron
fraction Ye should be replaced by the total lepton fraction Y7,
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Though all groups agree on its existence, the importance of neutrino driven con-
vection for the explosion mechanism is debated. Herant et al. (1992) and Herant et al.
(1994), based on results of SPH calculations, have advanced the view that it is the
key to the supernova mechanism and always leads to “robust” explosions. However,
the results of three independent groups employing accurate multidimensional PPM hy-
drodynamics and very different neutrino transport schemes agree in that this does not
appear to be the case (Mezzacappa et al. 1998b; Janka & Miiller 1996; Burrows et al.
1995). Janka & Miiller (1996) have demonstrated that the effects of neutrino-driven
convection are particularly important only within a narrow window of luminosities
close to the critical luminosities for a successful explosion. In this case, neutrino driven
convection can indeed lead to qualitative evolutionary differences, turning unsuccessful
one-dimensional models into exploding ones in multidimensional calculations.

Regardless of its role in triggering the explosion itself, because of its occurrence in
the immediate post-shock layers, neutrino driven convection has been repeatedly sug-
gested to influence the spatial distribution and the expansion velocities of the products
of the explosive nucleosynthesis and to provide the perturbations needed to seed the
Rayleigh-Taylor instabilities, which later develop at the composition interfaces of the
stellar envelope (Herant & Benz 1992; Herant et al. 1994; Burrows et al. 1995; Janka
& Miiller 1996). It is thus of crucial importance for an understanding of the mixing in
core collapse supernovae.

2.4 Aims and further structure of this work: Towards a
more coherent picture

From what has been said above it is clear that there exists a considerable discrepancy
in the results of recent calculations of core collapse explosions. Indeed, not only the de-
tails of the explosion mechanism are nowadays debated but there also exists a variety
of partly contradicting results for the subsequent phase of shock propagation through
the envelope. This is only in part due to uncertainties in the presupernova models.
Parameter-free, successful, fully self-consistent, high-resolution, multidimensional cal-
culations which cover the entire evolution within the first crucial hours of the explosion
are still lacking. Thus, a number of long standing questions in supernova research which
are e.g. connected to the actual location of the mass cut in the ejecta and the amount
and composition of material that falls back onto the central remnant in the late stages
of the explosion, cannot be reliably answered nowadays.

Consistent calculations are also urgently required in order to put constraints on
the different explosion paradigms. Though the amount of observational data which has
been collected in recent years is impressive, it has not allowed to resolve the question
whether the prompt or the delayed mechanism are responsible for the explosion of
massive stars. Most of the observable properties of a supernova, like its light curve and
spectra, are not very sensitive to the explosion mechanism, but require only that about
10°! ergs are released near the center of the star. The mere 19 neutrinos which were
detected from SN 1987 A in the water tanks of the Kamiokande 2 and IMB detectors do
not allow to draw detailed conclusions about the neutrino spectra and the evolution of
the neutrino luminosities which could be used to strongly constrain delayed explosion
models. This will only change with the next galactic core collapse supernova. Current
and planned neutrino detectors should be able to measure several thousand neutrinos
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from such an event (Beacom 1999; Vogel 1999).

In the mean time, the only available probe to the explosion mechanism is provided
by the clues to extensive mixing of newly synthesized iron-group elements into the outer
envelope of SN 1987 A and other extragalactic supernovae. The still unresolved prob-
lem of the high %°Ni velocities in SN 1987 A indicates that our current understanding
of supernova explosions is at best incomplete, and that a detailed understanding of
the problem of nucleosynthesis and mixing is required to gain further insight into the
explosion mechanism. Multidimensional nucleosynthesis calculations in core collapse
supernovae have just begun to be performed and are nowadays confined to preliminary,
parameterized attempts (Nagataki et al. 1997) with rather coarse numerical resolution.
In particular, no work to connect the nucleosynthesis to the explosion mechanism has
yet been attempted. It is thus a major aim of this thesis to study explosive nucleosyn-
thesis in multidimensional calculations of delayed neutrino-driven explosions, and to
explore its dependence upon the early convective instabilities.

The second major goal of this work is to illuminate the impact of neutrino driven
convection upon the Rayleigh-Taylor mixing. While both types of fluid dynamic insta-
bilities have been studied in the context of core collapse supernovae in a number of
investigations, no attempt has been made yet in numerical work to study their inter-
action, although it has been suggested that this might be the origin of the high °Ni
velocities in SN 1987 A (e.g. Herant & Benz 1992). The calculations which we have
conducted for this purpose are the first which cover the entire evolution of the super-
nova during the first hours in more than one spatial dimension and explicitly include
a detailed modeling of the explosion mechanism itself. Thus, the present study repre-
sents the first attempt to provide the link between the theory of delayed explosions and
observations. At the same time, it is a first step toward the long-term goal of obtaining
fully consistent multidimensional supernova models.

The reason why, despite their importance, calculations of this kind have not yet
been performed is twofold. Firstly, the range of physical processes involved during the
early stages following core collapse is so broad that it is very difficult and extremely
expensive in terms of computer time to take them all into account in a multidimensional
calculation without introducing specific approximations. Secondly, the widely differing
time and length scales of the problem do not allow to follow the revival and propagation
of the shock up to the stellar surface and the development of the associated Rayleigh-
Taylor instabilities with sufficient spatial resolution. As Figure 2.3 illustrates a range
of spatial scales of r/Ar ~ 107 is encountered from the moment of shock formation
until the break-out of the shock through the stellar photosphere while starting from
nuclear time scales of Aty ~ 107'*s and ending with the shock propagation time
through the star tgpoa ~ 10*s a formidable range of time scales spanning 18 orders
of magnitude has to be covered. Though the problem’s physics allows for some crucial
simplifications it is nevertheless clear that the use of conventional numerical techniques
and/or computational resources cannot be expected to yield solutions in a manageable
amount of computer time.

In what follows we will describe a two-step approach to the problem. In the first step,
we have extended earlier one and two-dimensional work on the explosion mechanism
(Janka & Miiller 1996) by including a treatment of the nucleosynthesis during explosive
silicon and oxygen burning and by improving upon the numerics used in this former
study which has turned out to influence the character of the neutrino driven convection
under certain circumstances. For the reasons mentioned above, no attempt was made
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Figure 2.3: Schematic representation of the location of composition interfaces and the
range of spatial scales encountered in an exploding 15 Mg blue supergiant progenitor,
comparable to the progenitor of SN 1987 A. From top left to top right one has to zoom
into the exploding star by a factor of 40000 in order to discern the shock wave about
100 ms after core-bounce and the neutrino-driven convection behind it. The radii of the
major interfaces as well as the time it takes the shock to arrive at each of these are also
noted. Within each panel the shells of differing composition are drawn to scale. Note
that in order to resolve the surface of the proto neutron star one still needs a numerical
resolution of r/Ar ~ 1000 in the simulation shown in the last panel at top right.

to obtain a fully consistent treatment of the explosion, including all phases from core
collapse to shock stagnation and revival, which would have required a detailed treat-
ment of neutrino transport. In the spirit of Janka & Miller (1996) we have used models
with a simplified treatment of the neutrino physics to illuminate trends instead, and to
clearly separate the influence of the various physical as well as numerical effects on the
computed explosion models. This is the subject of Chapter 3. Starting with a discus-
sion of the implemented physics we successively present first one-dimensional explosion
models in Section 3.7 which include the explosive nucleosynthesis and already exhibit
the gross evolutionary features of the flow. Thereafter, we discuss two-dimensional sim-
ulations in Section 3.9 and highlight the important effects of neutrino driven convection
using the one-dimensional models as a reference for comparison.

In a second step, we have used the explosion models described in Chapter 3 to follow
the subsequent evolution of the young supernova until well after the phase of shock
break-out through the stellar envelope. In order to do so, a new numerical tool, which
is based on recent advances in numerical mathematics and algorithmics, was adapted
to the modeling of core collapse supernovae and applied in a first exploratory study
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to the problem of mixing in SN 1987 A. In Chapter 4 we describe the computational
setup that was adopted for these calculations and discuss their results in detail using
the same philosophy of comparing one and two-dimensional models to illuminate the
physics of the problem as done previously in Chapter 3.

Chapter 5 finally summarizes the main results of this thesis. Implications of the
observational data of SN 1987 A for further theoretical modeling are discussed in the
light of our new results, and an outlook on necessary future work is given.

In two appendices we address some of the physical and technical foundations upon
which the present work builds. Appendix A discusses the equations of self-gravitating,
reactive fluid flow. Appendix B describes the computer codes which we have developed
and used to obtain the results presented in Chapters 3 and 4. After giving an overview
of the basic hydrodynamics scheme employed, we focus on a description of the code
which we have used to study the Rayleigh-Taylor instability in Chapter 4. This code is
an extended version of the AMRA Adaptive Mesh Refinement (AMR) code of Plewa
& Miiller (2000), and implements the mesh refinement strategy for hyperbolic equa-
tions first suggested by Berger & Oliger (1984) and later reformulated by Berger &
Colella (1989) for hyperbolic systems of conservation laws. In its latter form the AMR
algorithm takes explicit advantage of the conservative, high-resolution shock capturing
schemes nowadays used successfully for a wide range of problems involving supersonic
flows. Additions to the basic scheme, which were necessary in order to compute self-
gravitating, reactive flows with a realistic equation of state, are also described and
examples of test calculations are given.



Chapter 3

The “inner problem”:
Nucleosynthesis and neutrino
driven convection

3.1 The initial model

Since no attempt is made in this work to compute the evolution from the onset of
collapse and since this phase sets the stage for what follows, we have started our cal-
culations 20 ms after core bounce from model WPE15 1s (180) of Bruenn (1993) (see
Figure 2.1 for the detailed structure of this model) who has followed core collapse in the
15 Mg, progenitor model of Woosley et al. (1988). Already shortly after the appearance
of SN 1987 A, Woosley et al. (1988) had concluded that a 15 Mg, blue supergiant pro-
genitor model was able to account for the observational data of the supernova obtained
until April 1987 (i.e. six weeks after the explosion). Although later studies have cor-
rected the progenitor mass to values of 19 &3 My, (Woosley 1988) the lack of adequate
progenitor models which have been evolved consistently through core collapse in calcu-
lations including a realistic treatment of the neutrino physics as well as the possibility
to compare our results with the earlier calculations of Janka & Miiller (1996) have led
us to adopt the Woosley et al. (1988) progenitor for all further investigations. Bruenn
(1993) has followed the evolution of this model for more than 800 ms after bounce in his
1D calculations and did not obtain an explosion. After an initial expansion to a radius
of 200 km the bounce-shock had retreated again to become a stationary accretion shock
at a radius of about 100 km.

Bruenn’s models were obtained with a one-dimensional, Lagrangian, general rela-
tivistic hydrodynamics code using the equation of state of Lattimer & Swesty (1991) and
a multi-group, flux-limited diffusion transport scheme for all neutrino types (Bruenn
1985; Bruenn & Haxton 1991). At the time of writing these models were still the most
realistic post-bounce models available for progenitors comparable to the one of SN
1987 A, although their spatial resolution is somewhat coarse in the outermost zones
that cover the layers of the outer C/O-core and the inner He-shell. This region, though
not particularly interesting for a modeling of the shock-revival phase, is of special im-
portance for the onset of the Rayleigh-Taylor instability (see Chapter 4).
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3.2 Hydrodynamics

For all calculations described in this chapter we have used the version of the HER-
AKLES code which is described in Appendix B.1. HERAKLES solves the multidimen-
sional reactive (Euler) equations of hydrodynamics with the direct Eulerian version
of the Piecewise Parabolic Method (PPM, Colella & Woodward 1984). Special provi-
sions were made to minimize numerical diffusion of the composition, to guarantee exact
conservation of nuclear species and to suppress the “odd-even-decoupling” phenomenon
(see Quirk 1994), a numerical defect which we will discuss in Section 3.11 and which ap-
pears to affect most multidimensional supernova models calculated to date with PPM.
Besides an incorporation of the additional physics which is described below, the code
allows for the use of general equations of state according to the algorithm of Colella &
Glaz (1985) and a moving grid (see e.g. Miiller et al. 1991a).

3.3 Neutrino source terms and equation of state

The description of the neutrino physics and the equation of state which is used in the
present work is the same as the one of Janka & Miiller (1996). A light-bulb approxima-
tion is adopted for the neutrinos in which initial luminosities LY for ve, Yy Uy, Vr and Uy
are prescribed at the inner boundary of the computational domain somewhat below the
neutrinosphere (at a mass coordinate of M;. = 0.848 M, initially corresponding to a
radius of 3.17 x 10° cm, see Section 3.4), with the relation LBN = Lgu = LgT = LgT = ng
being fulfilled. The luminosities are held constant with radius and decay exponentially
with time according to

L, = Lgi exp (—t/tr) (Vi = Ve, Ve, Vg, Where vy = 1,0y, V7, 0r). (3.1)

The initial 7, luminosity as well as the decay time scale, t1,, are functions of the total
energy loss, Ae My c? e?("v)  and lepton loss, AYz N4 Mic, of the inner iron core. Here Ae
and AY}, (the average reduction of the lepton fraction of the inner core with mass M;.)
are parameters of the calculation and ¢(ry,) denotes the tt-component of the metric
that measures the gravitational redshift from the inner boundary ry, to the observer at
infinity (see Janka & Miiller 1996).

Since the luminosities were prescribed and not computed from a full transport calcu-
lation, a single neutrinosphere radius could be assumed for all neutrino types, which is a
simplification of the real situation in which y and 7-neutrinos and antineutrinos, which
interact with the neutron star matter only via neutral currents, decouple in deeper lay-
ers than the electron-neutrino types. Furthermore the ve-sphere is located at somewhat
smaller radii than the ve-sphere because, due to the high neutron abundances, the opti-
cal depth for the v, is larger in the outer layers of the proto neutron star. The effects of
different decoupling depths, however, are taken into account in the prescription of the
spectra which are Fermi-Dirac like in shape with effective temperature and degeneracy
parameters. These parameters were obtained from fits to data of detailed Monte-Carlo
simulations of neutrino transport in proto neutron stars performed by Janka (1991).
Both parameters differ for each neutrino species while the temperatures also vary with
time in order to simulate the evolution of the spectra from the cooling neutron star.
Fit relations obtained from the Monte-Carlo simulations were also used in order to
prescribe the angular dilution factor of the neutrino field which enters the heating rate
(see Eq. 1.5) and the variable Eddington factor which was needed to transform the
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properties of the neutrino field from the observers rest frame into the comoving frame
of the stellar medium in order to compute the reaction rates (see below). We refer the
reader to the original work of Janka & Miiller (1996) for further details and note that
the approximations described above neglect

i) the neutrino luminosities due to accretion of matter onto the neutron star and

ii) the effects that convection below the neutrinospheres will have upon the lumi-
nosities and spectra.

The interaction of neutrinos with the matter in the semi-transparent stellar layers out-
side the neutrinosphere is taken into account by source terms for the energy and lepton
number in the hydrodynamic equations according to the formulae derived in Janka
(1991) and further discussed in Janka (1993). The following processes were included in
the computation of these terms:

e neutrino and antineutrino absorption on free nucleons; electron and positron cap-
ture on free nucleons

Ve+p = e +n.

These are the dominant reactions for the energy balance of the stellar gas. The
heating and cooling rates resulting from these reactions were given in Chapter 1.

e neutrino scattering off electrons and positrons

vi +et > v+ et (Vi = Ve, Ve, Vg)- (3.4)

e neutrino-nucleon and neutrino-nucleus scattering

n n
vitsp p—ovi+p ¢, (Vi = Ve, Ve, Vy) (3.5)
A A

e neutrino-antineutrino pair annihilation; electron-positron annihilation with v-pair
production

vi+vi=e +et, (Vi = Ve, Ve, Vz). (3.6)

The equation of state includes contributions from four nuclear species (protons,
neutrons, a-particles, and a representative heavy nucleus of the iron group) which
are all treated as ideal non-relativistic Boltzmann gases, since we do not include the
innermost regions of the neutron star with densities > 3 x10'? gcm 3 (see below) where
nucleon interactions and nucleon degeneracy become important. The abundances are
computed from nuclear statistical equilibrium for 7' > 5x 10? K. Electrons and positrons
are taken into account as arbitrarily degenerate and arbitrarily relativistic Fermi gases
and contributions from photons in thermodynamic equilibrium with the matter are
included.
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3.4 Numerical grid, boundary conditions and seed per-
turbations

The high sound speed in the proto neutron star renders it computationally expensive to
follow the evolution of the entire stellar core with an explicit hydrodynamics code over
time scales of seconds. The innermost 0.848 My, of the core are therefore cut out and
replaced by a point mass. Spherical coordinates are adopted and the inner boundary of
the computational domain is placed somewhat below the electron neutrinosphere at a
radius of 3.17 x 10% cm. The outer radial boundary is located at r = 1.7 x 10° cm, well
inside the C+4O-core of the star. In the case of one-dimensional models between 400
and 6400 non-equidistant radial zones are used. The lower resolution is chosen to be
identical to the one employed in the 2D computations, in order to enable a meaningful
comparison. In our two-dimensional models 180 or 192 angular zones are distributed
uniformly between 0 < 6 < 7 and axial symmetry around the polar axis (i.e. for
0 < ¢ < 2m) is assumed. We have chosen not to adopt smaller angular wedges since the
results of Janka & Miiller (1996) indicated that the bubbles formed by neutrino driven
convection may grow to angular sizes of more than ~ 40° and their growth as well as
the explosion timescale may be substantially influenced by smaller angular grids.

With this setup, the time-step resulting from the Courant-Friedrichs-Lewy stability
condition (Courant et al. 1928; see also LeVeque 1998) is typically of the order of a few
10755 in one-dimensional calculations, and several 107%s in two-dimensional simula-
tions. In order to simulate the contraction of the cooling and deleptonizing proto neu-
tron star, the inner boundary is moved inwards during the course of the computations
according to the movement of the corresponding mass shell in Bruenn’s one-dimensional
calculations. This is achieved by making use of the moving grid implemented in our
code (cf. Janka & Miiller 1996, for details). Free outflow is allowed for across the outer
radial boundary and reflecting boundaries are chosen for § =0 and 0 = 7.

Except where otherwise noted, in all two-dimensional computations a random initial
seed perturbation is added to the velocity field on the entire grid with a modulus of
1073 of the (radial) velocity of Bruenn’s post-collapse model. In the immediate upstream
region of the accretion shock, this corresponds to velocity perturbations with a modulus
of ~ 5 x 1073 of the local sound speed, while further outward this value decreases with
the decreasing infall velocities to ~ 1073. Starting at 20ms after core bounce the
computations are continued until about 800 — 900 ms, when the explosion energy has
saturated and all nuclear reactions have frozen out (see also Sect. 3.7).

3.5 Self-gravity

Janka & Miiller (1996) have observed that the mapping of Bruenn’s post-collapse model,
which was obtained with a general relativistic code, to their PPM hydrodynamics code
which employed Newtonian gravity led to an initial force imbalance within the first
10-20 ms of their calculations which was caused by the shallower Newtonian potential.
In this transient phase, the shock moves out in radius, subsequently oscillates around
a reference position and finally comes to rest at a distance of about 200 km from the
center. We have observed similar oscillations in calculations using Newtonian gravity
which resulted in slight changes of the entropy profile behind the shock. These artifacts
can be eliminated if general relativistic corrections to the gravitational potential as
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described by Keil (1997) are included. The starting point in this approach is the one-
dimensional Newtonian hydrostatic equation

1 (9P GM
00 or r2

~Vvol,, (3.7)

where M, is the enclosed baryonic mass. The one-dimensional general relativistic gen-
eralization of this equation is the Tolman-Oppenheimer-Volkoff equation

1 8P Gm drr3 P\ 1 P
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where p = pg + u/c? is the total mass density, which includes contributions from both
the rest mass density, pg, and the internal energy density, u. The enclosed gravitational
mass, m, is given by

m(r) = / 4aer’? pdr. (3.9)
0
We further have 2Gin(r)
r2(r) =1- =221 3.10
r) =1 2™ (3.10)

Comparing Equations (3.7) and (3.8), and neglecting the contribution of the internal
energy density to the total mass density, the Newtonian potential <I>11\ID can be replaced

b
’ 47rr3P 1 P ,
(1)1]) =G — 2 F2 1+— p062 dr’, (3.11)

in order to compute the source terms for the momentum and energy density in the
Newtonian hydrodynamic equations. Equation (3.11) is integrated numerically. In case
of two-dimensional models the required pressure and density are averaged over angle.
Furthermore, two-dimensional Newtonian corrections are added to ®1p(r) in order to
approximately account for the asphericity of the potential. For this purpose Poisson’s
equation is solved first with an angle-averaged density in order to obtain the one-
dimensional Newtonian potential <I>11\ID. Subsequently, the two dimensional Newtonian
potential ®) is computed with the algorithm described in Miiller & Steinmetz (1995).
The final gravitational potential in the two-dimensional case is then obtained from

Pop = P1p + ((I)QND — (I)ll\ID) (3]_2)

The asphericity corrections given by the terms in brackets were, however, small. Using
this potential, the accretion shock from Bruenn’s model showed only a slight adjust-
ment to our numerical procedures, which was confined to its steepening into a sharp
discontinuity of only about two zones in width, due to the higher resolution of dis-
continuities obtained with PPM. In particular the shock remained at its initial radius
of 130km during the first tens of milliseconds of evolution until neutrino heating had
become efficient enough to push the shock outward in our exploding models.

3.6 Explosive nucleosynthesis

Except for a possible r-process which may occur in the high-entropy neutrino driven
wind from the proto neutron star (Woosley et al. 1994; Takahashi et al. 1994), explosive
nucleosynthesis in core collapse supernovae can be divided into five basic types of
thermonuclear “burning”, according to the temperatures that are attained in the shock-
heated material within about the first second of shock propagation. These are
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1. Explosive silicon burning with complete silicon exhaustion (“complete silicon
burning”): 5 x 10° K < T < 7 x 10°K*.

2. Explosive silicon burning with incomplete silicon exhaustion (“incomplete silicon
burning”): 4 x 10K < T < 5 x 10K

3. Explosive oxygen burning: 3.3 x 10°K < T < 4 x 10°K
4. Explosive neon burning: 2.1 x 10° K < T < 3.3 x 10°K

5. Explosive carbon burning: 1.9 x 10K < 7' < 2.1 x 10°K

It should be noted that this classification depends only on the temperature and not on
the initial composition, i.e. the available “fuel”, although the names already indicate
which zones of the presupernova will usually be affected. A detailed description of each
of these types of burning and their most important products can be found e.g. in the
review of Thielemann et al. (1998). With present supercomputer technology, detailed
predictions of the abundance patterns resulting from these processes are only feasible
within the framework of one-dimensional hydrodynamic calculations. There are two
main reasons for this fact: i) the numerical diffusion inherent to Eulerian hydrodynamic
schemes and ii) the complex physics of silicon burning.

Silicon burning is complicated by the fact that it is not characterized by a few
heavy ion reactions as e.g. carbon or oxygen burning (where the main reactions are
20+ 2C - A + B and 0 + 0 — C + D, respectively, and A-D represent the
variety of possible products, Arnett 1996). Instead, and especially in matter which has
undergone substantial neutronization, a complex network including photodisintegra-
tions through the reactions (v, p), (,n), (7, @) and subsequent light particle captures
ase.g. (p,n), (p,a), (n,a) and their inverse reactions on a multitude of nuclei is involved
which leads to either complete or incomplete “photodisintegration rearrangement” of
the initial (usually 2®Si-rich) composition to nuclei of the iron group. While under condi-
tions of complete silicon burning nuclear statistical equilibrium (NSE) obtains (Clayton
1983) and the nuclear abundances follow from a set of Saha equations, NSE cannot be
attained within the explosion time scale of about 1s if the temperature drops below
5 x 10 K (Thielemann et al. 1998). Thus a proper calculation of the energy release
and composition changes over time requires the solution of a nuclear reaction network
with hundreds of isotopes (see Appendix A.2).

In one-dimensional computations it is nowadays possible to solve reaction networks
consisting of a few hundred species online with the hydrodynamics (Woosley & Weaver
1995). However, this is seldomly done. Instead it is customary to solve only an approx-
imation to Eq. (A.13) coupled to the hydrodynamics, i.e. to use a “reduced” nuclear
reaction network, in order to obtain an approximate energy generation rate. The de-
tailed chemical composition is then computed after the hydrodynamic calculation in
a post-processing step. This is facilitated by the Lagrangian nature of nearly all one-
dimensional codes employed for explosive nucleosynthesis calculations. In these codes,
the grid moves with the fluid, and therefore it is trivial to record the temperature and
density evolution of specific fluid elements (i.e. Lagrangian zones) and thus to obtain
the necessary input for the post-processing calculations.

! Usually no maximum temperature is given for this type of burning since for temperatures greater
than 5 x 10? K nuclear statistical equilibrium (NSE) holds. The maximum temperature listed above is
only meant to indicate that the NSE composition will switch from nuclei of the Fe-group to a particles.
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In contrast, most multidimensional hydrodynamics schemes are of Eulerian type.
Lagrangian methods, usually lead to severe grid distortions in multidimensional cal-
culations, when shear and vortex flows are encountered (see the discussion in Miiller
1998). Alternatively the Smoothed Particle Hydrodynamics (SPH) method, a gridless
Lagrangian method, might be used. However, due to its Monte-Carlo nature, the level
of noise inherent to SPH is intolerably high for problems involving hydrodynamic insta-
bilities. Being left with Eulerian schemes in the multidimensional case, the numerical
diffusion inherent in these methods poses problems for an accurate computation of the
nucleosynthesis which are difficult to solve. Furthermore, within an Eulerian framework
post-processing approaches are not straightforward. Such a method has been adopted
in the only previous study of multidimensional nucleosynthesis in core collapse super-
novae. Nagataki et al. (1997) distributed 500 marker particles along the progenitor’s
Si and O shells, and advected them with the flow in the course of their Eulerian cal-
culations while recording their density and temperature “history” in order to obtain
the necessary input for postprocessing nucleosynthesis calculations. This approach has,
however, some severe drawbacks. Most importantly, in the case of shear and vortex
flow as e.g. in convective instabilities during delayed neutrino-driven explosions, it is
hardly possible to control the accuracy of the results. Depending on the local flow ve-
locities, the separation between marker particles might vary widely in different regions
of the computational domain and may even become comparable to or even larger than
the local temperature scale height. Resolving the temperature distribution accurately
is, however, essential. The strong temperature dependence of the reaction rates will
otherwise lead to considerable errors in the abundances. To put it another way, there
is nothing gained in solving a network including hundreds of isotopes when the tem-
perature is only known to an accuracy of several 10%. Adding more particles does
not necessarily cure the resolution problem (unless a really huge number of particles
is used) since it does not allow to exert direct control upon the spatial resolution by
keeping the particles’ separation below some threshold value throughout the course of
the computation.

In the framework of Eulerian hydrodynamic calculations the only satisfactory ap-
proach for a computation of the nucleosynthesis remains the advection of separate fluid
components with the flow, which represent the single nuclear species, and the online
solution of the nuclear network with the hydrodynamics. For this purpose the hydro-
dynamic equations have to be augmented by additional continuity equations for each
nucleus which is included in the reaction network (see Appendix A for a more detailed
discussion of the equations of self-gravitating, reactive fluid flow). In this case, the at-
tainable accuracy can be controlled by the spatial resolution of the underlying Eulerian
grid, though this may require the use of a high resolution in order to reduce the nu-
merical diffusion of the scheme to acceptable limits. The major drawback, however, is,
that besides the CPU time, also the memory required to store all the nuclear species in
a high-resolution multidimensional calculation becomes quickly prohibitive and one is
forced to use networks of small to moderate size which can only approximately follow
the nucleosynthesis in cases of appreciable neutronization.

Given the current constraints and the main goal of this study, which is a reliable
computation of the spatial distribution of the most important nuclei, 3*Ni, 28Si and ¢O
and not the derivation of accurate yields for trace isotopes, we have decided to incor-
porate a small nuclear network into HERAKLES. We have evolved this network in a
“co-processing” approximation, i.e. the network is solved online with the hydrodynamic
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equations but any feedback to the dynamics is not considered. This means in particular
that the equation of state is computed with the same approximations as in Janka &
Miiller (1996), i.e. with only four species in nuclear statistical equilibrium. The same
holds for the energy release due to the recombination of nucleons and a-particles under
conditions of NSE with temperatures as low as ~ 7 x 10? K. The energy release from
silicon, oxygen, neon and carbon burning is neglected. These approximations are not as
crude as they might appear at first glance and still give a reliable spatial distribution of
the burning products. Concerning the equation of state, the contribution of the nuclei
to the pressure represents only a small correction to the terms arising from radiation,
degenerate electrons and electron-positron pairs. The energy release due to explosive
nucleosynthesis is strongly progenitor-dependent and will be discussed below.

Provided that the electron fraction Y, takes on values above ~ 0.49, the smallest
reaction network which can describe explosive nucleosynthesis from helium up to silicon
burning with a fair degree of accuracy is the a-chain including the 13 a-nuclei from
“He to 5Ni where besides the 3« reaction

2a(a, 7)12C (3.13)
and the heavy ion reactions
2¢ (20, @) *Ne (3.14)
2C (%0, @) **Mg (3.15)
%0 (*°0, @) *%si, (3.16)

the only links between the nuclei are provided by («,7y) and (7, a) reactions. However,
for its application to core collapse supernovae, modifications are needed. Since the
simple a-network consisting only of nuclei with Z = N cannot account for the effects
of neutronization it will lead to grossly overestimated *°Ni yields when the innermost
zones of the ejecta will start to recombine. Depending on the progenitor model and the
ratio of the v, and 7, luminosities from the proto neutron star, these layers will consist
of deleptonized matter of the presupernova’s iron core and in addition might suffer
strongly from deleptonization due to neutrino-heating during the explosion. Since we
evolve Y, in the simulation we have a means to approximately correct for the wrong
nucleosynthesis in deleptonized zones. By adding a “switch” to the a-network we can
replace the °°Ni production by an additional species when Y, drops below a threshold
value. This is readily done since the only reaction which produces **Ni in our a-network
is

2Fe(ar,v)*°Ni. (3.17)

The purpose of this additional nucleus, which we will denote with X in the following,
is solely to trace the neutronized material. Otherwise, all of its properties are set to be
identical to those of ®°Ni. This means in particular that we assume identical reaction
rates for reaction

2Fe(a,v)X (3.18)

which we set to replace reaction (3.17) if Y, < Y, criy. Correspondingly the photodisin-
tegration rate for the inverse reaction of (3.18) is also identical to that of the inverse of
(3.17), namely A(°°Ni) (see Appendix A.2). The necessary modifications to the network
equations can then be written in terms of the functions G defined in Eq. (A.18). The
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original G’s of the a-network for *He, ®2Fe and %°Ni are replaced by

G(*He) = G(*He)
—  (pNa (*He,"?Fe) Y (*He)Y (52Fe) A(°°Ni) Y (°°Ni))
s2 pNa (‘He, *’Fe) Y (*He)Y (**Fe)
s1pNa (‘He, *’Fe) Y (*He)Y (*°Fe)
— 51 M(°°Ni) Y (°°Ni)
— s3A(°°Ni) Y (X), (3.19)

G(®Fe) = G(*’Fe)
(pNa (*He, **Fe) Y(4He)Y(52Fe) A(°°Ni) Y (°°Ni))

+ 59 pN4 (*He, *?Fe) Y (*He)Y (**Fe)

+ s4pN4 (*He,?Fe) Y (‘He)Y (°*Fe)

— 51 A(°°Ni) Y (°Ni)

— 53 2(°°Ni) Y(X), (3.20)

and

G(**Ni) = Y(°°Ni)
+ 51 A(°°Ni) Y (°ONi)
—  s9pNa (*He,**Fe) Y (*He)Y (°*Fe), (3.21)

and the following equation for the tracer nucleus is added

GX) = Y(X)
+ 53 A\(*°Ni) Y (X)
— s4pN4 (*He, *?Fe) Y (*He)Y (*?Fe). (3.22)

The first terms on the right-hand side of Eqgs. (3.19) and (3.20) are the original terms
of the unmodified network which have to be corrected by the second terms in order to
be able to introduce the switches s; for the terms arising from Eqgs. (3.17) and (3.18).
In order to switch between reactions (3.17) and (3.18) as discussed above, one has to
set

s;=1 fori=1,2 s; =0 forj=3,4, (3.23)
if Yo > Yo crit and
si=0 fori=1,2 sj=1 forj=3,4 (3.24)

otherwise. This does, however, not take into account that material with high Y, that
has already formed 5°Ni and is advected into hotter, deleptonized layers, can be pho-
todissociated again. Similarly material with low Y, that is advected into hot material
with high electron fractions could also not be photodisintegrated. We therefore set

s;=1 fori=1,2,3 s34 =0, (3.25)

if Ye > Ye crit and
si=1 fori=1,3,4 s9 =10 (3.26)
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otherwise. Having separated the *°Ni distribution that an unmodified a-network would
produce into two species in this way, for which we solve also separate continuity equa-
tions, we can get approximately correct °°Ni yields and monitor the distribution of the
neutrino-heated, neutron-rich material. We have chosen to set Y, ¢t = 0.49. It should
be noted that the explosive nucleosynthesis results of Thielemann et al. (1996) show
that for Y, < 0.4989 the abundance of %6Ni starts to decrease in favor of *®Ni. For
Y, = 0.4915 the abundances of both isotopes become comparable, while *°Ni ceases to
be synthesized as the dominant nucleus in the iron group once Y, < 0.49. Of course, in
a full network calculation this occurs gradually and so our simple approximation will
still tend to overestimate the 56Ni yield. As we will show in Sections 3.7 and 3.9 these
errors are rather small.

The reaction rates are taken from the rate library of Thielemann (e.g. Thielemann
et al. 1998). Photodisintegration rates are computed from the principle of detailed
balance. The network is solved for all zones with temperatures between 10° K and
8 x 10°K. For temperatures higher than 8 x 10° K the abundances are set to their
NSE values (i.e. to a pure a-particle composition in case of our a-network). Under
conditions typical in core collapse supernovae, temperatures this high are only attained
for high densities and thus it is safe to assume that NSE will hold in these zones (see
Aufderheide et al. 1991).

The network solver has been optimized to run efficiently on vector computers as
proposed by Miiller (1986). In this approach, explicit advantage is taken of the sparse
character of the Jacobian by using a matrix solver generated by the GIFT program
package. This package outputs FORTRAN code for the optimal Gaussian elimination
given a specific sparsity pattern of the matrix, by deleting all unnecessary operations
involving zeroes. This also allowed us to efficiently vectorize the problem by solving
the network in parallel for all zones on the grid in which the temperatures are in the
required range. We note that by using this small network, the CPU time required for
a 2D simulation with a resolution of 400 x 180 zones increased already by a factor of
three compared to a run without nuclear burning and amounted to 250 hours on one
processor of an NEC SX-4B, with the fully vectorized code running at a sustained speed
of 600 MFlops.

Some remarks on possible future improvements appear to be appropriate here. It
has long been known (Bodansky et al. 1968; Woosley et al. 1973) that during silicon
burning certain groups of nuclei form, which are internally in equilibrium under the ex-
change of photons, protons, neutrons and a-particles. These quasi equilibrium (QSE)
groups remain out of equilibrium with respect to other QSE groups until the reactions
representing the “bottleneck” links between the different groups have had sufficient
time to establish the final equilibrium (i.e. NSE). This behavior can in principle be
exploited to lower the computational load of silicon burning in hydrodynamic calcula-
tions by designing “reduced” reaction networks in which only a fraction of the reactions
and isotopes needs to be followed time-dependently. Recent work by Hix & Thielemann
(1996), Hix & Thielemann (1999) and C. Freiburghaus & F.-K. Thielemann (private
communication) shows that results comparable to a full network calculation involving
about 300 nuclei can be obtained with only ~ 70 nuclear species. Though this progress
is very encouraging, given our timings from above, the resulting computational load
appears to be currently still beyond the limit of what one can afford in multidimen-
sional simulations and further reductions of the number of species and reactions are
still required. Nevertheless, in the future, a combination of specially designed reaction
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Model Resolution Lge,52 ng,52 AY], Ace Eexps1 texpl
0240 400 2.400 2.027 0.0755 0.0539 - -
0245 400 2450  2.069 0.0762 0.0544 0.44 178
0260 400 2.588  2.185 0.0805 0.0575 0.94 122
0310 400 3.094 2613 0.0963 0.0688 1.59 70
0310/800 800 3.094 2613 0.0963 0.0688 1.59 71

0310/1600 1600 3.094 2.613 0.0963 0.0688 1.58 71
0310/3200 3200 3.094 2.613 0.0963 0.0688 1.58 71
0310/6400 6400 3.094 2.613 0.0963 0.0688 1.58 71

T240 400 x 192 2.400  2.027 0.0755 0.0539 0.76 92
T245 400 x 192 2.450 2.069 0.0762 0.0544 0.88 88
T260 400 x 192 2.588  2.185 0.0805 0.0575 1.13 82
T310 400 x 192 3.094 2.613 0.0963 0.0688 1.77 62
T280* 400 x 180  2.813 2375 0.0875 0.0625 1.48 61
T310* 400 x 180  3.094  2.613 0.0963 0.0688 1.83 48

Table 3.1: Initial electron and heavy lepton neutrino luminosities in units of 10°2 erg/s,

(Lge,52 and ng,527 respectively) energy loss and lepton loss parameters of the inner iron
core (see Janka & Miiller 1996) and explosion energies, Eexp 51, (in units of 10°! erg) for
our one-dimensional and two-dimensional explosion models, 0240 — 0310 and T240 —
T310, respectively. The explosion time scale texp (given in ms) is defined as the time
after the start of the simulation when the explosion energy exceeds 10*8 erg. Models
with a star (*) showed “odd-even decoupling”.

networks, faster algorithms and massively parallel computers appears to be promising
in order to obtain a more accurate description of the explosive nucleosynthesis.

3.7 One-dimensional models

We begin with a discussion of the general features of our one-dimensional explosion
models before we will examine multidimensional effects in Section 3.9. In Table 3.1
we have summarized all one and two-dimensional models which we have computed for
the discussion in this chapter. The models are characterized by the initial values of the
electron and heavy lepton neutrino luminosities (LY, 5, and L), s, respectively) and the
energy loss and lepton loss parameters of the inner iron core, which together determine
the luminosity of antielectron neutrinos as well as the characteristic time scale for the
decay of the luminosities, t7,, which is of the order of 500 — 700 ms (see Janka & Miiller
1996).

Although our models are generally comparable to those of Janka & Miiller (1996),
we did not obtain explosions for any value of the neutrino luminosities given in the latter
work. This is caused by our use of general relativistic corrections to the gravitational
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potential. The shock has to overcome a deeper potential well than in the Newtonian
case, while due to its smaller stagnation radius also the volume of the gain region
and therefore the amount of neutrino heated material is initially significantly smaller
than in the models of Janka & Miiller (1996). The neutrino luminosities which are
required for an explosion are therefore higher. For instance our model 0240 failed
to explode, even though its neutrino luminosities were higher than those in the most
energetic model of Janka & Miiller (1996) by 7%. Similarly, higher neutrino luminosities
are needed if a given final explosion energy? is to be obtained. This can be seen for
example when comparing our low-energy models 0245 and 0260 with models O2¢ and
O3c of Janka & Miiller (1996). The latter two were computed with L) 5, = 2.200 and
L) 5o = 2.225 and exploded with an energy of 0.49 x 10°! ergs (or 0.49 “foes”®) and
0.95 foes respectively. In our case, model 0245 exploded with an energy of 0.44 foes and
model 0260 with an energy of 0.94 foes, so that in order to get comparable explosion
energies our luminosities had to be larger by 2 11% and ~ 16% respectively. The
luminosities quoted here should only be taken as a rough indication of what might be
required to get explosions in fully consistent models with detailed neutrino transport.
It appears, however, that general relativistic effects are important and should not be
neglected. This has also been emphasized by de Nisco et al. (1998) and Mezzacappa
et al. (1998b). The reader is referred to these works for more detailed discussions.

As is the case for the calculations of Janka & Miiller (1996), with the adopted values
of the initial neutrino luminosities and the prescription of their evolution in time, we
do not find long shock stagnation times for models which finally succeed to explode.
Instead, the shock starts to move out of the iron core without noticeable delay. Yet, its
propagation speed shows a clear dependence on the neutrino luminosities. To illustrate
matters we show spacetime plots of the evolution of the density with time for models
0245, 0260 and 0310 in Figures 3.1 a to 3.1 ¢, respectively. Additionally, in Figs. 3.2 and
3.3 we depict the evolution of the most important hydrodynamic and thermodynamic
quantities for models 0245 and 0310 as a function of radius. Evolutionary times are
given with respect to the start of our calculations. We will adhere to this convention
throughout the following discussion. The time after bounce can be obtained by adding
20 ms to the quoted times.

The shock is visible as the outermost discontinuity in Figures 3.1a to 3.1c. In
model 0245 it has reached radii of ~ 108 cm and ~ 3.8 x 10® ¢cm, at ¢ = 300 ms and
t = 800 ms, respectively. This yields a mean shock velocity of only 5600 km/s while the
corresponding velocities for models 0260 and 0310 are 16 000 km/s and 19000 km/s,
respectively. The evolutionary differences between models 0245 and O310 can also
be noted when comparing Figure 3.2 to Figure 3.3. In both figures, the initial post-
collapse data is plotted with heavy lines, and the Si/O interface can be discerned by
the associated jump in density at logr [cm] = 8.8. For both models one can easily
recognize the transition of the accretion shock to an outwardly propagating shock, the
rarefaction generated by the explosion, as well as the contraction and deleptonization
of the outer layers of the proto neutron star. These show negative entropy and electron
fraction gradients, which are unstable to Ledoux convection. The neutron star itself

2We define the explosion energy as in Janka & Miiller (1996) as the total energy, i.e. kinetic plus
internal plus gravitational energy, of all zones of the grid where this sum of energies is positive. Note
that one still has to subtract from this energy the binding energy of the outer envelope, in order to
obtain the (observable) explosion energy at infinity.

3In the following we will often use the terminology of G. Brown, in which 0.49 “foes” correspond to
0.49 times ten to the fifty one ergs.
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0.6 0.8 1.0 1.2 1.4
r [10° cm]

Figure 3.1: Spacetime plots for the evolution of the logarithm of the density for the
one-dimensional explosion models. From top to bottom: a) model 0245, b) model 0260
and ¢) model O310. The time is given with respect to the start of the calculations. The
time after bounce can be obtained by adding 20 ms to the given values. The supernova
shock is visible as the outermost discontinuity which extends diagonally in each plot.
Note the different expansion velocities of the shock for models with different neutrino
luminosities. Around 450 ms a reverse shock forms in the inner ejecta of models 0260
and O310 which separates the ejecta from the neutrino driven wind.
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Figure 3.2: Evolution of density, entropy, velocity and electron fraction in model 0245
for times of O ms (i.e. 20 ms after core bounce, heaviest line), 100 ms, 300 ms, 500 ms
and 700 ms.

shrinks from its initial radius of 60 km, to 20 km at the end of the calculations. Despite
these similarities it is evident, however, that the post-shock velocities in model 0245 are
rather small (a few 1000 km/s). Owing to the slow expansion in this model, the shock
has not crossed the Si/O interface even after 800 ms and the densities at this time are
higher than in model O310 by a factor of more than ten. Despite higher densities, the
entropies during the late evolution in the inner ejecta of model 0245 are higher than in
0310 and reach values around 30 kp/nucl. This is caused by higher temperatures due
to the weaker expansion cooling of model 0245.

Different from model 0245, in model O310 neutrino energy deposition has led to
the formation of a fast tenuous outflow, the neutrino driven wind, which is blown off
the surface of the proto neutron star. The interaction zone of the accelerating wind
and the slower moving ejecta steepens into a strong reverse shock in the flow around
450 ms after the start of the calculations (Fig. 3.3). From then on, both shocks mark
the boundaries of a dense shell which contains most of the ejecta mass. This shell
shows considerable substructure. Especially interesting is the formation of a narrow
high-density region right behind the supernova shock in model 0310 (as well as model
0260) which is not visible in model 0245 (Figs. 3.2 and 3.3). The trajectory of its
inner boundary can be discerned in Figures 3.1b and 3.1 ¢ between the forward and
the reverse shock. The occurrence of this high-density shell is one of the most important
features in the models that we present in this thesis. It is in these stellar layers where
explosive nucleosynthesis takes place and where convection as well as Rayleigh-Taylor
instabilities must be expected to grow.
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Figure 3.3: Evolution of density, entropy, velocity and electron fraction in model 0310
for times of O ms (i.e. 20 ms after core bounce, heaviest line), 100 ms, 300 ms, 500 ms
and 700 ms.

Initially, the high-density region is bounded at its outer edge by the supernova shock.
However, the slight acceleration and subsequent deceleration that the shock experiences
around 500 ms after core bounce, when it crosses the density step at the Si/O interface,
results in a slight compression of the post-shock layers. A density “hump” is thereby left
behind by the shock, whose outer boundary coincides with the Si/O interface and shows
a pronounced negative density gradient. This negative density gradient is accompanied
by a positive pressure gradient (Fig. 3.4), a state which is unstable to the Rayleigh-
Taylor instability.

Of crucial importance for the synthesis of iron group elements are the processes
which take place at the inner boundary of the hump. Figure 3.5 shows the density
and temperature for model O310 as a function of the enclosed (baryonic) mass and
time, and thus depicts the evolution in the frame comoving with the matter. It can be
noted, that the inner edge of the density hump is stationary in this frame and can be
found at a mass coordinate of M, =~ 1.27 Mg, (Fig. 3.5). By comparing its location with
Fig. 3.6, which shows the evolution of the electron fraction, it is found that this mass
shell marks the border between low and high-Y, material in the expanding ejecta for
times ¢ > 100 ms. This means that symmetric nuclei, like **Ni, cannot be synthesized
in regions with mass coordinates < 1.27 M, and will thus be confined to the density
hump. Further consequences for nucleosynthesis can be expected due to the fact that
near the Y, interface at 1.27 M, the entropy starts to rise steeply when one moves inward
(Figs. 3.6 and 3.3), and reaches a maximum in the neutrino heated layers near the gain
radius. This negative entropy gradient is sustained throughout the entire evolution
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Figure 3.4: Density and pressure profiles of model 0310 at t = 800 ms. The position of
the Y, discontinuity as well as the Si/O interface are also indicated. Note the density
hump at r ~ 10° cm and the density and pressure gradients of opposite sign for 1.05 x
10%cm < r < 1.35 x 107 cm.

within the first 800 ms. It will tend to drive convective motions in this region which, in
contrast to the one-dimensional situation, will mix high entropy (low Y;) matter from
the deeper layers of the iron-core with lower entropy (high Y;) material of the outermost
iron core and the silicon shell. We will discuss the implications of this (neutrino driven)
convection in more detail in Section 3.9.

It must be pointed out, that the confinement of nuclei with Z = N to the outer
ejecta, which we discussed above, may not hold in general. As Figure 3.6 indicates,
neutrino-matter interactions may potentially change the electron fraction in the inner
ejecta to an extent, that Y, values > 0.49 may be attained. In order to discuss this
question in more detail, a close inspection of Y in the initial model is required. As
Figure 3.6 shows, in the post-collapse model of Bruenn (1993) the interface between
material with low and high electron fractions is originally located at a mass coordinate
of ~ 1.25 M. Outside this mass shell, this model shows Y, values of ~ 0.498 while
interior to it, the electron fraction decreases to 0.47 before it rapidly drops toward the
electron neutrino sphere. Furthermore, the Y, discontinuity coincides only roughly with
the Fe/Si interface of the star at 1.32 Mg (Table 3.2), i.e. the outermost 0.07 Mg of
the iron core show an electron fraction which is nearly identical to the one in the Si
shell of 0.498 (compare Woosley & Weaver 1995, for a discussion). It is worth noting
that pre-supernova models of different authors differ largely in their Y, values for these
stellar layers. The high electron fraction of the Woosley et al. (1988) progenitor in the
silicon shell indicates that this model did not strongly suffer from electron captures
during core-oxygen burning, as e.g. the models of Nomoto & Hashimoto (1988) which
have a Y, as low as 0.4915 in these zones.

Within the first few 100 ms of evolution, as the gas is heated by absorbing v, and v
from the nascent neutron star, the Y,-profile in the iron core is substantially modified.
Already 100 ms after the start of the simulation, material between mass coordinates of
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Figure 3.5: Evolution of the logarithms of density and temperature as a function of the
enclosed mass for model O310 with a resolution of 400 radial zones for times between ¢ =
0ms and ¢ = 800 ms. The positions of the Fe/Si and Si/O interfaces of the presupernova
as well as the Y, discontinuity (see text) are also indicated.

1.22 M and 1.27 M, has been significantly deleptonized. The electron fraction within
these zones has decreased to values as low as ~ 0.34. Correspondingly, the Y, inter-
face has shifted outwards, from 1.25 Mg to 1.27 M, the value quoted above, where
it remains throughout the subsequent evolution. In contrast, Y, has substantially in-
creased for zones between 1.14 Mg, and 1.22 M,. In order to understand this behavior, a
consideration of the delicate balance between the important charged-current reactions

Ve+n = e +p (3.27)
Vetp = e’ +n (3.28)

is required. The neutronization of the neutrino-heated medium is a result of the com-
petition of these four weak interaction processes. Positron capture on neutrons and v,
absorption by neutrons tend to increase Y, by making the matter more proton rich.
On the other hand, the inverse processes of electron capture on protons and 7, ab-
sorption by protons tend to make the matter more neutron rich. This already indicates
that Y. in the ejecta will depend sensitively on the temporal evolution of the v, and
Ve luminosities and energies. A dependence on the difference of the neutrino energies
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Figure 3.6: Evolution of the electron fraction and entropy as a function of the enclosed
mass in model O310 for times of Oms (i.e. 20ms after core bounce, heaviest line),
100 ms, 300 ms, 500 ms and 700 ms. The positions of the Fe/Si and Si/O interfaces of
the presupernova as well as the Y, discontinuity are also indicated.

is expected due to the fact that v, captures on protons are hampered by an energy
threshold, since the neutron is heavier than the proton by = 1.293 MeV. On the other
hand the capture of v, by neutrons is a reaction for which no energy threshold must be
overcome. The importance of this threshold grows as the v, and 7, energies as well as
the difference €5, — ¢, decrease.

Taking into account that material in the innermost expanding zones is ejected at
later times than matter which is located farther out in radius (or mass), Figures 3.3
and 3.6 indicate that in an early phase of our models, conditions are favorable for
neutronization. However, the situation changes after some time and the balance of
reactions (3.27) and (3.28) tips to the proton rich side, thus increasing Y. Yet, the
electron fraction remains < 0.46 even in the inner ejecta of model O310 up to the end
of the simulation. A similar behavior is seen in nearly all of our one and two-dimensional
models. The only exception was model 0245, which showed an increase of Y, above 0.5
in some of its inner ejecta (Fig. 3.2). Consequently, **Ni formation in model 0245
took place in two different sites, separated by the low-Y, material that is visible for
logr [cm] ~ 8.2 in Fig. 3.2. We will comment further on such effects in our discussion
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of the two-dimensional models in Sections 3.9 and 3.10.

In the following we will make use of the simple model of a radiation dominated
bubble with a constant density and pressure distribution behind the shock (Fig. 3.5)
(Weaver & Woosley 1981; Thielemann et al. 1996), in order to infer simple estimates of
the nucleosynthetic yields, the radii where freezeout of nuclear reactions will occur and
the total energy release due to explosive nucleosynthesis in the Woosley et al. (1988)
progenitor. Subsequently, we will discuss our actual numerical results focusing on model
0310. As we noted above, the latter model gives a more representative picture of the
phenomena that we generally see in successful explosion models than does model 0245.

To obtain expressions for the freezeout radii of explosive nucleosynthesis, ., one

usually equates the supernova explosion energy Fey, with the radiation energy inside
the radius r of the shock front

4
Bep = §r3aT(T)4 (3.29)
and inserts the minimum temperatures, 7T,i,, which are required for the single types
of burning:
3E 1/3
T = if (3.30)
dral ;.

(e.g. Thielemann et al. 1996). However, in model 0310 (Eexp = 1.59 x 10°! ergs), only
part of the explosion energy is in the form of internal energy during the first ~ 500 ms
of evolution (the typical time scale for the occurrence of explosive nucleosynthesis), and
one should therefore replace Fey, by the temporal average of the internal energy which
equals about 10%! ergs. For this energy, we summarize in Table 3.3 the critical mini-
mum temperatures Ty,i, and the freezeout radii rg for complete and incomplete silicon
burning as well as oxygen and neon burning (see Thielemann et al. 1996). The mass
coordinates corresponding to the different 7 in the case of the Woosley et al. (1988)
progenitor are also listed. These mass coordinates should be compared to Table 3.2,
which gives the locations of the composition interfaces for this model. It is obvious from
both tables, that we can expect at most

M, (compl. Si-burning) — M;(Fe/Si) = (1.42 — 1.32) M = 0.10 Mg (3.31)

of silicon fuel to experience explosive silicon burning with complete silicon exhaustion.
Since the electron fraction in these layers remains larger than 0.49 during the explo-
sion (Fig. 3.6) this material will end up mostly as °Ni (e.g. Woosley & Weaver 1995;
Thielemann et al. 1996; Thielemann et al. 1998).

“iron core”  Fe/Si interface  Si/O interface (C+0)/He interface
7 [km] 260 1376 6043 29800
M, [Mo)] 1.25 1.32 1.50 1.68

Table 3.2: Radii and mass coordinates of the iron core and the composition interfaces
of the 15 Mg progenitor of Woosley et al. (1988). The radii are taken from the post-
collapse data of Bruenn (1993), 20 ms after core bounce. Note that for the “iron core”,
the radius and mass coordinate of the Y discontinuity (see text) do not coincide with
those of the Fe/Si interface.
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compl. Si-burning incompl. Si-burning  O-burning Ne-burning

Tinin [10° K] 5 4 3.3 2.1
7 [km] 3700 4980 6430 11,750
M, [Mg] 1.42 1.47 1.50 1.57

Table 3.3: Minimum temperatures and freezeout radii for explosive silicon burning
with complete and incomplete silicon exhaustion, explosive oxygen and neon burning.
A total internal energy of 103! ergs is assumed, and mass coordinates corresponding to
the freezeout radii are given for the case of the 15 Mg progenitor model of Woosley
et al. (1988).

From Tables 3.2 and 3.3 one can also infer that in the Woosley et al. (1988) progen-
itor, explosive nucleosynthesis will be mostly confined to the silicon shell. While there
is some admixture of oxygen in the outer silicon shell, both **0O and ?°Ne are abundant
only for mass coordinates between 1.50 My and 1.68 M. Explosive oxygen and neon
burning, however, will freeze out when the shock has reached mass coordinates of only
about 1.50 My, and 1.57 Mg,, respectively. Thus the oxygen core of the star will remain
largely unaffected by explosive nucleosynthesis, a result which depends only weakly on
the (internal) energy of the explosion due to the E'/3 dependence of rg (Eq. 3.30).

Our numerical models show that the post-shock temperatures have fallen below
5x10°K, 4 x 10°K, 3.3 x 10° K and 2.1 x 10° K in model 0310 after 200, 250, 350, and
600 ms, respectively (Fig. 3.5). Thus, complete silicon, incomplete silicon, oxygen and
neon burning have frozen out when the shock has reached mass coordinates of 1.37,
1.40, 1.46 and 1.55 Mg, respectively (Fig. 3.5). These results are in fair agreement with
the simple estimates given above. Figures 3.7 and 3.8 demonstrate that the oxygen
core of the star was indeed hardly affected by explosive burning. This is of particular
importance for the energy release from thermonuclear reactions. As we alluded to in
Section 3.6, we neglect the resulting heating in our hydrodynamic calculations. This is
motivated by the following estimate: According to Eq. (A.23) the energy release from
explosive nucleosynthesis can be written as

AAXi [ergs/g]. (3.32)

Ae = —9.644 x 10" ) " AM;
Ton
Assuming complete silicon burning of 0.10 M, of 22Si to °Ni (this mass is by a factor
of more than 2 larger than the one which is actually burned in model O310) one obtains
an energy of

AMssyn;  AMosg;
E(compl. Si-burning) = —1.919 x 10%° TN bl erg  (3.33)
Asep; Assg;

= 3.7 x 10" ergs (3.34)

where we have inserted AMson; = —53.903 and AM:sg; = —21.492, the mass excesses
of %Ni and ?8Si in MeV. The ~ 0.01 M, of oxygen that were burned in model 0310 will
release at most another 1.3 x 10*° ergs so that the total energy gain is ~ 5 x 10*? ergs.
Compared to the explosion energy of typically (1 —2) x 10%! erg this energy is negligible,
and therefore we do not expect nuclear energy release to have an appreciable effect on
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Figure 3.7: Explosive nucleosynthesis exterior to the proto neutron star in model 0310
using a radial resolution of 400 zones. Snapshots of the chemical composition from
t = 100 ms to ¢ = 600 ms in steps of 100 ms are shown. Note that the inner boundary of
the presupernova’s silicon shell was initially located at 1.32 M, and that therefore only
0.04 Mg, of 28Si is burned to *Ni. The remaining 0.04 M, stem from the recombination
of photo-dissociated iron core matter with high electron fractions. Interior to 1.27 Mg,
about 0.08 M of material freezes out with electron fractions smaller than 0.49 and
ends up in our tracer nucleus (denoted with X).
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Figure 3.8: Explosive nucleosynthesis exterior to the proto neutron star in model 0310
using a radial resolution of 6400 zones. Snapshots of the chemical composition from
t = 100 ms to ¢ = 600 ms in steps of 100 ms are shown. Compare the distribution of the

elements with Fig. 3.7.
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the dynamics in the case of the Woosley et al. (1988) progenitor except, possibly,
for models which are just at the verge to non-explosion and end up with very low
explosion energies around 5 x 103 ergs. The situation may change, however, for different
progenitors. As test calculations show, this is e.g. true for more massive models of the
SN 1987 A progenitor computed by Woosley et al. (1997). In these, a substantial fraction
of the oxygen core of the star attains temperatures in excess of 3.3 x 10° K and might
even be burned to elements of the iron group.

Focusing now on the evolution of the abundances, one can recognize from Figure 3.7
that for temperatures above 7 x 10° K, which prevail for ¢ < 100 ms, the photodisin-
tegration rates are so large that NSE favors the lightest nucleus in our network, *He.
Only 100 ms later, about 0.08 M, of 56Ni have been synthesized in the deeper post-
shock regions. Interestingly, about half of this mass stems from recombined material of
the outermost layers of the iron core while the rest is due to complete silicon burning
in the innermost regions of the silicon shell. With the decrease of the temperatures
below 5 x 10° K in the layers immediately behind the shock at ¢ = 200 ms, NSE cannot
be sustained any more and silicon is burned only incompletely to °°Ni, while a signifi-
cant abundance of 323 as well as 36 Ar and *°Ca is built up. Explosive oxygen burning
(3.3x10°K < T < 4 x 10°K) freezes out around 350 ms, and produces mainly ?Si and
329 but also some 36Ar and *°Ca. Concurrently deeper layers of the ejecta, between
mass coordinates of 1.17 M and 1.27 Mg, have cooled sufficiently and with decreasing
photodisintegration rates the a-rich composition reassembles to heavier nuclei. Since
these zones are substantially deleptonized, with a Y, < 0.49, our modified a-network
has not allowed %°Ni to be synthesized in these layers and redirected the flow from
the ®2Fe(a,y) reaction into our neutronization tracer nucleus. The reassembly of the
a-particles in these zones takes place at densities which are smaller by a factor of ~ 10
as compared to the conditions during °Ni synthesis in the region with mass coordinates
between 1.27 Mg and 1.37 Mg,. This freezeout in high-entropy material leaves behind a
large abundance of « particles. Finally, after 400 ms all types of nuclear burning except
for explosive neon and carbon burning, which result only in insignificant changes in the
120, 160, 29Ne, 2*Mg and 2Si abundances, have frozen out.

3.8 A one-dimensional resolution study

One of the greatest problems in Eulerian calculations of reactive flows is numerical
diffusion. The extensive study of Fryxell et al. (1989) as well as the recent work of
Plewa & Miiller (1999), have shown that diffusion of the composition can significantly
influence the nucleosynthesis in Eulerian calculations if coarse zoning is used. Moreover,
as both of these works demonstrate, even the best Eulerian methods can yield inaccurate
results despite the use of fine zoning if no care is taken in order to exactly fulfill the
requirement of local mass conservation, i.e. the sum of the mass fractions must remain
equal to unity (up to machine accuracy) in each zone of the grid and at any given time.
This is generally not guaranteed when a high-order advection scheme is used. Lower-
order schemes usually lead to a better local mass conservation, but are unfortunately
also more diffusive.

Plewa & Miiller (1999) have performed a study of the numerical accuracy which
can be achieved with codes that are based on the direct Eulerian formulation of the
Piecewise Parabolic Method (PPM) for the problem of thermonuclear burning in core
collapse supernovae. They demonstrate that when using their Consistent Multifluid
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Advection method, which is implemented in our HERAKLES code, the yield of *4Ti is
essentially converged in their calculations when a grid with a radial resolution of 40 km
is used. The more diffusive multifluid advection scheme proposed by Fryxell et al. (1989)
needs a resolution which is higher by a factor of up to 4 or more in order to yield results
of comparable quality. In their simulations, which employed uniform spherical grids and
the same progenitor model which is used in the present work, the explosion was initiated
by an ad hoc deposition of thermal energy into the innermost zones of the Si shell and
the iron core of the star was omitted. Our neutrino-driven explosion models differ from
these simplified models in several respects. The revival and early propagation of the
shock is taken into account consistently (though for prescribed neutrino luminosities).
In order to adequately resolve the flow near the neutron star, a moving, logarithmic
radial grid is used, in which the radial resolution decreases with increasing radius.
The differences in both approaches necessitated a separate resolution study for the
calculations presented in this work. Unfortunately, this can only be accomplished in
one spatial dimension. Doubling the resolution in both grid directions for the two-
dimensional case increases the total CPU requirements for the hydrodynamic part of
the calculations already by a factor of 8 and the number of burning zones at least by
a factor of 2 (due to the twofold increase in angular resolution, if one assumes that
only the first row of zones behind the shock is burned during a single hydrodynamic
time step, which is a good approximation). Due to a better resolution of the shock, the
post-shock temperatures will also be higher and therefore the burning time scales will
be shorter. This in turn increases the number of time steps that have to be taken by
the network solver in order to cover the hydrodynamic time step. All this increases the
CPU time by at least a factor of 4, to 1000 CPU hours on one processor of an NEC
SX-4B for a calculation with “only” ~ 800 x 400 zones. We can therefore only give some
indication of the errors which are expected to occur in two-dimensional models judging
from the errors present in one-dimensional models with the same radial resolution.

For this purpose, we have varied the number of (radial) zones for model 0310
from 400 to 6400 (compare Table 3.1) which corresponds to cell widths, Ar, of 1.2 <
Ar/km < 200 and 1.2 < Ar/km < 5 in the 400 and 6400 zone runs, respectively.
Figure 3.8 shows the distribution of the mass fractions in the 6400 zone calculation and
should be compared to Fig. 3.7 which shows the same quantities for our “standard” run
with 400 zones. It can be seen that numerical diffusion is substantially reduced in the
high resolution calculation and that all composition interfaces are much sharper even for
times as late as 600 ms. Considerably more fine structure is visible, e.g. in the *He, 36Ar,
and %9Ni mass fractions, which show local maxima that are either completely absent or
gradually smoothed with time in the lower resolution run. Due to the better resolution
of the temperature profile behind the shock, explosive neon burning is calculated much
more accurately and the characteristic local peak of e.g. the oxygen mass fraction
caused by the photodisintegration reaction 2°Ne(y, @)!®0 is clearly present at a mass
coordinate of 1.5 M, while it is not visible in the low-resolution run.

In Figure 3.9 we plot for each run that we have performed for model 0310, the
relative deviation of the total yield of each species as compared to the results of our
highest resolution simulation with 6400 zones. It can be noted that for 4*Ti, ¥Cr and
2Fe, all products of the a-rich freezeout, the errors are large and amount to more
than 150%, 63% and 25%, respectively. The abundance of **Ti is not fully converged
even in the highest resolution calculation. Figure 3.10 shows the temporal evolution
of the *4Ti yield for different resolutions and suggests that an error of about 6% has
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Figure 3.9: Deviations, |AM|/Mg400, of the total yields of the a-nuclei for different
resolutions relative to the yields of the 6400 zone calculation for model O310. The time
is ¢ = 800 ms and a logarithmic scale is used.

still to be expected for the 6400 zone run. Plewa & Miiller (1999) have shown that
the strong dependence of the **Ti mass on the spatial resolution can be understood
in terms of its formation site. *Ti is known to be synthesized mainly in the layers of
a-rich freezeout close to the collapsed core (Woosley & Weaver 1995; Thielemann et al.
1996). Furthermore, in the calculations of Woosley & Weaver (1995), a small fraction of
the total *Ti mass is synthesized in the regions of incomplete silicon burning which are
abundant in *°Ca. This second site of **Ti formation may already be affected to some
extent by numerical diffusion in calculations with Lagrangian finite-difference codes that
employ rezoning and an artificial viscosity in order to suppress numerical post-shock
oscillations. In an Eulerian calculation, numerical diffusion presents an even bigger
problem, even if it is as small as in the PPM scheme. Numerical diffusion of a-particles
from the zones of a-rich freezeout (1.15 < M, /Mg < 1.35; Fig. 3.11), into regions
which experience incomplete silicon burning leads to a smeared interface between “He
and *°Ca in which a-captures on *°Ca can synthesize **Ti much more efficiently than
given the small °Ca abundances in deeper layers. This build-up of 4*Ti causes the
broad peak in the **Ti mass fraction of the 400 zone run (Fig. 3.11), which is much
narrower in the 6400 zone calculation, though it did not vanish completely. It should
be noted that the errors result almost exclusively from this region. The abundances in
zones interior to ~ 1.26 M, are well represented, even in the 400 zone run. In absolute
terms, we find 1.6 x 1073 M, of *Ti in the nearly converged 6400 zone calculation
for model O310, a value which is by a factor of 3 and a factor of 8 larger than the
one obtained by Plewa & Miiller (1999) and Woosley et al. (1988), respectively, who
used somewhat different explosion energies, however. This may indicate, that (due to
neutrino heating) our entropies are higher than in calculations which adopt an ad hoc
energy deposition.

Deviations > 10% between the yields of the lowest and the highest resolution cal-
culation can be seen for 328, 36Ar and “°Ca, the products of explosive oxygen and
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Figure 3.10: Evolution of the **Ti mass for model 0310 computed with 400, 800, 1600,
3200 and 6400 radial zones.

incomplete silicon burning and up to 20% for the nuclei '?C, ?°Ne and 2*Mg which are
affected by explosive neon and carbon burning. These differences are caused by a loss
of spatial resolution in the outermost parts of the computational domain due to the use
of a logarithmic grid. Although they appear to be large, for the case of '2C, 2°Ne and
24Mg the errors for the total yields of these nuclei are insignificant, because a negligible
mass of our progenitor model is affected by explosive neon and carbon burning (most of
the C4+O-core of the star is not even covered by our grid in the calculations presented
in this chapter). It should be noted that, assuming the 6400 zone run is converged,
about 3000 radial zones are needed in order to reduce all errors to the level of a few
percent.

While caution has to be exercised when extrapolating these results to the two-
dimensional case, the accuracy of the low-resolution one-dimensional models indicates
that our two-dimensional calculations have sufficient resolution in order to predict the
spatial distribution and the yields of the important nuclei 2C, 0, ?8Si and °°Ni with
confidence. For 328, 36 Ar and %°Ca, the errors may be as large as a few 10%, while for
the products of a-rich freezeout deviations from a converged solution up to more than
a factor of 2 must be expected. These errors do not take into account uncertainties in
nuclear reaction rates as well as the neutronization of matter in zones experiencing an
a-rich freezeout. Hence, great care is needed when performing Eulerian nucleosynthesis
calculations. In particular it is very difficult to reliably determine the yield of *4Ti in
current multidimensional core collapse supernova simulations since it appears that ex-
tremely fine zoning is required. This is very unfortunate, because 4*Ti is of significant
importance for observational y-ray astronomy and could be used as a probe for hydro-
dynamic instabilities during the explosion, due to its production site near the collapsed
core. This has led Nagataki et al. (1998a) to propose that the overabundance of *4Ti
relative to 56Ni observed in Cas A argues in favor of strong asymmetries during the
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Figure 3.11: Logarithm of the mass fractions of *He, “°Ca and **Ti over the enclosed
mass in model 0310 for a resolution of 400 (top) and 6400 zones (bottom), at ¢ = 600 ms.
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explosion. These authors base their hypothesis on the observation that due to higher
entropies in the polar compared to the equatorial regions of their (jet-like) axisymmet-
ric explosion models, their #*Ti yields are higher than the ones obtained in spherically
symmetric explosive nucleosynthesis calculations by a factor of ~ 3. We think that
given the problems of numerical diffusion in Eulerian calculations, the claims of Na-
gataki et al. (1998a) cannot be supported on grounds of present day multidimensional
nucleosynthesis calculations. In Section B.3 of the Appendix we describe an adaptive
mesh refinement code which is able to minimize numerical diffusion and which we will
use in future multidimensional nucleosynthesis calculations.

3.9 Two-dimensional models

As the one-dimensional models have shown, unstable stratifications of the electron
fraction and entropy are sustained within the first second of the explosion in the zones
below the electron neutrinosphere as well as in the gain region. Of these, the region
between gain radius and shock is particularly interesting. Convective overturn in this
zone might lead to large-scale anisotropies in the spatial distribution of the nucleosyn-
thetic products and might further influence the explosion energy. We have therefore
carried out six two-dimensional runs with the same setup, radial resolution and initial
neutrino luminosities as in our one-dimensional calculations in order to study the effect
of neutrino-driven convection on the energetics and the nucleosynthetic yields. Their
characteristic parameters are summarized in Table 3.1.

Models T280* and T310* suffered from “odd-even decoupling”. We have included
these models in Table 3.1 in order to illustrate the adverse effects of numerical noise
on the nucleosynthetic yields and the character of neutrino-driven convection in Sec-
tion 3.11. Models T240, T245, T260 and T310 were computed using the multidimen-
sional artificial viscosity discussed in Appendix B and do not exhibit this problem.

Before we will focus on a detailed discussion of two representative two-dimensional
models, it is instructive to gain a general overview by considering the differences in the
explosion energies as compared to the one-dimensional case. As one can note in Fig-
ure 3.12 these differences are significant for low energy models while they are only minor
for the high-energy explosions. The most extreme case is our failing one-dimensional
model 0240. Compared to our exploding one-dimensional model with the lowest neu-
trino luminosities (i.e. model 0245), model 0240 had neutrino luminosities which were
smaller by only 2% and failed to explode in one dimension. However, the increased
efficiency of neutrino heating due to neutrino driven convection turned this model into
a successful explosion in the two-dimensional calculation T240 (though with a rather
low explosion energy of 0.76 foes). Significant boosts in the final explosion energy are
also seen for model T245 which exploded with an energy of 0.88 foes, i.e. twice the
energy as in the 1D calculation, and with an explosion time scale which is shorter by a
factor of 2 (Table 3.1). It must be emphasized, though, that, as in the calculations of
Janka & Miiller (1996), such drastic deviations between the one and two-dimensional
models are only observed within a narrow window of neutrino luminosities close to
the critical luminosity required for an explosion. For the more energetic models 0260
(Eexp = 0.94foes) and O310 (Eexp = 1.59foes) the gain in explosion energy in two
dimensions is only about 20% and 11%, respectively.

Taking models T245 and T310 as representatives of a low and a high energy explo-
sion, respectively, we now turn to a detailed description of their evolution. It should
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Figure 3.12: Evolution of the explosion energy for 2D models T310, T260, T245, and
T240 and their exploding one-dimensional counterparts 0310, 0260 and 0245. The
one-dimensional version of model T240 failed to explode and is therefore not included
(see also Table 3.1).

be noted that model T310 (Eexp, = 1.77 foes) is somewhat above the upper limit of the
(1.15 £ 0.35) foes and (1.0 = 0.4) foes deduced for the explosion energy of SN 1987A by
the light-curve modeling of Woosley (1988) and Shigeyama & Nomoto (1990), respec-
tively, while model T245 (Fey, = 0.88 foes) is rather close to the lower limit.

Focusing first on the evolution of model T245 we find that convective activity sets
in already about 20 ms after the start of the calculations in the unstable regions be-
neath the neutrinosphere. These can most easily be seen near the coordinate center
in Figures 3.13a and 3.13 b, below the dark blue concentric region, which marks the
location of the local minimum in the Y, trough. Concurrently, convection between gain
radius and shock develops, while a stable intermediate layer separates the two unstable
regions (Figures 3.13 and 3.14). Note that the computational domain has been rotated
counterclockwise by 90° in Figures 3.13 and 3.14. This includes the cylindrical grid,
which is indicated in these plots, and to which the data was mapped for plotting. The
same holds for most of the following figures which depict quantities of the 2D models.
In these figures the symmetry axis extends horizontally. Regions with 0 < 6 < 7/2 are
visible in the left half, while regions with /2 < 6 < 7 occupy the right half of the
plots. The projection of the equatorial plane (# = w/2) coincides with the vertical axis.

At t = 40 ms, mushrooms of high entropy material with an angular size of about
5° — 10° have formed in the neutrino heated layers and start to rise toward the shock
in the surrounding lower-entropy gas (see Fig. 3.14 a). Already 80 ms after the start of
the calculation these small-scale structures have merged with each other, and produced
larger high-entropy blobs with angular sizes of about 30° (Fig. 3.14b).

As one can also note in Figs. 3.13 b and 3.14 b, the bubble visible near the symmetry
axis at @ ~ 7 has grown much faster than the other structures. It already extends to a
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Figure 3.13: Distribution of the electron fraction in model T245. From top to bottom: a)
t =40ms. b) t = 80 ms. Given are (R, Z) coordinates of the cylindrical grid which was
used for plotting. The calculations have been carried out using spherical coordinates.

radius of ~ 4.6 x 107 cm while the blobs which have formed in the equatorial region have
reached radii around ~ 3 x 107 cm. The faster growth of the structure along the sym-
metry axis is a numerical artifact which is caused by the interaction of several effects.
In contrast to the “bubbles” found far from the pole, which are in fact axisymmetric
tori, the structures protruding along the polar axis are genuine (3D) mushrooms. The
growth rates of both objects differ because of the different drag that they experience
owing to their different geometries (Kane et al. 2000). This effect, however, is strongly
enhanced by the interaction of the flow with the reflecting boundaries along the axis.
The vortices which form near the boundaries lead to a redistribution of lateral into
radial momentum since the fluid, not being able to penetrate through the boundary,
must either flow outwards or inwards along the axis. The latter effect can be seen for
angles 0 =~ 0 in the left parts of Figs. 3.14 and 3.15.

In our discussion of the one-dimensional models in Section 3.7 we have already
pointed out that the rising high-entropy material in the bubbles should be substantially
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Figure 3.14: Distribution of the entropy (in kp/nucleon) in model T245. From top to
bottom: a) ¢ =40 ms. b) ¢t = 80 ms.

deleptonized. In contrast to the 1D models, the mixing resulting in two dimensions not
only transports the deleptonized material outwards, but also enhances neutronization
by cycling high-Y, material through the regions near the gain radius. Between the
bubbles, low-entropy gas is visible in Fig. 3.14b which penetrates in narrow, bent,
finger-like downflows towards the deeper layers of the core. These fingers exhibit the
typical mushroom heads caused by Kelvin-Helmholtz instabilities and start to meander
around the gain radius where they are distorted by vortex motions. As long as the gas
in these fingers does not reach the regions of maximum neutrino heating, it does not
experience large v, and v, interaction rates and therefore most of this material has a Y,
which is close to its original value of 0.498. However, after penetrating into the strongly
heated layers just outside the gain radius, the gas is substantially deleptonized because
at this time the v, and 7, fluxes from the proto neutron star favor neutronization.
Subsequently, some of this matter rises toward the shock and mixes with the material
of the bubbles. All these effects lead to Y, values in the bubbles as low as 0.35 — 0.4

(Fig. 3.13).
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Figure 3.15: Distribution of the entropy (in kp/nucleon) in model T245. The white line
encloses the region in which the °Ni mass fraction is > 20%. From top to bottom: a)
t =160 ms. b) t = 200 ms. c) ¢ = 300 ms.
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At t = 120 ms the shock reaches the Fe/Si interface, which has meanwhile fallen
from its initial radius of 7 = 1.36 x 10® cm to a radius of 7.5 x 107 cm. At this time
the post-shock material is still in nuclear statistical equilibrium (NSE) and is composed
mainly of a-particles and nucleons. However, with the ongoing expansion, temperatures
right behind the shock drop below 7x 10° K, after t ~ 130 ms and NSE starts to favor the
formation of heavier nuclei (the temperature gradient between the radius of maximum
neutrino heating and the shock is negative, i.e. the temperature has a minimum in the
immediate post-shock region (see Fig. 3.5); deeper layers of the ejecta will cool below
this temperature only after some time).

As we have stressed in Chapter 2, the question to which extent neutrino driven
convection influences the distribution of the products of explosive nucleosynthesis is
of crucial importance for an understanding of the observations of SN 1987 A. In order
to illustrate this, we show the evolution of the entropy, the electron fraction and the
mass fraction of °Ni between ¢ = 160ms and ¢ = 300 ms in Figures 3.15, 3.16 and
3.17, respectively. From Fig. 3.15 one can recognize that during this time-span the
post-shock flow is dominated by five “balloon-like” bubbles of high-entropy material,
with angular extents between 30° and 45°, which have formed out of mergers of the
somewhat smaller structures visible in Fig. 3.14b. These bubbles have risen close to
the shock wave and distorted it appreciably. This is most easily seen in case of the large
“mushroom” which has formed near the symmetry axis.

We recall from our discussion in Section 3.7 that the synthesis of °Ni requires i)
temperatures in the range (5 — 7) x 10° K and ii) electron fractions Y, > 0.49. Since
the deleptonized bubbles themselves have a Y, < 0.4 (see Figs. 3.13 and 3.16) °°Ni
will not form within them. Instead, as Figs. 3.15a to 3.17 a show, *°Ni synthesis starts
in the thin filamentary shell between the bubbles and the shock, where Y, takes on
values of ~ 0.497. As the expansion proceeds, also the inner regions of the flow start to
cool to temperatures where formation of iron-group nuclei is favored by NSE. Yet, the
only sites where ?Ni synthesis can proceed in these layers are (the outer parts of) the
narrow downflows which separate the deleptonized bubbles (Figures 3.15b to 3.17b).
The downflows themselves show an electron fraction gradient. Near their (outer) edges,
favorable Y, values for ®°Ni formation of ~ 0.496 are found. However, the parts which
have protruded deepest into the neutrino heated layers show Y, values as low as 0.4
(see above and compare also Figs. 3.15b and 3.16 b). Hence, the inner boundary of the
%Ni shell closely traces the contours of the low-entropy (high-density) material in the
convective region, except for the very narrow parts of the tongues which reach down to
the gain radius (Figs. 3.15b and ¢). On the other hand, the outer boundary of the *°Ni
shell coincides with the aspherical shock wave as long as the post-shock temperatures
have not dropped below 5x 10? K (Figs. 3.15a and b). When this happens and complete
silicon burning freezes out at ¢ ~ 250 ms, a “bent” nickel shell is left behind while
the shock continues moving outward. Together with the anisotropies introduced by
convection and the deleptonization of the neutrino-heated material this leads to a highly
inhomogeneous nickel distribution at ¢ = 300 ms (Figs. 3.15¢ to 3.17c¢).

By comparing Figure 3.16 with Figure 3.17 one can also judge the accuracy that
can be achieved in the two-dimensional case with our simplified treatment for 6Ni
nucleosynthesis. As one can note in Figure 3.16, there exists always a sharply defined
boundary between material which did not experience significant v, and 7, captures and
thus has a Y, > 0.496, which is close to its original value of 0.498, and the material in
the strongly deleptonized bubbles. In particular, the amount of gas with 0.49 < Y, <
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Figure 3.16: Distribution of the electron fraction in model T245. Only values of Y, >
0.490 are displayed in order to show the variation of Y, in the low-entropy fingers.
The white line encloses the region in which the 5Ni mass fraction is > 20%. Note the
sharp separation between the fingers and the deleptonized bubbles (Y, < 0.490, dark
blue regions). Also note that the amount of material with Y, < 0.496 in the fingers is
negligible. From top to bottom: a) ¢ = 160 ms. b) ¢ = 200 ms. c¢) ¢ = 300 ms.
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Figure 3.17: Distribution of the Ni mass fraction in model T245. Overlaid is the
contour line for a mass fraction value of 20%. From top to bottom: a) ¢ = 160 ms. b)

t =200 ms. ¢) t = 300 ms.
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0.496 is negligible. Since this is the range of electron fractions where our modified «-
network is expected to result in somewhat overestimated 5°Ni yields (see the discussion
in Sect. 3.6), the errors introduced by our approximation are small and we are able to
track the yield and the spatial distribution of 6Ni with satisfactory accuracy.

A much more severe problem of our current models is that the strong deleptoniza-
tion of the bubbles will result in the synthesis of large amounts of (neutron-rich) nuclei
with neutron numbers N = 50 and mass numbers A =~ 90, as %8Sr, %Y and *°Zr,
which are incompatible with the elemental abundances observed in the solar system
(Woosley et al. 1994; Witti et al. 1994). If ejected during the explosion, this material
will also be at odds with chemical evolution models of the Galaxy (Hoffman et al. 1996;
Thielemann et al. 1996; Herant et al. 1994, and the references therein). It must be
emphasized, that a strong deleptonization of the neutrino heated ejecta is a common
problem in all multidimensional supernova models and that late-time fallback of this
material onto the neutron star has been proposed to lower the discrepancy to observed
elemental abundances (e.g. Woosley et al. 1994; Herant et al. 1994; Burrows et al. 1995;
Janka & Miiller 1996). On the other hand, Hoffman et al. (1996) have shown that the
overproduction problem of N = 50 nuclei disappears when the electron fraction during
freezeout takes on values 2 0.484. In their calculations with Y, = 0.485 and entropies
around 50 kp /nucleon the large yields of 88Sr, 39Y and %°Zr are replaced by °Ge, and
"Se, ™Kr, #4Sr and *?Mo in about their solar abundances. Indeed, very recent one-
dimensional supernova simulations employing a full solution of the Boltzmann equation
for neutrino transport (Mezzacappa et al. 2000; Rampp & Janka 2000) concur in pre-
dicting that Y, in a significant part of the neutrino heated ejecta takes on values above
0.5! If confirmed in future (especially multidimensional) studies this result would prove
that the overproduction of neutron-rich nuclei in all current multidimensional hydrody-
namic models results from overly simplified descriptions of neutrino transport, which
yield unrealistic 7, and v, luminosities and mean energies. Moreover, the nucleosyn-
thesis problems just discussed would be cured, and *°Ni formation could proceed also
in the neutrino heated bubbles and would not be confined to a shell exterior to this
material, as we have found above! Thus, a proper treatment of the problem definitely
requires multidimensional calculations which include Boltzmann neutrino transport.
Once such simulations will be available, it might be possible, though, to obtain rela-
tions for the temporal evolution of the 7, and v, luminosities and spectra which could
be used in much less expensive light-bulb calculations, in order to study the resulting
nucleosynthesis. This would, in any case, be preferable to nucleosynthesis calculations
which employ an ad hoc initiation of the explosion. We finally note, that even if Boltz-
mann neutrino transport solves the problems connected to the low Y. of the ejecta,
uncertainties in the neutrino opacities and the equation of state at high densities still
remain, which might have a significant impact on the nucleosynthesis since the proper-
ties of the neutrino field sensitively depend on them. See Janka & Miiller (1996) for a
discussion of these issues.

The aspherical shock wave, imprints an asphericity onto the layers which undergo
incomplete silicon and oxygen burning. Therefore aspherical shells containing the prod-
ucts of these burning stages form outside the nickel-enriched region, behind the outward
sweeping shock (Fig. 3.19). The post-shock temperature has dropped to 2 x 10°K (i.e.
below the minimum temperatures for explosive oxygen and neon burning) at ¢ = 600 ms,
when the shock encounters the Si/O interface. Thus only negligible amounts of oxygen
and neon are burned in model T245 as well as in all other two-dimensional models.
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Figure 3.18: Distribution of the entropy (in kp/nucleon) in model T245. From top to
bottom: a) ¢ = 600 ms. b) ¢t = 800 ms.

This is caused by the specific structure of the progenitor model of Woosley et al. (1988)
and the weak dependence of the radii for freezeout of the different nuclear reactions on
the explosion energy (see Section 3.7).

A general feature of our models is that (weak) convective motions are still present
for some time after nuclear reactions have frozen out and continue to distort the layers
which contain the products of explosive nucleosynthesis. As Fig. 3.18 a shows, convec-
tion ceases only after ¢ &~ 600 ms in model T245. Only then, the flow pattern becomes
frozen in and the entire post-shock region expands nearly self-similarly (Fig. 3.18 b).

It is interesting to compare model T245 to its 1D analogue 0245 at this evolutionary
stage. As already mentioned, a major difference between these models is the explosion
energy, which is twice as high in the two-dimensional calculation. This is a direct con-
sequence of the higher efficiency of neutrino heating due to neutrino driven convection
in the two-dimensional case. Consequently in model T245 the shock expands to radii of
~ 3.5 x 10% cm and ~ 1.2 x 10 cm after 300 ms and 800 ms, respectively (Figures 3.15¢
and 3.19). This translates to a mean shock velocity of 17000 km/s. The corresponding
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Figure 3.19: Spatial distributions of nickel, oxygen and silicon as well as the mass density
in model T245 for ¢ = 800 ms. From top to bottom: a) Logarithm of the density. Only
regions with logy p [g ¢cm 3] < 6.5 are shown. b) Logarithm of the mass fraction of **Ni
(red), 28Si (green) and %0 (blue). Note that in this plot regions which are populated
by more than one element are coded with a mixture of the colors assigned to the single
nuclei. E.g. the inner edge of the region which experienced incomplete silicon burning

and contains ?8Si as well as some °Ni appears yellow.
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velocity for model 0245 was only 5600 km/s. A second important difference between
models T245 and 0245 is the formation of a wind-driven hot bubble in model T245
which is not visible in the one-dimensional case even for times as late as ¢ =~ 900 ms.
In contrast, starting at ¢ ~ 400 ms a fast wind is blown from the surface of the proto
neutron star in the two-dimensional model. By interacting with the slower and denser
convective shell, the wind has created a reverse shock in the flow at ¢ = 600 ms (visible
at radii of about 2 x 108 cm in Fig. 3.18 a) which is initially aspherical but looses its
asphericity with time. The occurrence of a neutrino driven wind phase and the for-
mation of the associated reverse shock are also visible in one-dimensional models but
require higher neutrino luminosities (or more precisely, larger explosion energies and
smaller explosion time scales) than the ones of model 0245 (compare Figure 3.1 for the
evolution of one-dimensional models with varying neutrino luminosities).

As we have just shown, multidimensional effects are very important in the lower
part of the range of explosion energies derived for SN 1987 A and influence both the
energetics and the nucleosynthesis. In what follows we will demonstrate that for models
near the upper end of this range the deviations from spherical symmetry are minor. For
this purpose we compare our high-energy model T310 to model T245. Figures 3.20 a
and 3.20 b, respectively, show the entropy and 5°Ni distribution in model T310 after
300 ms. These should be compared to Figures 3.15¢ and 3.17 ¢, which show the same
quantities for model T245. Striking qualitative differences can clearly be seen between
the high energy explosion T310 and the low energy model T245. The asphericities
introduced by neutrino driven convection are either less pronounced or totally absent
in model T310. The supernova shock is perfectly spherical and is hardly influenced by
the convection beneath it. Owing to the significantly shorter explosion time scale of
model T310 compared to model T245 (62 ms versus 88 ms), neutrino driven convection
does not develop into a large-scale overturn and the convective elements are confined
to angular sizes of around 20°. In contrast to model T245, no balloon-like bubbles or
narrow downflows can be observed in model T310 and the convective activity, never
having been particularly vigorous, comes to an end already after about 250 ms. As
is to be expected from the larger explosion energy, the mean shock velocity is also
larger in model T310, and amounts to 19000 km/s compared to 17000 km/s in case
of model T245. What is more important, however, is that this value is identical to the
mean velocity computed for the one-dimensional model 0310, again demonstrating the
similarity of the overall evolution between the two-dimensional and the one-dimensional
case.

%Ni synthesis occurs in a contiguous shell in model T310 which is only moderately
deformed by small-scale convective mushrooms at its base and does not exhibit the fila-
mentary structure found in the low-energy model T245 (compare Fig. 3.20 to Fig. 3.17).
Due to the spherical symmetry of the shock wave and the weakness of the convective
flows, the distribution of nuclei which are synthesized during incomplete silicon and
oxygen burning is also almost spherically symmetric.

From what has been said above it might appear that models with high explosion
energies are less suited than lower-energy explosions in order to explain the large-scale
mixing processes observed in SN 1987 A. We wish to emphasize, however, (and will
prove this in Chapter 4) that although the multidimensional effects occuring in high-
energy models seem dwarfed compared to those found in the low-energy case, already
such small deviations from spherical symmetry are crucial for the later evolution of
the supernova. With an outlook to this late evolution, we show the distribution of
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Figure 3.20: Distribution of the entropy and the mass fraction of Ni in model T310
for t = 300 ms. From top to bottom: a) Entropy (in kg /nucleon). b) *Ni mass fraction.

the logarithms of the mass density and the mass fractions of 95Ni, 28Si and 0 in
Figure 3.21, shortly before we stopped our calculations at £ = 800 ms. At this time
the shock is already propagating through the oxygen shell. One can recognize that
the entire silicon shell and the layers which experienced incomplete silicon burning
as well as complete silicon burning under conditions with Y, > 0.49 (and therefore
produced %°Ni) are confined to a high-density shell which can be discerned just outside
the deleptonized material in the low-density mushrooms. As in the 1D models (see
Fig. 3.4), a positive pressure and a negative density gradient (the latter can be seen at
the position of the Si/O interface in Figure 3.21 a) exist between this dense shell and
the shock. It will turn out in Chapter 4, where we will use model T310 as initial data
for our subsequent calculations, that Rayleigh-Taylor instabilities at the Si/O interface,
seeded by the perturbations due to neutrino driven convection, grow within only a few
minutes after core bounce and destroy the onion shell structure of the star.
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Figure 3.21: Spatial distributions of nickel, oxygen and silicon as well as the mass density
in model T310 for ¢ = 800 ms. From top to bottom: a) Logarithm of the density. Only
regions with log;y p [g cm 3] < 6.2 are shown. b) Logarithm of the mass fraction of

%Ni (red), 28Si (green) and 'O (blue).
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3.10 Yields

Since nearly all studies of explosive nucleosynthesis in core collapse supernovae that
have been performed up to date have assumed spherical symmetry, and given the fact
that their results are in wide-spread use for models of galactic chemical evolution, it
is especially interesting to investigate deviations of the nucleosynthetic yields of our
two-dimensional models as compared to the one-dimensional case.

Table 3.4 summarizes the final absolute yields (neglecting the effects of fallback) for
all nuclei included in our two and one-dimensional calculations. Astonishingly, except
for a few (though very important) elements the yields do not deviate strongly between
the two and the one-dimensional case, provided that a healthy explosion is obtained.
The largest differences are observed in case of models T245 and 0245. Here the yields
of nuclei with A < 40 differ by up to a factor of 2 while for nuclei with 40 < A < 56
this factor is as large as 5. However, with increasing neutrino luminosities and smaller
differences in the explosion energies between two and one-dimensional models the yields
become insensitive to the dimensionality of the calculation and differ only at a level
of < 8% for nuclei with A < 40 and < 25% for 40 < A < 56. This can be readily
understood in case of model T310, which showed only minor deviations from spherical
symmetry (see Section 3.9). However, it is somewhat surprising in case of model T260,
which shows much more pronounced anisotropies and inhomogeneities and resembles
model T245 in this respect. Judging from the comparison of models 0260/T260 and
0310/T310, the large discrepancies found in models 0245/T245 must be attributed
mainly to the anemic explosion in case of 0245 rather than to multidimensional effects.

As a closer inspection of Table 3.4 further shows, the a-nuclei can be divided into
three groups. The first group is made up of nuclei with 4 < A < 32 whose yields are
insensitive to multidimensional effects in our calculations. Note that among these nuclei
are 2C, 160, 2°Ne and ?*Mg which are hardly affected by explosive nucleosynthesis in
the Woosley et al. (1988) progenitor. Their yields therefore reflect the composition of
the pre-supernova model. It has to be emphasized that this must not hold for other
progenitors and that we therefore cannot give reliable estimates on how multidimen-
sional effects will affect the synthesis of 12C, 00, 2°Ne and ?*Mg in those cases. 328 is
interesting since, as it is formed by oxygen and incomplete silicon burning, the primary
multidimensional effect which should influence its yield is the asphericity of the shock
wave. Yet, hardly any differences can be seen in the final 3?S masses between one and
two-dimensional models.

The products of incomplete silicon burning 3°Ar and *°Ca make up the second
group of nuclei. Their yields in models 0245/ T245 differ by factors of ~ 2 while in all
other models their abundances are comparable between the one-dimensional and the
two-dimensional case. Finally, the third group is occupied by nuclei with A > 44 whose
yields depend sensitively on the explosion mechanism and thus on the dimensionality
of the calculation. These are the products of the a-rich freezeout (**Ti, **Cr and 52Fe)
as well as °°Ni and the material subsumed in our neutronization tracer, which will be
made up mainly of nuclei with N = 50 and A = 90 in case Y, = 0.46. Since we have
already commented earlier on the sensitivity of the a-rich freezeout on the entropy
(which may vary strongly between one and two-dimensional models) we will now focus
on the **Ni mass.

From our discussion in Sections 3.7 and 3.9 one might anticipate that with the de-
scription of the neutrino physics adopted in this work, convection will tend to reduce
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Figure 3.22: Evolution of the **Ni mass and the mass concentrated in our tracer nu-
cleus X for the 2D models T310, T260, T245, and T240 and the corresponding one-
dimensional models 0310, 0260 and 0245 (compare also with Table 3.4). Note the
anticorrelation between the yields of the two species in the 1D and 2D models. For all
models, the final ®*®Ni mass is smaller in the 2D than in the 1D case, while the reverse
is true for the amount of neutronized material.
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Nucleus T240 T245 T260 T310 0245 0260 0310

‘He 5.4(40) 5.4(+0) 5.4(+0) 5.3(+0) 5.4(+0) 5.4(+0) 5.3(+0)
12c 1.2(-1)  1.2(-1)  1.2(-1)  1.2(-1)  1.2(-1)  1.2(-1)  1.2(-1)
160 2.0(-1)  2.0(-1)  1.9(-1) 1.9(-1)  2.0(-1) 1.9(-1) 1.9(-1)
20Ne 4.7(-2)  4.7(-2)  4.6(-2)  4.5(-2)  4.9(-2) 4.6(-2) 4.5(-2)
Mg 51(-3)  5.1(-3)  5.3(-3)  6.1(-3)  5.2(-3)  5.2(-3)  5.9(-3)
283i 1.O-1)  9.8(-2)  9.3(-2)  8.5(-2)  9.7(-2)  9.3(-2)  8.6(-2)
328 L.7(-2)  1.6(-2)  1.9(-2)  2.3(-2) 1.6(-2) 2.0(-2) 2.2(-2)
36Ar 4.8(-3)  4.9(-3)  5.5(-3)  6.6(-3) 3.1(-3)  5.1(-3)  6.2(-3)
40Ca 4.5(-3)  4.9(-3)  5.5(-3)  6.5(-3) 2.7(-3) 5.1(-3)  6.2(-3)
44y 2.8(-3)  3.5(-3)  3.2(-3)  5.0(-3)  7.5(-4)  2.8(-3)  4.6(-3)
48Cr 2.3(-3)  2.8(-3)  2.7(-3)  3.9(-3) 7.4(-4) 22(-3)  3.6(-3)
2Fe 24(-3)  2.7(-3)  3.0(-3)  4.0(-3) 1.1(-3) 2.6(-3) 3.7(-3)
56N 4.0(-2)  4.4(-2) 52(-2) 7.5(-2)  6.9(-2) 7.1(-2)  8.0(-2)
X 6.1(-2)  6.7(-2)  7.9(-2) 1.0(-1) 1.8(-2) 5.3(-2)  8.7(-2)

Table 3.4: Final elemental yields (in Mg) for the 2D models T240, T245, T260, and
T310 and the one-dimensional models 0245, 0260 and O310. The time is ¢ = 800 ms
for all models except for 0245, where the abundances are given at t = 1.6s due to
the later freezeout of nuclear reactions. Note that the numbers given have not been
corrected for the effects of an eventual fallback onto the neutron star.

the final yield of °Ni in a two-dimensional model as compared to the one-dimensional
case, by advecting post-shock material with a high electron fraction toward deeper lay-
ers where deleptonization is significant. On the other hand, strong convective activity
can boost the explosion energy and thereby increase the mass which experiences com-
plete silicon burning. The competition of both effects tends to make the *°Ni yield a
non-trivial function of the neutrino luminosities (and energies). Figure 3.22 indicates,
however, that the effect of mixing-enhanced neutronization is dominant. The final **Ni
masses in all two-dimensional models are smaller than in their one-dimensional coun-
terparts. That the “missing” 5Ni mass in the 2D models is indeed lost to neutronization
is confirmed by the final yields of our neutronization tracer nucleus. These show the
reverse trend between 2D and 1D models, i.e. the yields are larger in the 2D simulations
than in their 1D analogues.

The largest deviations of the %°Ni yields are found for the low energy models
0245/T245 and amount to ~ 40% (with the spherically symmetric case being the
reference) while in case of the high energy explosions 0310/T310 the difference is
about 6%. We consider these deviations to be significant. The recent one-dimensional
supernova calculations with Boltzmann neutrino transport (Rampp & Janka 2000; Mez-
zacappa et al. 2000) either do not yield explosions or result in low-energy explosions
comparable to model 0245. However, we have to emphasize that with the high electron
fractions 0.5 < Y, < 0.6 that are found for the neutrino heated gas in these calcula-
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tions, the trends that we have found above might even be reversed. The %6Ni yields
in 2D calculations might thus end up being larger than in the spherically symmetric
case, especially for progenitor models with very low Y, values in the silicon shell (e.g.
Nomoto & Hashimoto 1988). However, detailed explosive nucleosynthesis calculations
for conditions with 0.5 < Y, < 0.6 remain to be carried out and therefore neither
the absolute %°Ni yields nor the deviations between 2D and 1D models can currently
be regarded to be very reliable. Thus our considerations should only be taken as an
illustration of what might happen if two-dimensional effects are neglected.

Finally, it is interesting to note in Figure 3.22 that, regardless of the dimensionality
of the calculations, the yields of ®*Ni as well as our neutronization tracer grow with
increasing neutrino luminosities due to the growth of the mass of the gas which is
heated by the shock to temperatures > 5 x 109 K.

3.11 “Odd-even decoupling” and the role of numerical
noise

Quirk (1994) (see also Quirk 1997 for a reprint of this work) has reported on a subtle flaw
in a number of Riemann-solvers (these are at the heart of Godunov-type hydrodynamics
schemes as PPM) which becomes evident when calculating multidimensional flows with
strong, grid-aligned shocks. He has dubbed this failure, which he considers to be “the
[by far] most insidious failing that we have come across”, the “odd-even decoupling”
phenomenon.

The problem shows up ounly if a sufficiently strong shock is either fully or nearly
aligned with one of the coordinate directions of the grid, and if, in addition, the post-
shock flow is slightly perturbed. This can be due to either perturbations intentionally
introduced in order to study physical instabilities, as in the present work, or due to per-
turbations caused by other flow features or simply by rounding errors. Many Riemann
solvers, especially the less diffusive ones, show the tendency to allow these perturba-
tions to grow without limit along the direction of shock alignment. Thus a numerical
instability is triggered which manifests itself in a strong rippling of the shock as well
as the post shock state. The density, pressure, and velocity profiles along such a shock
exhibit variations between odd and even numbered zones akin to a sawtooth-profile
(thus the term “odd-even decoupling”). Quirk (1994) shows that for calculations of a
planar shock propagating down a duct, the perturbations become indeed so strong that
the shock is finally completely disrupted if the approximate Riemann solver of Roe
(1986) is used.

Though we do not see effects of this magnitude in two-dimensional supernova sim-
ulations that we have conducted using the exact Riemann solver implemented in HER-
AKLES and PROMETHEUS, the numerical instability clearly showed up in two of
our explosion models (i.e. models T280* and T310*) and had adverse effects on their
results. In order to demonstrate that the failure is indeed introduced during the solu-
tion of the hydrodynamic equations, we show results of a test calculation in Fig. 3.23
which employed spherical coordinates and a resolution of 400 radial and 180 angular
zones. For this test, the gravity, neutrino source term and nuclear burning modules of
the code were all switched off. We therefore relied solely on the pressure gradient to
initiate an explosion in the post-bounce model of Bruenn (1993). The calculation was
further divided into two steps. Without adding any seed perturbations, the evolution
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Figure 3.23: Odd-even decoupling in the test calculation (see text). Note that while
(R, Z) coordinates of the cylindrical grid which was used for plotting are indicated in
the Figure, the calculations have been performed in spherical coordinates. From top to
bottom: a) Radial velocity (in cm/s) of the unperturbed model, at ¢ = 30 ms. b) Radial
velocity at ¢ = 108 s, after seed perturbations have been added to the model shown
in a).

was initially followed in two dimensions up to a time of 30 ms, when the resulting shock
wave had propagated out to a radius of 2.9 x 107 cm. The radial velocity at ¢ = 30 ms
is shown in Fig. 3.23 a. It has to be emphasized that up to this time (which took more
than 3600 time steps to compute) the code had maintained perfect spherical symme-
try of the computed solution, i.e. the lateral velocity, vy, remained exactly zero on the
entire grid. Subsequently, perturbations to the velocity field with a modulus of 103
of the radial velocity were added to the post-shock region and the calculations were
continued. Figure 3.23 b shows the results for ¢ = 108 ms. A regular pattern of radial
streaks is visible behind the shock which reaches down to the two convectively unstable
layers visible for radii around 6 x 107 cm and 4 x 107 cm and adds strong perturbations
to the radial velocity. Figure 3.24, which depicts (part of) a meridional slice at a radius
of 9.7 x 107 cm for the radial velocity field shown in Fig. 3.23 b, demonstrates that the
amplitude of these perturbations is about 20%, clearly a large effect.
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Figure 3.24: Meridional slice of the radial velocity field shown in Fig. 3.23 b, for a radius
r = 9.7 x 10" cm and angles 0 < § < 7/2. The abscissa is labeled with the (angular)
zone number in order to show that the wavelength of the perturbation is two zones
wide.

According to Quirk (1994), odd-even decoupling “has gone largely unnoticed [in the
numerical hydrodynamics literature| simply because it is only exposed by very high-
resolution simulations”. While the simulation presented in Fig. 3.23 b, which clearly
shows the failure, is not exactly a “high-resolution” one, the “ripples” become much
stronger if the resolution is significantly increased. In low-resolution calculations, though
present, they are often simply overlooked because the amplitude of the perturbations
is smaller and the variations occur over a larger fraction of the computational domain.
Thus the problem is not as conspicuous as in the high-resolution case. Although this
failure should be very common to computations performed with Godunov-type schemes,
to our knowledge the only author who has reported on it in the context of astrophysical
calculations is Walder (1993).

The numerical instability is not observed for shocks which propagate with some
inclination angle relative to the grid. However, if the shock is curved and locally tan-
gent to one of the grid lines it will show a protrusion, which is known in the literature
as the “carbuncle” phenomenon (see Quirk 1994; LeVeque 1998, and the references
therein). This behavior makes it even more difficult to note the problem in “production
calculations” and to disclose its deeper nature. It is therefore not surprising that a sig-
nificant number of published multidimensional supernova models, which were obtained
with computer codes that are based on the PPM and other Godunov-type schemes,
are affected by this numerical flaw. Among these are, for instance, calculations of the
Rayleigh-Taylor instability. In simulations of Miiller et al. (1991a) which made use of a
spherical grid, odd-even decoupling along the entire extent of the shock wave seems to
have occurred. Similar effects have marred one of our adaptive mesh refinement simula-
tions, which is discussed in Kifonidis et al. (2000) as well as Chapter 4. In calculations
employing cylindrical grids, a spherical shock is aligned with the coordinate lines only
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near the symmetry axis and in the direction perpendicular to it. Thus, in this case, the
problem is less severe and limited to an appearance of the carbuncle phenomenon. Yet,
this can be clearly seen in the calculations of Hachisu et al. (1992) (their Figure 2d),
Hachisu et al. (1994) (e.g. their Figure 1) and Iwamoto et al. (1997) (their Figures 5a
and 5b) who have all used a Roe-type scheme, as well as in data of Miiller et al. (1991a),
which we have consulted for comparison. The carbuncle phenomenon is also present in
multidimensional models of the explosion itself which were computed by Burrows &
Fryxell (1993) (along the diagonals in their Figure 1b), Burrows et al. (1995) (their
Figures 22 and 24) and Janka & Miiller (1996) (see the radial velocity plot in their
Figure 20) and were all obtained with the direct Eulerian version of PPM. It appears
to affect also calculations of Mezzacappa et al. (1998b) who used a code that is based
on the Lagrangian with a remap formulation of the PPM scheme.

To demonstrate the impact of odd-even decoupling on the results, we show in Fig-
ure 3.25 the evolution of the *Ni yield and explosion energy in models T310* and T280*.
The relevant quantities of model T310, which did not show the numerical instability,
are also depicted for comparison. The only differences of model T310 as compared to
T310* were the slightly higher angular resolution (192 compared to 180 zones) and the
use of the multidimensional artificial viscosity which is discussed in Appendix B and
which cured the failure. As one can note, the 5°Ni mass in model T310* is 4.8 x 1072 M,
which is ~ 36% smaller than in T310. This can be understood from Figure 3.26 which
shows that owing to the strong noise in model T310* the mixing is much more efficient
than in T310. More material with high electron fractions is thereby exposed to the
neutrino fluxes, deleptonized, and therefore lost for ®°Ni synthesis. Figure 3.25 shows
that due to the latter effect, not even the correct trend of the dependence of the *°Ni
yield on the neutrino luminosities can be recovered! Model T280*, which according to
the relation found in Section 3.10 should produce less °°Ni than T310* because of its
lower luminosities, actually shows a final **Ni mass which is higher than the one of
model T310* by 10%.

The situation might be even more problematic than the different 5°Ni yields suggest.
The strong perturbations introduced by odd-even decoupling may potentially enhance
neutrino driven convection to such an extent, that owing to a more efficient convec-
tive energy transport, even the qualitative outcome of a simulation (explosion/non-
explosion) may be altered. That the explosion energies are indeed increased by this
effect can be seen in Fig. 3.25 for models T310 and T310*. In this high energy case,
the difference in explosion energies is about 5%. Since we have not computed a flawed
low-energy model, we cannot give estimates to which extent odd-even decoupling may
affect shock revival in low-energy explosions. The present calculations already illustrate,
however, that

i) great care is needed when applying Godunov-type schemes to the modeling of
convective instabilities and explosive nucleosynthesis in core collapse supernovae

ii) the level of numerical noise in any numerical scheme applied to these problems
must be extraordinarily low in order to obtain reliable results.

The dependence of the size of the convective blobs on the amplitude of numerical
noise, that can be seen in Figure 3.26, may also explain why groups employing SPH
hydrodynamics find very large scale flows and very efficient convective energy transport
(and therefore “robust explosions”) in their multidimensional simulations, while other
groups do not. The Monte-Carlo nature of SPH leads to a rather high intrinsic level



74 The “inner problem”: Nucleosynthesis and neutrino driven convection

0.08 T

0.06 - -

0.04

M(*Ni) [Mo]

0.02

0.00
0.0

2.0

1.5

1.0

Eep [10° ergs]

0.5

0.0 A
0.0 0.2 0.6

©
oS

0.4
t [s]

Figure 3.25: Evolution of the *°Ni yields (top) and explosion energies for 2D models
T310* and T280*, which suffered from odd-even decoupling, compared to model T310.
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Figure 3.26: Entropy distribution (in kp/nucleon) at ¢ = 188ms in models T310*
(top) and T310 (bottom). Note the different sizes of the convective bubbles and the
deformation of the shock in T310*.

of noise of this method. This has also been recognized by Shimizu (1995) who has
criticized the calculations of Herant et al. (1994) in this respect.

Finally, our results also indicate that a strong dependence of the wavelength of the
convective modes on the amplitude of the initial seed perturbation exists. We have
proven this in a parameter study, where we have varied the amplitude of the initial
seed perturbation for model T310. In these calculations only the velocity field behind
the shock was perturbed. As the amplitude of the seed perturbation was increased from
values of 0.1% to 10% of the local sound speed, the angular size of the convective blobs
in model T310 grew from about 10° for the former, to 30° — 40° for the latter value
at ¢ = 120 ms. The corresponding mean shock radii were 1150 km and 1250 km, the
latter being larger due to the stronger deformations that the larger blobs incurred on
the shock. Though this result qualitatively agrees with earlier observations of Miller
et al. (1993), we do not see the large quantitative effects of the amplitude of the seed
perturbation on shock expansion which were found in the latter work. It is likely that
this is due to the different treatment of the neutrino physics in both approaches.
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3.12 Velocity distributions of the elements

Of crucial importance for an understanding of the evolution of the supernova beyond
the first second is the distribution of the elements in velocity space. Ultimately, this
information should be compared to observations after the modeling has been carried to
an evolutionary age consistent with the epoch for which spectroscopic data has been
obtained.

In Figure 3.27 we show for model T310 as a function of the radial velocity v, and
time, the fraction of the total mass of 60, 28Si, **Ti and 56Ni which is contained within
the velocity interval [v,,v, + dv,] of width dv, = 350 kms~!. Figure 3.28 depicts the
same quantities for model T280*. Since our adaptive mesh refinement calculations (cf.
Chapter 4) make use of these two models as initial data and because the information
contained in these plots results from a convolution of many effects, we will exemplarily
discuss Figure 3.27 in some detail.

At t = 100ms, as the shock beats its way through the outermost layers of the
iron core, substantial amounts of material from the silicon and oxygen shells are either
still at rest or falling towards the shock. This causes the peak and the wings of the
mass distribution for theses elements at vanishing and negative velocities. As the post-
shock temperatures are beginning to drop to values which allow for the formation of
iron-group elements, reassembly of the a-particles starts in the immediate post-shock
region and leads to initially small abundances of **Ti and °°Ni, the bulk of which can
be seen for velocities around 8 x 103 km/s. Since the shock has a finite width of about
two zones, there is also a second weaker component of these elements visible at v, = 0.

Only 100 ms later (¢ = 200ms) as the explosion gains momentum and the shock
propagates through the silicon shell it encounters substantially smaller infall velocities.
This leads to a cutoff of the high velocity wings of silicon and oxygen at v, ~ —3 X
10? km/s. Furthermore, at this time nickel synthesis is about to freeze out immediately
behind the shock while in somewhat deeper layers silicon burning has not yet been
completed and thus a small abundance of **Ti has built up. The neighborhood of both
nuclei is reflected in their distribution in velocity space which shows that their masses
both peak around 1.35 x 10% km/s. However, in contrast to *Ni, some 4T has also
formed in the rising convective blobs which at this stage show the highest velocities on
the grid (Fig. 3.29). This causes the broad wing in the velocity distribution of **Ti which
chops off only at 1.7 x 10* km/s while maximum *°Ni velocities of about 1.55 x 10* km/s
are observed.

At an age of 400 ms the supernova’s explosion energy is still increasing and has led
to maximum °°Ni velocities as high as 1.65 x 10* km/s while substantial amounts of
silicon have also been accelerated. A stratification of these elements is beginning to
emerge in velocity space because the positive velocity gradient behind the shock (see
Fig. 3.3) results in higher velocities of material which is located immediately behind the
shock as compared to gas in the deeper layers of the ejecta. Meanwhile, the neutrino
driven wind has also formed and attained velocities in excess of 2.0 x 10* km/s. Traces
of 4T1i in this material, which is dominated by a-particles and neutron-rich nuclei, can
be seen at these velocities.

The distribution of **T1i in velocity space is somewhat uncertain. As we have stressed
earlier, with the spatial resolution used in the two-dimensional models, the bulk of *4Ti
is synthesized between 400 ms and 700 ms at the *He/’Ca interface at M, = 1.35 M
between the regions of a-rich freezeout and incomplete silicon burning (Figs. 3.10 and
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Figure 3.27: Fractional element mass contained within the velocity interval [v,, v, +dv,] as a function of the radial velocity v, in model T310.

The resolution is dv, = 350kms~!.
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Figure 3.29: Radial velocity in units of 10* km/s in models T310 (left) and T280* (right).
Overlaid are the 20% contour line of the *Ni mass fraction and the flow pattern, where
the arrows show the difference of the velocity and the average radial velocity at each
radius in units of 1000 km/s. The time is ¢ = 200 ms.

3.11). The location of this interface coincides also with the maximum of the ®Ni abun-
dance (Figs. 3.7 and 3.8). Thus the peaks of both elements are found at comparable
velocities of about 1.4 x 10* km/s in Fig. 3.27. We emphasize again, however, that the
spatial distribution and the yield of **Ti are severely affected by numerical diffusion
and that therefore the location of its peak for ¢ = 400ms in Fig. 3.27 is likely to
be erroneous. It might actually occur at much lower velocities if *4Ti synthesis due
to numerical diffusion at the *He/*°Ca interface could be substantially reduced, since
the contribution of the slower, deeper layers of the ejecta, which are close to the re-
verse shock, would then dominate. Indeed this material causes the second *4Ti peak at
1.0 x 10*km/s in the plot for ¢ = 800 ms.

The velocities of the fastest layers which contain 56Ni, reach a maximum of 1.7 x
10*km/s around ¢t = 600 ms and decrease slightly to 1.65 x 10*km/s at ¢+ = 800 ms.
It is obvious, that these *Ni velocities are much larger than the ones observed in SN
1987 A and that some slow-down of this material must be expected to take place as
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the nickel makes its way out of the stellar core. In fact, we will show in Chapter 4
that in contrast to all previous studies, which tried to explain the observations of SN
1987 A by accelerating the nickel to high velocities in making use of the Rayleigh-Taylor
instabilities in the envelope, the main problem is to avoid decelerating this material
during the subsequent evolution.

We close with some comments on the differences in the velocity distributions be-
tween models T280* and T310. The evolution proceeds qualitatively similar in both
models, though the spread in velocities is much wider in model T280* than in T310,
as a direct consequence of the more vigorous convection. For instance at t = 200 ms
the smallest radial expansion velocities of ®*Ni in model T280* are as low as 1000 km/s
(Fig. 3.28), which is an order of magnitude smaller than in model T310 (Fig. 3.27).
This can be explained by comparing the velocity plots in Fig. 3.29, which for model
T280* show that some of the regions which contain *Ni and are colored in blue, expand
much slower than with the average radial velocity. This effect is much weaker in model
T310. In contrast to 6Ni, the maximum **Ti velocities are by about 25% larger in
model T280* as compared to T310, due to the higher velocities of the rising convective
bubbles (dark red regions in Fig. 3.29). Similar effects can be seen for times of 400
and 800 ms in the velocity distributions in Figs. 3.27 and 3.28. Interestingly, the final
56Ni velocities of 17000 km/s at 800 ms are somewhat higher than in T310 despite the
smaller explosion energy of model T280*.



Chapter 4

The “outer problem”: Shock
propagation and Rayleigh-Taylor
mixing

With the successful launch of the shock and the absence of physical processes which
could transport the explosion energy to the stellar surface on a time-scale which is
comparable to the shock propagation time through the star, the “outer problem” is
governed solely by “simple hydrodynamics” and gravity. Yet, even though complex
additional physics, as in case of the evolution during the first second, is not involved,
the computations which are discussed in this chapter posed the greatest challenge for the
studies presented in this thesis. The formidable range of spatial and temporal scales
which had to be resolved in order to follow the interaction of the early convection
with the later Rayleigh-Taylor instability resulted in a huge computational workload
and required the use of a sophisticated and rather complex adaptive mesh refinement
(AMR) hydrodynamics code. Even so, a resolved one-dimensional simulation of shock
propagation from the first second until the first hours of the explosion still requires a
few weeks of CPU time on a fast workstation-class machine. In two dimensions, about
1500 hours (i.e. 2 months) of computation on 16 processors of a dedicated CRAY J916
were required per simulation (compare this to the few hundred hours per simulation
that were necessary for the calculations of Chapter 3; the sustained code performance
was ~ 600 MFlops in both cases). This amount of computer time would have to be
multiplied by a factor of about 5 if no effort had been undertaken to develop a code
which is based on the AMR algorithm, and by an additional factor of 15 if this code
would not have been parallelized to take full advantage of the architecture of this
machine. In other words, the simulations would have been unfeasible, at least on the
computer which was finally used. As a consequence of this computational load, we
have been able to compute only two evolutionary sequences to date, so that conclusive
studies with different progenitor and/or explosion models still remain to be carried
out. Although we will concentrate the following discussion on features of the evolution
which we presently consider to be insensitive to these issues, the reader is cautioned
to regard the picture, which will be laid out in the following sections of this chapter,
as being generic. We will try to point out the uncertainties, however, and to assess
the differences between Type II and Type Ib explosions, for which our current Type II
models can only give some indications.
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4.1 The initial model

Since the adaptive mesh refinement calculations in this chapter are a continuation of
our shock revival models, we have made use of the same progenitor star as in Chapter 3
in order to follow the further propagation of the shock up to the stellar photosphere.
Unfortunately, however, the post-collapse model of Bruenn (1993), which was used as
initial data for the shock revival calculations of Chapter 3, extends only to layers within
the stellar He-core, and data from the original pre-collapse stellar model of Woosley
et al. (1988) is no longer available. We thus had to reconstruct the outer envelope of
the Woosley et al. (1988) star using a new 15 Mg blue supergiant model which was
kindly provided to us by S. E. Woosley. As the original progenitor of Woosley et al.
(1988), this new model was computed with the KEPLER code (Weaver et al. 1978)
and (whenever possible) with the same input physics (metallicity, convection algorithm,
opacities, nuclear reaction rates etc.). Although KEPLER has evolved over the years,
we have found that the density structure of the original star could be reproduced
remarkably well. The most noticeable differences between the two presupernova models
were their different radii, (2 x 10'2 cm in case of the older Woosley et al. (1988) model
and 3.9 x 10'2 cm for the new progenitor), which is due to a more extended hydrogen
envelope for the model calculated with the new version of KEPLER. Both values are,
however, still inside the range of radii that has been infered for the SN 1987 A progenitor
from pre-explosion photographic plates (Arnett et al. 1989a).

The initial data for our AMR simulations consisted of three different parts. Interior
to 17000 km (1.63 M), data from our explosion models was used to interpolate the
density, pressure and velocities onto the AMR grid hierarchy. Exterior to this border,
data from Bruenn’s 1D post-collapse model was used which fitted seamlessly to the
outermost zones of our explosion models which had not yet been reached by the shock.
Matched to Bruenn’s model in turn was the new progenitor of Woosley. We were able to
fit these two models without introducing artifacts into the density profile by choosing a
fitting point at 8.4 x 10 cm (M, = 1.94 M) which is well inside the He-core. Thus the
important density jump located at the C+0O/He interface was taken over entirely from
Bruenn’s post-collapse model, and the fitting took place in regions where the density
profile is rather flat. The chemical composition was taken over from Bruenn’s data for
zones inside the fit radius. For zones between the fit radius and the small jump in
the He mass fraction at a mass coordinate of 2.9 My (compare Fig. 4.16), i.e. in the
inner He core, we have extrapolated the composition from the data of Bruenn (1993).
This was necessary in order not to introduce artificial discontinuities in the chemical
profiles, especially in case of the '>C mass fraction which depends sensitively on the
assumed 2C(a, 7)'%0 reaction rate. Outside 2.9 M), i.e. in the outer He core and in the
H envelope, all data was taken over unaltered from Woosley’s new progenitor model.

Since the velocity of the supernova shock and the associated growth of the Rayleigh-
Taylor instability are very sensitive to the density profile, we have verified in a number
of one-dimensional test calculations that the “hybrid” stellar model so constructed had
no adverse effects on shock propagation. In these calculations we have cut out the iron
core of the star and induced the explosion artificially by depositing ~ 10°! ergs in form
of thermal energy at the inner boundary of the silicon shell. This procedure enabled us
to compare the hydrodynamic evolution of our hybrid model with induced explosions
of new SN 1987 A progenitor models computed by Woosley et al. (1997) (for which no
collapse calculations including neutrino transport have been available at the time of
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writing). The main evolutionary features were found to be comparable in all cases.

4.2 Hydrodynamics and equation of state

All adaptive mesh refinement calculations were performed with a version of the AMRA
code (Plewa & Miiller 2000) which is described in Section B.3 of the Appendix. AMRA
ensures that the computational effort is concentrated in regions of the flow where it is
really necessary. This is accomplished by a local refinement of the grid in critical regions
which allows to avoid the use of a globally fine grid. Readers who are interested in details
of the AMR algorithm as well as in the computational details of the calculations that
are described in the following sections are advised to consult Appendix B and the
references therein, before proceeding with the rest of this chapter.

The hydrodynamics solver which is used in AMRA is a specially adapted version of
HERAKLES, the implementation of the piecewise parabolic method which we employed
for the (single grid) calculations of Chapter 3. AMRA therefore offers the same capabil-
ities for computing multifluid flows with general equations of state as (the standalone
version of) HERAKLES. In addition a new nuclear burning module was integrated
into the code which, however, was not used in the calculations which are described
in this chapter since the post-shock temperature had decreased below 2 x 10° K when
the AMR calculations were started and thus all nuclear reactions had already frozen
out. The capability of AMRA to compute reactive flows will however be exploited in
future high-resolution modelling of the explosion itself which will necessitate also a
coupling of neutrino transport to the adaptive mesh hydrodynamics, a task which has
not been attempted yet. Self-gravity is taken into account in the Newtonian limit by
solving Poisson’s equation in one spatial dimension with an angular average of the den-
sity. This approximation is adequate because once the shock has left the iron core and
propagated out to a few thousand kilometers, general relativistic effects are negligible.
In addition, in the models computed in this work, no large-scale asphericities develop,
which would necessitate to take into account also higher-order terms in the multipole
expansion of the potential.

The equation of state that we have used in our AMR calculations includes contri-
butions from photons in thermodynamic equilibrium with the matter, nondegenerate,
nonrelativistic electrons, 'H and the 14 nuclei that are included in the nuclear reaction
network that was discussed in Section 3.6 (i.e. the 13 a-nuclei from *He to 5®Ni and the
neutronization tracer nucleus) as well as electron/positron pairs in the approximation
of Witti et al. (1994). We have found, that for the range of thermodynamic conditions
prevailing at a time of ~ 800 ms after bounce, when the mapping of an explosion model
to the AMR code was performed, thermodynamic consistency of all state variables with
an accuracy of a few percent could be achieved between the equations of state employed
in our modeling of the shock revival phase and the one implemented in AMRA.
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4.3 One-dimensional models

Although we will demonstrate later in this chapter that the late shock propagation
phase must be treated in a multi-dimensional framework in order to obtain a realistic
picture of the explosion, one-dimensional models are still valuable, since they already
exhibit the gross evolutionary effects and allow one to interpret the much more com-
plicated multidimensional results. Taken together, the results of simulations conducted
in different spatial dimensions provide complementary information and thus reveal dif-
ferent facets of the problem which allows for a deeper understanding. In addition,
one-dimensional simulations provide a quick overview of the location and number of
unstable regions in case an entire palette of different stellar models has to be explored.
This can be achieved by performing a linear stability analysis in the course of the cal-
culations and we have done so in case of the Woosley et al. (1988) progenitor, where
we will also contrast the one-dimensional findings with our two-dimensional results.

4.3.1 Computational setup

Even in one spatial dimension and with the speed-up offered by adaptive mesh re-
finement, the severe time step limitations imposed by the Courant-Friedrichs-Lewy
stability condition make it impossible to follow the propagation of the shock up to the
photosphere, if the collapsed stellar core is included in the computational domain. In
setting up an AMR simulation we therefore had to cut out the innermost regions of an
explosion model by placing the inner boundary of the AMR base level grid at a radius
of 10® ¢cm (i.e. 1000 km). The cutoff was thus introduced still inside the neutrino driven
wind from the neutron star. The gravitational attraction of matter below the cutoff
radius was taken into account by a central point mass, while free outflow was allowed
for through the inner boundary. The assumption of a transmitting inner boundary is a
crude approximation within about the first half minute of the explosion, since it leads to
very early accretion (see below), but becomes more realistic for later times. The outer
boundary of the computational domain was kept at the stellar radius of 3.9 x 102 cm
while transmitting boundary conditions were imposed also in this case.

In order to get the closest possible approximation to the energetics of the two-
dimensional case, we have started the 1D calculations which are described in Sec-
tion 4.3.2 from an angularly averaged version of our 2D explosion model T310 (com-
pare Chapter 3), which we will henceforth refer to as model T310. For this calculation,
a very high effective resolution of 524 288 zones was used. The memory requirement
was fairly modest and amounted to about 200 MBytes, most of which was used by the
gravitational solver. In the current implementation, the latter does not operate on the
AMR grid hierarchy but requires its own (fine) mesh. The rather low memory consump-
tion is largely due to the fact that in one-dimensional simulations most of the features
which need to be calculated with high resolution are sharply localized discontinuities.
Thus, only a small fraction of the computational domain needs to be covered with fine
grid patches. Note that the speed-up that can be obtained with AMR relative to a
calculation which uses a uniform grid of the same effective resolution as the finest level
of the AMR grid hierarchy is roughly given by

S=1/f (4.1)

where f is the fraction of the computational domain (the so-called “filling factor”)
which is covered by the finest level. Equation (4.1) expresses the fact that nearly all of
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level refin. factor € epx  effect. res. (zones) effect. res. (km)
1 4 1072 1073 512 76288
2 4 10=2 1073 2048 19072
3 4 1072 103 8192 4768
4 4 1072 1073 32768 1192
5 2 1072 103 131072 298
6 2 1072 1073 262144 149
7 — — — 524288 75

Table 4.1: The refinement scheme which was used for model sequence T310, our one-
dimensional calculation of shock propagation through the stellar envelope. The different
levels of the grid hierarchy as well as the refinement factors between levels are given
in the first two columns. Columns three and four list the truncation error thresholds
for the conserved variables (p, pv,, pF) and for the partial densities of nuclei, pX,
respectively. Zones on a given level were flagged for refinement, if either (i) the local
truncation error estimate for these quantities was higher than the listed thresholds or
(ii) density jumps > 100% were encountered between neighbouring zones.

the computational effort in an AMR calculation is spent in solving the system of partial
differential equations on this finest level. The small filling factors in one dimensional
simulations therefore result in a large speed-up relative to a uniform grid calculation. For
our 524 288 zones run, which made use of the refinement scheme given in Table 4.1, we
have measured speed-up factors as large as 103. Even so, keeping this refinement scheme
(which corresponds to a linear resolution of 75km) throughout the entire simulation,
turned out to be too costly on one CPU of an IBM 7026-H70 workstation. Therefore,
after 1870s of evolution, the 7th level of the grid hierarchy was removed and thus
the maximum resolution reduced to 149 km. This zoning was kept until ¢ = 47705,
when also level 6 was discarded and the rest of the evolution followed with a maximum
resolution of 298 km. The computation was stopped at ¢ = 8500s post bounce, 1700
seconds after the shock had emerged from the photosphere.

4.3.2 General evolution

Figure 4.1 depicts the evolution of the density, pressure, velocity and sound speed in our
1D AMR simulation T310. The locations of the Si/O, (C+0)/He, and He/H interfaces
at the start of the calculation (i.e. 0.8 s after bounce) are also given. Note the various
non-linear waves. The supernova shock is the conspicuous outermost discontinuity in
each of the curves which display the hydrodynamic quantities for different times. Note
also that the outer layers of the star remain in hydrostatic equilibrium until they are
hit by the shock wave. The drop of the density in the immediate post-shock layers is
enormous, and amounts to about eight orders of magnitude from the beginning to the
end of the simulation.

In Fig. 4.2 we show the positions of the shock and of the composition interfaces
as a function of time along with the evolution of the shock velocity. It can be noted
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Figure 4.1: Evolution of the density, pressure, sound speed and velocity in our one di-
mensional adaptive mesh refinement simulation T310. The dotted, dashed and dashed-
dotted lines indicate the positions of the Si/O, C+0O/He and He/H interface, respec-
tively, at a time of 0.8 s after core bounce.
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Figure 4.2: Evolution of the shock velocity (red line, left axis) and trajectories (right
axis) of the shock (dark, solid line), as well as the Si/O (dotted), (C+0O)/He (dashed)
and He/H interface (dash-dotted) in model T310. Note the deceleration of the shock
after it has crossed the (C+0O)/He interface at log(¢/s) = 0.25 and the He/H interface at
log(t/s) = 1.85. The steep increase of the shock velocity for times later than log(t/s) =
3.5 is due to the pronounced drop of the density in the atmosphere of the star.

from this figure that around the time when the shock wave crosses the (C+0)/He
interface (¢ = 1.8 s) its propagation speed has reached a maximum of about 20 000 km/s.
Immediately thereafter, a rapid decrease of the shock velocity can be seen in Fig. 4.2.
This indicates that the density profile in the He envelope falls off shallower than oc 73
(see the discussion in Section 2.2). The deceleration endures until the wave has reached
the rapid drop in density associated with the He/H interface (see Fig. 4.1) around 80s
after core bounce. Then it temporarily accelerates to about 9000 km/s (Fig. 4.2). Once
the He/H interface has been passed, the evolution resembles again the situation after
the wave had crossed the (C+0O)/He interface. A gradual deceleration to propagation
speeds as low as 4000 km/s occurs, until the shock enters the atmosphere of the star
and finally accelerates to more than 20000 km/s, while propagating off the numerical
grid.

Every time the shock decelerates, a strong compression of the post-shock layers
results, which must slow down as well. The shocked material thus piles up and forms a
high-density shell. Note that since immediately behind the shock the flow is supersonic,
information can only be mediated to deeper layers via supersonic motion, i.e. via a non-
linear wave. Therefore, the deceleration of these zones occurs through a reverse shock,
which forms at the inner boundary of the high-density shell and starts to propagate
inwards in radius. The reverse shocks as well as the dense shells which form after the
main shock has passed the (C+0)/He and He/H interfaces, respectively, can be clearly
seen in the density structures for 20s and 1600 s in Fig. 4.1. It is also apparent that the
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Figure 4.3: Structure of model T310, 20s after bounce. Shown are (from top left to bottom right) the density, pressure, mass fractions,
temperature, velocity and sound speed as a function of the enclosed mass. The distribution of the different levels of the AMR grid hierarchy
is also shown for comparison. The spatial resolution can be judged from the data points which are shown in the plot of the sound speed. Note
the two unstable regions (shaded in grey) with opposite density and pressure gradients near the Si/O and C+0O/He composition interfaces.
Note also that the code has concentrated the resolution in the steep features of the flow, e.g. near the supernova shock at 2.9 M, the reverse
shock at 1.2 Mg and the accreting matter which falls onto the proto neutron star at a mass coordinate of 1.15 M.
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Figure 4.5: Logarithm of the total, time-integrated, growth rate in the unstable layers
near the Si/O and (C+0)/He composition interfaces of model T310 at different times.
Note that the growth rates increase with time and reach amplification factors > 102
within the first 300 seconds (i.e. five minutes) of the explosion.

density profiles for these times show a striking similarity in the region which is bounded
by the two shocks.

In a one-dimensional calculation, dense shells which have been swept up during
earlier phases of the evolution do not vanish. We have already pointed out in Chapter 3
that already within the first 0.8 seconds the shock has left behind a density hump at
the Si/O interface of the star. This can be seen in Figures 3.4 and 4.1, and more clearly
in Fig. 4.3 which shows the most important flow quantities 20s after core bounce as
functions of the enclosed mass. Note that two high-density shells are visible at that time.
The innermost is the one which we alluded to in Section 3.7. It contains the products
of explosive silicon and oxygen burning. The outermost is the one which formed at the
(C+0)/He interface. At the outer boundaries of these shells (shaded in gray in Fig. 4.3)
negative density and positive pressure gradients exist, i.e. already at this early time,
Rayleigh-Taylor instabilities must be expected to grow in these regions. This is also
confirmed by a linear stability analysis. In Figure 4.5 we plot for these layers and for
different times the total, time-integrated growth rate

é = exp (/Ot adt) : (4.2)

i.e. the factor by which a perturbation with an initial amplitude (y would be magnified
at time ¢. The growth rate of the instability, o, is given by

U:\/ PolnPilnp “3)

o Or or’

(e.g. Miller et al. 1991b), where we have assumed an incompressible fluid. In the com-
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Figure 4.6: Logarithm of the total, time-integrated, growth rate in the unstable layers
near the Si/O, (C+0)/He and He/H composition interfaces of model T310 at different
times. Compare the amplitudes of the growth rates at the Si/O and (C+0O)/He inter-
faces with Fig. 4.5 and note that these have saturated after 300s (in fact the curves
for 300 s and 3000 s are not visible because they are identical, within plotting accuracy,
to the one for 1600 s). Note also, however, that the rate for the instability at the He/H
interface is still increasing between 300s and 3000 s.

pressible case

Cs dlnP\? OlnPOdlnp
U_;\/( or > "o or (4.4)

holds. Both assumptions yield roughly comparable results, however. It can be noted
that within only the first 20 s after bounce, the amplification factor has already grown
to about 10% in both unstable regions, which are separated by a stable intermediate
layer at 1.6 M. Furthermore, both growth rates are increasing up to a time of 300
seconds after bounce. Figure 4.4 displays the hydrodynamic state at this time and
shows that the entire metal core of the star has been compressed to a high density zone
which includes the two unstable interfaces. At this time the shock has also passed the
He/H interface and a third unstable region has formed at the outer boundary of the
density hump which the shock has left behind at the He/H interface. The evolution
of the growth rate in this region is shown in Figure 4.6. At a time of 300 seconds
after core bounce it is much smaller than the rates for the instability at the Si/O and
(C+0)/He interfaces. However, while the latter reach their maximum at this time,
the growth rate at the He/H interface still increases and reaches about the same level
after 3000 seconds of evolution. This is an interesting result since it shows exactly the
opposite behavior as the calculations of Miiller et al. (1991b). These authors found
that the instability should initially grow faster at the He/H interface and that only
after some time should the growth at the (C+0)/He interface take over. As this result
of Miiller et al. (1991b) is almost certainly caused by the fact that they started their
calculations only 300s after core bounce, this underlines, that a reliable calculation
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of the Rayleigh-Taylor growth must be started from the very earliest moments of the
explosion. While quantitatively the results of the linear stability analysis are certainly
invalid once non-linear growth has set in, the above conclusion will be substantiated
by our two-dimensional calculations. It is also supported by results of Iwamoto et al.
(1997) who find a similar behavior for the growth of the instability at the (C+0O)/He
and He/H interfaces of their models for SN 1993 J.

To our knowledge, no other work conducted to date has found a strong growth rate
for Rayleigh-Taylor instabilities at the Si/O interface of a massive star. We suspect
that this might be due to inconsistencies introduced into the hydrodynamic evolution
by initiating the explosion using ad hoc energy deposition schemes, by the use of an
insufficient numerical resolution, or by differences in the structure of the progenitor
stars which were employed in these studies. Possibly, also a combination of the above
effects could be involved and therefore conclusive high-resolution studies using the same
hydrodynamic code and different progenitor models are urgently required. The reason
why we belabor this point is that the instability at this interface will turn out to be the
most crucial one in the two-dimensional models that we will discuss in Section 4.4.

As we mentioned earlier, our treatment of the inner boundary condition in the AMR
calculation is not realistic during the first ~ 30 seconds of the explosion. Since we do
not impose a continuous inflow of material from the neutrino driven wind into the
computational domain, the strong reverse shock which separates the outermost regions
of the wind from the ejecta and which is visible at ¢ = 0.8 s in Fig. 4.1, is partially
reflected at the inner boundary within the first 4 seconds of evolution. This gives rise to
a series of weak non-linear waves which bounce back and forth between this boundary
and the ejecta during the first ~ 20 seconds, while material near the boundary starts to
be accreted onto the collapsed core. During this phase the wind is expected to operate
still and though it weakens with time, it should prevent very early fallback of matter
onto the compact object (H.-Th. Janka, private communication). Yet, we have found
that even if a transmitting boundary is used throughout the entire simulation, only a
very small amount of mass of 2 x 1072 M, falls back until 8500 s after core bounce for
model T310. Furthermore, while a realistic modeling of the wind is important for the
fallback, it is not necessary for a study of the Rayleigh-Taylor instabilities. We have
implemented and tested a semi-analytic prescription for the wind which is based on the
models of Janka (1993) (see also Witti et al. 1994) and found that though it has an
influence on the mass cut, for realistic wind parameters (Witti et al. 1994) the energy
and momentum fluxes are too small to influence the evolution in the outer ejecta.

The fate of the reverse shock which originates from the (C+O)/He interface is
somewhat uncertain. Figure 4.1 shows that between 20s and 300 s this shock detaches
from its high-density shell and moves inwards to be reflected at the inner boundary.
Subsequently it propagates back to larger radii and slightly compresses the inner ejecta.
This (weak) reflected wave is visible at a radius of log(r/cm) = 10.4 in Fig. 4.1. Since
our inner boundary is located at a radius of 1000 km it was not possible to follow the
reverse shock down to the layers near the neutron star, and thus the reflection we see
is a clear artifact. Physically, though, a reflection of this wave in the dense inner core
is plausible and probably even inevitable.
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4.4 Two-dimensional models

4.4.1 Computational setup

While performing a one-dimensional, high-resolution AMR calculation of shock prop-
agation as the one of Section 4.3.2 is rather easy, the task becomes significantly more
difficult in the multidimensional case, where finite computational resources are a much
more severe concern. A main problem in this respect is posed by the philosophy of
AMR to provide an adaptive framework in order to compute a solution with “a fixed
accuracy for a minimum cost” (see Berger & Colella 1989). One needs to realize that
the algorithm will try to do so regardless of the resources that this might require. In
practice, however, the task which has to be solved in astrophysical simulations is usu-
ally the reverse, namely one tries to calculate the most accurate solution for a fixed cost
(i.e. a given amount of memory and CPU time available on a supercomputer). Since the
adaptivity of AMR has not been designed to achieve the latter goal, substantial user
intervention is usually required in order to get the maximum out of existing hardware.

The problems that one faces in more than one spatial dimension are illustrated in
some more detail by the following considerations. In two and three-dimensional calcula-
tions, the occurrence of instabilities in the flow will usually require one to follow larger
fractions of the computational domain with high resolution than in a corresponding
one-dimensional calculation, where mostly shock waves and contact surfaces have to be
tracked. Thus, under unfavorable conditions, the filling factor, f, on the finest level of
the grid hierarchy might approach unity, and because of Equation (4.1) the advantage
of local mesh refinement as compared to a uniform grid calculation can be lost.

When using the algorithm for truncation error estimation as suggested by Berger &
Colella (1989) in order to flag points which need refinement, a large filling factor for a
given AMR level, [, can only result if the local truncation error estimate on level [ — 1 is
larger than the corresponding user-defined threshold throughout a significant fraction
of the computational domain. The occurrence of a large filling factor on the level with
the highest resolution of the grid hierarchy, /,,ax, will therefore indicate that the flow
is rich in small-scale structure, which might not have been resolved yet. A continuous
increase of the resolution (i.e. adding more and more refinement levels) must at some
stage decrease the local truncation error of the solution on level [, — 1 below the
desired threshold!. Consequently regions of the flow where this is the case will not
have to be followed with (the even higher resolution of) level [,,x. The filling factor
on level [, must therefore decrease once a specific accuracy has been attained, while
according to Equation (4.1) the speed-up will increase. Just when this will happen,
depends strongly on the problem one is trying to compute.

In practice, the possibility to increase the resolution is limited by the finite memory
and speed of the available computers. Thus even if AMR might offer substantial savings
for a specific problem in the limit of very high resolution, one may find oneself in
a situation where only modest gains can be obtained due to limits imposed by the
hardware. For instance, while we have demonstrated in Section 4.3 that a 1D calculation
of supernova shock propagation with an effective resolution of ~ 10° zones and measured
speedups of 10? can be done on a multiprocessor workstation, a 2D simulation with a
resolution of 10'? zones, which promises comparable gains in efficiency, is unfeasible. It

! Except for isolated discontinuities, like shocks, contact surfaces and material interfaces (see Berger
& Colella 1989).
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Figure 4.7: Distribution of the density and boundaries of grid patches in model T310
at ¢ = 50's. The entire computational domain of Run 3 from Table 4.2 is depicted while
only patches of the highest level of the grid hierarchy are shown in order to illustrate
the filling factor of the simulation during early stages. The code has concentrated these
patches only in the regions near the supernova shock (yellow discontinuity), in the
unstable layers (red and yellow) and near the reverse shock at somewhat smaller radii.

would require more memory and speed than the largest supercomputers can currently
offer.

Indeed, the memory requirement turned out to be the most restrictive factor for
our 2D calculations and forced us to follow a radically different computational strat-
egy than in the one-dimensional case. Since it was impossible to sustain a very high
resolution throughout a two-dimensional run using 3.4 GBytes of main memory on a
CRAY J916, we have split the evolution into several substeps. In each of these steps
we have followed the flow within a fraction of the stellar radius for some time using
a pre-chosen refinement scheme and employing spherical coordinates (r,#). The com-
putational domain extended over 0 < 0 < 7 in angle and riy < r < 7oy in radius.
Reflecting boundary conditions were used at = 0 and 8 = 7 and transmitting bound-
aries at r = 1y, and r = roy. Once the shock wave was about to reach ry,t or the
memory consumption became prohibitive for a continuation of the calculations (with
the filling factor on the finest level approaching unity), a remapping procedure was
applied. All hydrodynamic state quantities were mapped to a new grid hierarchy which
(usually) employed the same refinement scheme but covered a radius which was twice
or three times larger than in the previous run. Thus the effective resolution as well as
the filling factor were reduced and the calculations could be continued. The new outer
boundary was preferentially chosen in a way which would allow us to cover the region
of the instability with zones whose aspect ratio Ar/rA@ was close to unity. Figure 4.7
illustrates the grid distribution during the early stages in one of our sub-runs while
Table 4.2 summarizes the entire remapping strategy.

In terms of efficiency, the speed-up that we have typically observed for a sub-run
was found to be drastically smaller than in the one-dimensional calculation T310 and
amounted to about a factor of 5. As we discussed above this is caused by moderately
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large filling factors and might indicate that features on even smaller scales may be
found in even higher-resolution calculations. Yet, we are confident that we have been
able to capture the essential features of the solution. Our spatial resolution is reasonably
high during the initial growth phase of the instability. In addition, the flow structures
are magnified with time by the expansion and thus extremely high resolution is not
essential in order to calculate the very late stages of the explosion.

Altogether two evolutionary sequences were computed. The first of these made use
of our two-dimensional explosion model T280* (see Sections 3.12 and 3.11) and ne-
glected gravity. In all AMR calculations we have not applied any seed perturbations.
However, during the course of the computations which were started from model T280*
we have found that this shock revival model and also the subsequent AMR, simulation
were severely affected by the odd-even decoupling instability which was described in
Section 3.11. The reason why we still discuss the results of this calculation in Sec-
tion 4.4.3 is the fact that the neglect of gravity as well as the strong numerical noise
due to odd-even decoupling, made this model rather optimistic regarding the energetics
of the explosion and the efficiency of the mixing. It may therefore serve to illustrate
the quality of results that can be obtained with rather “noisy” hydrodynamic schemes
as SPH. Our second AMR model sequence was started from model T310. It includes
gravity and the artificial viscosity algorithm that was already used to suppress odd-even
decoupling in our shock revival models. We discuss its results in detail in the following
section.

The feasibility of the simulations turned out to depend critically on the densities
and temperatures that the gas attained near the inner boundary during the course
of the computations. This was especially true in case of model T310 where due to
the inclusion of gravity, accretion onto the compact object occurred. In one spatial
dimension, the computational load was sufficiently small that the base level time step
of about 3s that resulted from the Courant-Friedrichs-Lewy condition due to the high
infall velocities and sound speeds at the inner boundary, was not a significant concern.
In two dimensions, however, the long-term evolution of models T280* and T310 could
only be followed if the inner boundary was continually moved outwards toward smaller
temperatures, densities and infall velocities in order to increase the time step. Table 4.2
lists the scheme that was used for this purpose in case of model T310.

4.4.2 Model T310

Having already discussed the main features of the evolution in the one-dimensional case
we will now focus on multidimensional effects in the (late) evolution of model T310. In
the following we show mainly plots of the density because this quantity already displays
the main physics of the problem.

Figure 4.8 a shows the state of affairs 4s after core bounce, when the supernova
shock has already crossed the (C+O)/He interface of the star. The similarity of the
structures that can be seen in this figure as compared to the state 800 ms after bounce
which is shown in Fig. 3.21 is striking and indicates that within the first few seconds
of the explosion the expansion has proceeded roughly self-similarly, at least in the low-
density (high entropy) layers of the ejecta which were formerly heated by the neutrinos.
However, it should be noted that outside the high-entropy mushrooms, and exactly as
in the one-dimensional model T310, material of the Si and C+O layers of the star
is compressed to two dense shells, the outer one not being visible in Fig. 3.21. Ten
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Figure 4.8: Logarithm of the density in model T310. From top to bottom: a) ¢t = 4s.
b) t = 10s. ¢) t = 20s. Given are (R, Z) coordinates of the cylindrical grid which was
used for plotting. The calculations have been carried out using spherical coordinates.
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Log (Density) [g/cm’] Log (Element Density) [g/cm’]
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Figure 4.9: Logarithm of the density in model T310 (left panel) and distribution of the
partial densities of 160, 28Si and ®°Ni (right panel), 50 s after core bounce. The vertical
extent of the figure corresponds to a diameter of 6.6 x 10'° cm.

seconds after core bounce (Fig. 4.8 b) the compression of the post-shock material has
also affected the high-entropy gas, and the low-density mushrooms are “squeezed” into
flat structures. Only 10 s later (Fig. 4.8 ¢) the compression has become so strong that the
density field does not resemble the previous snapshots any longer. The strong reverse
shock has formed, which is caused by the deceleration of the main shock in the He-
core. It is visible as the dark discontinuity at a radius of 1.5 x 10!° ¢cm in Fig. 4.8 c. The
former convective mushrooms have imprinted a strong long-wavelength perturbation
on the dense shell behind the Si/O interface as well as on the shell at the C+O/He
interface farther out. Superposed upon this perturbation, small scale disturbances start
to grow along the entire Si/O interface which also shows signs of about 10 developing
cusps (not counting the features near the symmetry axis) which are separated by angles
of about 20°. Interestingly, the locations of these cusps do not coincide with those of the
former mushrooms which occupy the regions between the cusps. The cusps themselves
form out of the material that constituted the former “downflows” which separated the
mushrooms. It is exactly in these dense layers, where 56Ni has formed during the first
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250 ms of the explosion. Thus, although most of the 56Ni is originally located in regions
just interior to the unstable zone at the Si/O interface (see Fig. 3.21 and compare also
the one-dimensional model Fig. 4.3), due to the larger momentum of the dense layers it
cannot be slowed down to such small velocities as the neighbouring material, and thus
penetrates outwards much further. This can be clearly seen in Fig. 4.9 which shows
the logarithms of the total density and the partial densities of 0, 28Si and %Ni at
a time of 50 s after core bounce. The cusps already start to grow into separate fingers
which strengthen the perturbation at the C+0O/He interface farther out. Concurrently,
the smallest scale perturbations that could still be resolved on our grid have grown to
small mushrooms at the Si/O interface and start to mix predominantly 2Si outwards
while between them 60 is mixed inwards.

At a time of 100 s after core bounce (Fig. 4.10a) the instability at the Si/O interface,
is fully developed and the fingers which carry the silicon and nickel already penetrate
through the (C+0O)/He interface. The (C+0)/He interface itself still shows only the
long-wavelength perturbation which is imposed on it by the fingers from below. In the
mean time the supernova shock has passed the He/H interface which is marked with
the heavy white line in Fig. 4.10a. Furthermore the reverse shock which originated
near the C+0O/He interface starts to propagate inwards in radius and to decelerate the
innermost layers of the ejecta. Five minutes after bounce (¢ = 300s, Fig. 4.10b) this
reverse shock has already been reflected at the inner boundary and moves outward as a
forward shock, compressing the inner metal core of the star. The latter has been totally
shredded by the instability. The original fingers have obtained the typical mushroom
shape, which is caused by Kelvin-Helmholtz instabilities while they have also grown
substantially in size. Material from the deep interior layers of the metal core has thus
been flung through a substantial fraction of the He core (the region bordered by the two
contour lines in Fig. 4.10b). Figure 4.11, which shows a magnification of the inner region
of Fig. 4.10b together with the distribution of *0, ?8Si and °°Ni, demonstrates that
the density contrast between the densest parts of the mushrooms and the helium rich
material outside the blue colored oxygen-rich regions is about a factor of 5. Note that
between the fingers helium (the black-colored material outside the blue oxygen plumes)
is mixed into the metal core in extended tongues. Furthermore a striking coincidence
between the location of the densest “clumps” and the regions of high **Ni abundance
(the red and pink regions in the right half of Fig. 4.11) can be observed.

The flow structures in the unstable layers of the inner core have become extremely
complex 1600 seconds after bounce due to the interaction of the instabilities at the for-
mer Si/O and C+O/He interfaces as well as due to Kelvin-Helmholtz mixing (Fig. 4.10 ¢
and Fig. 4.12). Interestingly, it took the C+O/He interface about 1000 seconds to show
signs of growth of small-wavelength perturbations. The mixing has already become so
strong that the composition is progressively homogenized. This can be seen from the
large fraction of whitish regions in the right part of Fig. 4.12 which results from the
superposition of the single colors which were assigned to the different elements.

While the instability is turning the inner core of the star inside out, a dense shell can
be seen 1600 s after bounce at the border between helium core and hydrogen envelope
in Fig. 4.10 c. It is the prominent shell that we have found also in the one-dimensional
calculation T310 as a result of the deceleration of the main shock in the hydrogen
envelope. Note that as we have pointed out in the one-dimensional case, at the shell’s
inner edge a strong reverse shock has formed. In the one-dimensional calculation, the
layers of the metal core lagged behind the inner edge of the shell and did not catch
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Figure 4.10: Logarithm of the density in model T310. From top to bottom: a) t = 100s.

b) t = 300s. ¢) t = 1600s. The overlaid contour lines indicate where the 'H and 60O
mass fractions equal 20% (heavy and thin line, respectively). The region in between

these lines is the stellar helium core.
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Figure 4.11: Same as Fig. 4.9 but showing a magnification of the central region of
Fig. 4.10b. The time is t = 300s.

up with it at least as late as 5000s after core bounce. In two dimensions, however,
the fastest mushrooms already start to penetrate through the reverse shock around
1600 s after bounce (Fig. 4.10c and Figs. 4.13a to c). This interaction of the metal-
enriched clumps with the dense helium shell has not been reported in any previous
calculation of Rayleigh- Taylor instabilities in Type LI supernova progenitors. It is one
of the most important effects that we see in our models and has direct and severe
consequences for the velocity distribution of the elements because it leads to a strong
deceleration of the clumps. We will address this issue in more detail in Section 4.4.5. For
the moment it is sufficient to note that after penetrating through the reverse shock,
the clumps have to move supersonically through the high-density shell. As a result
they are dissipating a large fraction of their kinetic energy in bow shocks and strong
acoustic waves. The wave fronts can be seen in Figures 4.13a to ¢ which show the
interaction of the clumps with the shell between 3000s and 10000 s after bounce as
well as in Fig. 4.14 which shows a magnification of the central region of Fig. 4.13c.
The latter figure also indicates that during this interaction the composition within the
clumps themselves is almost entirely homogenized. Furthermore, acting as a “wall”
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Log (Density) [g/cm’] Log (Element Density) [g/cm’]
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Figure 4.12: Same as Fig. 4.9 but showing a magnification of the central region of
Fig. 4.10 c. The time is t = 1600s. The whitish spots in the right panel result from a
superposition of the red, green and blue color channels which have been assigned to the
different nuclei. Thus white coloring indicates a homogenization of the composition.

the shell has shielded the hydrogen envelope of the star from becoming enriched with
freshly synthesized elements. This is a very interesting result, because it allows for
some conclusions about the explosion mechanism and the structure of the progenitor
star. Recall from our discussion in Section 2.2 that nearly all previous calculations
of Rayleigh-Taylor mixing in Type II supernovae were started about 300s after core
bounce from one-dimensional explosion models making use of ad hoc seed perturbations.
Therefore, these calculations did not allow one to probe the explosion mechanism by
confronting the outcome of the simulations with observations. This, however, is possible
with consistent multidimensional models.

The mixing between hydrogen envelope and helium core in SN 1987 A, is of crucial
importance in this respect. Although, as we have shown by a linear stability analysis in
Section 4.3.2 the He/H interface of the Woosley et al. (1988) star is Rayleigh-Taylor un-
stable, in model T310 we did not find a strong growth of the instability at this interface
which might have led to the required amount of mixing (but see also the discussion of
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Figure 4.13: Logarithm of the density in model T310. From top to bottom: a) ¢ = 3000 s.
b) ¢ =5000s. c) t =10000s.
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Figure 4.14: Same as Fig. 4.9 but showing a magnification of the central region of
Fig. 4.13 c. The time is ¢ = 10000 s.

model T280* below regarding this point). Since the supernova shock is almost perfectly
spherically symmetric when it crosses the He/H interface the evolution in these lay-
ers proceeds basically one-dimensionally. Only when the metal-enriched clumps reach
the inner boundary of the dense shell behind the interface and start to dissipate their
energy about 3000 s after bounce, are perturbations from spherical symmetry induced
by the waves which are thereby excited. However, these perturbations encounter only
a moderately unstable interface at this time. This is suggested by the linear stability
analysis (Fig. 4.6) which shows that after 3000s of evolution the temporal integral of
the growth rate, o, has ceased to grow. Therefore only small scale variations at the
He/H interface can be seen up to the end of the simulation and the instability at this
interface never enters the non-linear regime. It is likely that this result will also hold in
case other progenitor models are used. Our current simulations therefore indicate, that
on its own neutrino driven convection s not able to provide the perturbations which
are needed to induce strong mizing of the helium core and the hydrogen envelope. Thus
other sources for this mixing, which has been unequivocally observed in SN 1987 A,
must be sought for. This might hint towards convective activity in these layers which
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deviates markedly from mixing length theory, as found recently by Bazan & Arnett
(1998) in case of the oxygen burning shell. It might also point towards a pronounced
large scale asphericity of the shock wave as found in models of core collapse that include
the effects of rotation. In addition, anisotropic neutrino emission and jet-like outflows
might also be involved. We will discuss these issues further in Section 4.4.5.

4.4.3 Model T280*

The evolution of model T280* resembles in general that of model T310. However, there
are three main features of this sequence which need to be noted in order to understand
the differences in the extent of the mixing and the velocities of different nuclei which we
will discuss below. First of all, gravity was neglected in the AMR computation which
was started from the shock revival data of T280*, i.e. in this AMR run no gravitational
binding energy had to be overcome. This was different in case of model T310, where
gravity has been included in both, the shock revival as well as the AMR, simulation.
Thus although the explosion energy

Eexpl = Exin + Eint — |Egrav| (45)

of model T280* was smaller than for T310 at a time of 0.8 s after bounce (see Table 3.1),
due to
EAMR(T280*) = 0 (4.6)

grav

in the corresponding AMR calculation, model T280* ended up with an explosion energy
of ~ 1.87 x 105! ergs which is larger than the final explosion energy? of model T310 by
more than 20%. Therefore the overall expansion in model T280* was somewhat faster.
Secondly, 0.8 s after bounce model T280* showed asphericities on much larger scales as
compared to model T310 due to larger convective elements and supersonic convective
velocities that resulted from the stronger neutrino driven convection in this model.
Finally, also the shock wave itself was markedly deformed (see Fig. 3.29). This had two
main consequences for the AMR calculation which was started from model T280*.

i) The asphericity of the shock led to an anisotropic perturbation of the He/H
interface due to odd-even decoupling (see below).

ii) The asphericity of the dense shell which had formed near the Si/O interface
resulted in a more uneven distribution of the inner ejecta by the Rayleigh-Taylor
instability than in model T310

In particular, two strong outflows formed near the polar axis due to the effects which
were discussed in Section 3.9. These can be seen in Fig. 4.15, while a comparison with
Fig. 4.10 also shows that they are much more pronounced than the similar features
that are observed for model T310.

As we already mentioned, model T280* was affected by odd-even decoupling through-
out both the shock revival and AMR calculations. In the former simulation the shock
was only locally aligned with the grid due to its large-scale asphericity and the nu-
merical instability developed predominantly for angles  ~ 135°. Yet, we have found
that after a few seconds of evolution in the subsequent AMR calculation, the shock

2Note that the values given for a time of 0.8s in Table 3.1 are not corrected for the binding energy
of the outer stellar layers.
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Figure 4.15: Logarithm of the density in model T280*. From top to bottom: a) t = 300 s.
The white contour line marks the He/H interface. b) t = 1600s. ¢) ¢t = 10000 s.
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had almost lost its initial asphericity. Only a small anisotropy remained at the time
when the shock was about to cross the He/H interface. Therefore odd-even decoupling
began to develop along the entire extent of the shock wave, starting at angles 8 ~ 135°
where the shock was aligned with the grid since the beginning of the calculation and
subsequently spreading along the entire shock wave. Strong perturbations of a purely
numerical origin were thus imposed on the flow, which in the immediate post-shock
region amounted to about 20% of the radial velocity. As a result of this numerical noise
the growth of Rayleigh-Taylor instabilities was artificially strongly enhanced, especially
for angles 6 = 135° which suffered strongest from the numerical defect. This explains
why e.g. the prominent mushroom, which is visible along the diagonal in the right part
of Fig. 4.15 a has grown faster than the surrounding features.

Furthermore, the strong ripples which were imposed on the velocity and density
field, and which are responsible for the ragged appearance of the He/H interface in
Fig. 4.15 a, led to an enormous growth of the Rayleigh-Taylor instability in these layers.
This can be observed already at an epoch of 1600 s after bounce (Fig. 4.15b). At a time
of t = 10000s (Fig. 4.15¢) large mushroom structures have formed and significant
mixing of the helium core and hydrogen envelope is visible. Note also the asymmetry
between the right and left part of the density image at this time, which is due to
the stronger noise imposed for angles 6 ~ 135° as compared to 6 ~ 45° because of the
reasons which were mentioned above. In the former case the instability has fully evolved
into the non-linear regime with the Rayleigh-Taylor fingers being already capped by
mushroom heads while in the latter only finger-like structures can be observed at that
time.

The qualitative differences which can be seen when comparing Figs. 4.10 and 4.13
with Fig. 4.15 once more underscore the importance of using an excellent numerical
scheme for a reliable calculation of this problem and the extraordinary care which is
required even when state-of-the-art numerical methods are used. Numerical noise can
completely bury the underlying physics and even lead to wrong conclusions. This is
especially crucial in this case since the spectrum of perturbations in the helium cores
and hydrogen envelopes of massive stars is still unknown. Being unaware of odd-even
decoupling and given the results shown in Fig. 4.15 one might have concluded that the
perturbations induced by neutrino driven convection could also cause strong mixing at
the He/H interface. Actually, however, the results of Section 4.4.2, which are based on
reliable numerics, suggest that this does not hold.

4.4.4 Implications of the mixing for observations

To facilitate a comparison of our two-dimensional models with one-dimensional work,
upon which basically all attempts to reproduce observations are based, we summarize
the extent of the mixing as a function of the enclosed mass and time for models T310
and T280* in Figures 4.16 and 4.17, respectively. The plots labeled with “0s” show
the distribution of the mass fractions for the original presupernova model. In these
plots, the Si/O interface can be found at a mass coordinate of 1.50 My while the
C+0O/He and He/H interfaces are located at 1.68 M and 4.2 Mg, respectively. Note
that already within the first 300s of the explosion elements like 10O and 28Si, that
made up the original metal core as well as the newly synthesized **Ni have been mixed
almost homogeneously throughout the inner 2Mg and 2.3 Mg in models T310 and
T280*, respectively, i.e. throughout about the inner half of the helium core. In model
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T310, the extent of mixing increases up to 2.7 Mg at 10000s and is identical for the
nuclei 28Si, 'O and °°Ni as we have already seen above. The only species which are
not mixed this far out in mass are **Ti and our neutronization tracer. These nuclei
were synthesized in the innermost layers of the ejecta which were located very close to
the collapsed core. In the right halves of Figs. 4.11, 4.12 and 4.14, i.e. in the plots of
the element distributions, these nuclei occupy mostly the black innermost regions. The
situation differs somewhat in model T280*. Figure 4.17 shows that 10000 s after bounce
our neutronization tracer nucleus has been mixed outward along with 28Si and 5Ni to
mass coordinates as large as 4.5 M), i.e. up to the base of the hydrogen envelope. Note
that the stronger the mixing of neutronized material into the hydrogen envelope is,
the more of this material will not fall back to the central remnant as is required by
nucleosynthetic studies (see e.g. Janka & Miiller 1996; Herant et al. 1994). Responsible
for the strong mixing in model T280* are

i) the pronounced anisotropy of the ejecta due to strong neutrino driven convection,

ii) the large perturbations imposed on the unstable regions by odd-even decoupling,

)
)
)
)

iii) the more energetic explosion, and

iv) the interaction of the instabilities which originated in the metal core with the one
at the He/H interface.

The contributions of these effects are difficult to disentangle, however. Especially the
importance of the first item in the list above remains unclear, because odd-even decou-
pling had affected model T280* already since the first seconds of its evolution. About
300 seconds after bounce the 28Si and ®°Ni-enriched mushrooms are polluted with as
much as 0.04 Mg, of neutronized material in this case. In model T310 a much stronger
concentration of neutronized matter to the central regions of the ejecta is observed.
However, it is not clear whether this must be mainly attributed to the suppression of
odd-even decoupling in this model, or to the more isotropic distribution of the ejecta at
the time when the AMR calculations were started (i.e. t = 0.8 s). Yet, it is clear that the
more energetic explosion in case of model T280* has ejected a few of the clumps close to
the region near the He/H interface where they became engulfed in the Rayleigh-Taylor
mixing of these layers.

The small amount of fallback (a few 1072 M) that we see in case of the 15 My,
Woosley et al. (1988) star® does not support the hypothesis that the neutronized ma-
terial must fall back to the central remnant. On the other hand, it is known (Woosley
& Weaver 1995) that (for the same explosion energy) more massive stars have also
more massive fallback. Thus our current results cannot be regarded to be conclusive
in this respect. The recent one-dimensional shock revival calculations using Boltzmann
neutrino transport (Rampp & Janka 2000; Mezzacappa et al. 2000) indicate, however,
that a solution to the overproduction problem of N = 50 nuclei (see Section 3.9) must
probably be sought in the explosion mechanism itself.

We have pointed out already that without very strong mixing at the He/H interface
(as e.g. in model T280*) all heavy elements remain confined to the He core (as in our
realistic model T310), and that thus mixing of 5Ni into the outer hydrogen envelope of
the star as observed in SN 1987 A by the early detection of y-rays cannot be reproduced.
However, models like T310 appear to be very promising in order to naturally explain the

3using rather energetic explosion models, however



4.4 Two-dimensional models 109

0.0

-0.5

SRR 8

0s \. 300 s \

log (X)

-15f T i ]

—25F

log (X)

\_:: 10000 s \_:

log (X)

2 3 4 5 2 3 4 5
Mr [MG'] Mr [MG)]

Figure 4.16: Evolution of the extent of the mixing in model T310. Note that all heavy
elements are confined to the helium core (i.e. to the innermost 4.2 Mg, of the star) even
for times as late as 10000 s after bounce.
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as compared to Fig. 4.16. While the bulk of the heavy elements is located at mass
coordinates interior to 3 Mg a small fraction of the metals has been mixed out to the
base of the hydrogen envelope by the interaction of the instabilities originating in the
metal core and at the He/H interface.
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Figure 4.18: Left: Artificially mixed one-dimensional model of a 2.3 M, He core. Right:
synthetic spectrum of this model + SN 1984 L data (dots). From Woosley & Eastman
(1997).

mixing which has been inferred for several Type Ib explosions. Although the progenitors
of Type Ib supernovae have not been unambiguously identified yet, one of the scenarios
involves stars with a main sequence mass of around 15 Mg which owing to a strong
stellar wind or mass transfer in a binary system loose their entire hydrogen envelope
prior to explosion. The collapse of the evolved iron core of the star then leads to an
explosion within a stripped helium core. The hydrodynamic evolution in this scenario
is identical to that of a Type II supernova until the time when the shock reaches the
outer layers of the He core, i.e. within about the first minute of the explosion. Thus our
models provide some insight also in this case. Differences in the hydrodynamics result
only after this early stage, because the supernova shock will never encounter a thick
hydrogen envelope in case of a Type Ib explosion and instead propagates down a steep
density gradient when leaving the helium core of the star and entering the tenuous
circumstellar medium.

The strong mixing that we have found to be triggered in case of the Woosley et al.
(1988) model by the interaction of neutrino driven convection with Rayleigh-Taylor
instabilities at the Si/O interface appears to solve a problem in the spectral modeling
of Type Ib explosions that has puzzled several workers since Type Ib’s were recognized
as a separate class of supernovae in the late nineteen-eighties. In Section 2.1.2 we have
already discussed the problems which are connected to the strength of the observed
He I lines and which require a strong nonthermal source of heating in order to explain
the spectra of these objects. Using a stripped 2.3 Mg He core Woosley & Eastman
(1997) have, for instance, computed synthetic spectra from one-dimensional explosion
models and demonstrated that good fits to observed spectra of SN 1984 L could be
obtained. However, this was only the case if they assumed a substantial amount of *®Ni
mixing into the helium envelope. The adopted element distribution for their “model
4B” is shown in the left panel of Fig. 4.18. Note the exponential decline of the *°Ni
mass fraction which decreases below 1073 only at a mass coordinate of ~ 2Mg. The
synthetic spectrum obtained from this model is shown in the right part of Fig. 4.18
together with data of SN 1984 L near maximum light. Clearly the quality of the fit is
very good. Comparing our multidimensional model T310 (Fig. 4.16) with model 4B of
Woosley & Eastman (1997) we find a flatter decrease of the 5°Ni mass fraction with
mass for a time of 300s after bounce (when effects due to the hydrogen envelope in our
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Type II supernova model are not that pronounced yet). However, the outer boundary
of the nickel enriched core coincides with that of the Woosley & Eastman (1997) model!
Since this is the quantity which largely determines the flux of ionizing y-photons in the
He envelope, future hydrodynamic modeling which will include a consistent treatment
of the explosion in two (and three) dimensions appears to be very promising in order
to reproduce the spectra of Type Ib supernovae. That, in addition, the light curves
might be reproduced as well is indicated by several publications (Shigeyama et al.
1990; Hachisu et al. 1994; Woosley & Eastman 1997). As pointed out by Hachisu et al.
(1994) the main problem in this respect is the assumed amplitude of seed perturbations
in multidimensional calculations of the Rayleigh-Taylor instability which must exceed
5% of the radial expansion velocity at the time the shock crosses the unstable interfaces
in the metal core. Our models show that this is indeed the case if neutrino driven
convection is taken into account!

The fact that convection seeds primarily Rayleigh-Taylor mixing at the Si/O in-
terface of the star might also provide a natural explanation for the mixing observed
in Type Ic supernovae. While (as with Type Ib) the progenitors of Type Ic explosions
have not been unambiguously identified yet, at least one class of the proposed models
assumes an explosion in a bare C+O core (Nomoto et al. 1997). Although there is no
final consensus whether this is indeed a viable scenario for Type Ic’s (see the discus-
sion in Section 1.1) recent observations (Matheson et al. 2000) appear to support this
hypothesis. Lacking a helium envelope and therefore also a C+0O/He interface at which
a strong Rayleigh-Taylor instability could develop, the mixing observed in these events
could not be explained in the framework of bare C+0O stars, unless jets and other large
scale asphericities were invoked (Nakamura et al. 2000). Given the strong mixing that
we find at the Si/O interface of our models, these assumptions are no longer necessary.

We therefore conclude that the interplay of neutrino driven convection and Rayleigh-
Taylor instabilities offers a natural explanation for the amount of mizing which is ob-
served in Type Ib and Type Ic supernovae.

4.4.5 Velocity distributions of the elements

The dynamics of the explosion is reflected in the distribution of the mass of the single
isotopes in velocity space. Since the main hydrodynamic effects are the same for models
T310 and T280* this distribution displays a similar behavior for both simulations over
the entire evolution within the first 10000s, though the different explosion energies
of the models lead to somewhat different quantitative results. In Fig. 4.19 we show
the logarithm of the fractional mass which is contained within the velocity interval
[vp,vr + dv,] as a function of the radial velocity for model T310 and times from 2s
until 50s after bounce. Fig. 4.20 shows the same quantities for model T280*. The most
conspicuous feature which can be seen in these plots is the bulk deceleration of the
material from velocities as large as ~ 15000 km/s at a time of 2s after bounce to less
than 5000 km/s after 50s. This is purely a manifestation of the enormous decelera-
tion that the shock, and with it the post-shock material, experience when propagating
through the helium core of the star. Superimposed upon this main trend is a clear
tendency of the mass distribution of 28Si, ®Ni and (to a weaker extent) %0 to narrow
down in velocity space. The original separation of the velocities of these elements that
establishes within the first second of the explosion due to their spatial separation and
the existence of a velocity gradient behind the shock (Section 3.12) is dissolved within



4.4 Two-dimensional models 113

_0.5:_ 2's __ 4 s .
_ -tof : -:
= i X ]
S X ]
5 ~15f T ]
& i X ]
- —R.0r T ]
~2.5F T ]
—zop MLl , .. . , ,
_0.5:_ _:_ 10 s .
_ -tof : -:
S i X ]
S X ]
T ~l5¢ T ]
& i X ]
- —=20r T ]
—2.5F T ]
-3.0[ T T t }
_0.5:_ + 50 s ]
_ -tof g -:
2 i X — 0
= sl I — ®5i ]
< i 8 L
- I i E—
S —20f T —"Ni ]
: : ........... X :
25} : -:
—-30L0L. ] T 1 1 1
0 5 10 15 0 5 10 15

v, [10® km s7'] v, [10® km s7']
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various early epochs. The resolution is dv, ~ 130kms~!.
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the first 20 s after bounce. The reason for this behavior is the strong compression that
the post-shock layers experience after the supernova shock has crossed the C+0O/He
interface. Being squeezed into a very dense shell, *Ni and 2Si are hardly separated in
radius for times > 10s and thus both nuclei reflect the velocities that are prevailing
in this shell. The bulk of 'O is located only marginally farther out in radius and thus
displays rather comparable velocities. All these effects lead to the narrow peak in the
velocity distribution of these elements for times between 10s and 50s in Figs. 4.19
and 4.20. Being centered around 8000 km/s 10s after bounce in model T310, this peak
gradually recedes to velocities of ~ 3000km/s at ¢ = 50s. The maximum velocities for
%Ni and ?8Si are higher than this value by about 1500 km/s, while a small fraction
of 180 is found at somewhat higher velocities, still. Elements that are not exclusively
confined to the compressed shells (i.e. *Ti and our neutronization tracer) show some-
what broader distributions in velocity space during the first seconds of the explosion
until the growth of the Rayleigh-Taylor instability at the Si/O interface also affects
the spatial distribution of these nuclei and leads to a homogenization of all profiles in
Fig. 4.19 around 50s after bounce.

For the late evolution of models T310 and T280* which is depicted in Figures 4.21
and 4.22, respectively, we focus on the maximum %9Ni velocity since this is the most
interesting outcome of our simulations for a comparison with observations. Note that
up to a time of 300s in model T310 and 100 s in model T280*, when the instability is
still developing, this velocity is steadily decreasing and reaches values of ~ 2600 km/s
in T310 and 4800km/s in T280*. The maximum velocity is found in the mushroom
caps of the Rayleigh-Taylor fingers. Since these “clumps” have to propagate through a
rather dense medium in the early stages of their existence they are initially decelerated
appreciably by their surroundings. At the times quoted above, however, the density
contrast between them and their environment has grown substantially. The clumps thus
“decouple” from the flow and start to move almost ballistically through the remaining
part of the helium core. As a result, the maximum %9Ni velocity remains constant for
times between 300s and 1600 s in model T310, and 300s to ~ 1000 s in model T280*.
The latter times approximately coincide with the instants when the clumps penetrate
through the strong reverse shock at the inner edge of the dense shell that has formed
at the He/H interface. Having entered this shell they are decelerated strongly, with the
velocities dropping to values of 1000 km/s and 2000 km/s in models T310 and T280*,
respectively at a time of 10000s after core bounce. These velocities are significantly
smaller than the ones which have been observed in SN 1987 A. Note that at least in
the energetic model T280* the clump velocities are in accordance with the observations
prior to the interaction of the clumps with the shell, i.e. a good match to the observations
1 primarily prevented by the formation of the dense shell in the outer He core, which
in turn 1s caused by the deceleration of the main shock due to the flat density profile in
the (inner) hydrogen envelope.

In order to understand why this deceleration is so strong one needs to investigate in
some more detail the situation before and after the clumps hit the shell. The main points
can already be illustrated by consulting the one-dimensional data which is plotted in
Fig. 4.1. Consider e.g. the situation 300s after bounce in Fig. 4.1 and for a radius
of log(r/cm) = 11.0, i.e. in the layers of the inner helium core just in front of the
metal-enriched shell which fragments in the two-dimensional calculation. The sound
speed in these layers takes on a value of about 1400 km/s (log (¢s/(cm/s)) =~ 3.15). The
flow itself is expanding with ~ 2400km/s in these regions. Superimposed upon this
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mean expansion is the propagation of the clumps in the two-dimensional case. At the
considered epoch these have velocities of about 2600 km/s. Hence, the clumps move
relative to the low-density layers of the inner He core, with only a few 100km/s, i.e.
their motion relative to the background is subsonic. Therefore, the drag they experience
is rather small.

The situation changes, however, once the clumps penetrate into the shell. Recall
that for model T310 this happens at a time around 1600s after bounce. Since the
clumps have to pass through a reverse shock they find themselves in an environment
with a smaller mean expansion velocity than in the layers in front of the shock. Their
velocity relative to the background is therefore higher than it was before they crossed
the shock and at 1600s amounts to about 600 — 700 km/s. In addition, this velocity
difference will tend to increase with time since the velocity behind the reverse shock
decreases between 1600s and 5000s (Fig. 4.1). Considering the sound speed in the
layers behind the shock at ¢ = 1600s, one can note that although there is a steep
increase of this quantity due to the jump in pressure associated with the shock, its
absolute value of 890km/s is rather small. This is a result of the adiabatic cooling
which is associated with the overall expansion decreasing the pressure and density with
time. Since the expansion will continue to lower the sound speed in the dense shell,
at some moment this must lead to supersonic motion of the clumps relative to their
environment. The associated energy dissipation in this case is considerable®. In fact we
have already pointed out in Section 4.4.2 that the entire dense shell is pervaded by
bow-shocks and strong acoustic waves between times of 3000 and 10000s after core
bounce.

During no phase of the evolution we do see an acceleration of material from the
former metal core of the star. This is in contrast to the results of Herant & Benz
(1992) who report to have obtained nickel velocities comparable to those observed in
SN 1987 A provided that they “premixed” the *°Ni in their SPH calculations through-
out 75% of the metal core of their 20 M progenitor. They claim that if the nickel is
allowed to participate in the Rayleigh-Taylor instability at the He/H interface it can
be accelerated to velocities in excess of 3000 km/s. We do not see any signs of such an
effect in our calculations. Even in our “noisy” model T280* which showed strong mixing
at the He/H interface the velocities of all elements are steadily decreasing throughout
the first 10000 s of evolution. The effects that we observe suggest that the occurrence
of conditions which could give rise to the development of an instability at the He/H
interface is actually harmful for the propagation of the clumps! Even if very strong
perturbations are imposed upon the dense unstable shell which forms at this interface
the instability is growing too slowly in order to shred this “wall” before the clumps will
reach it. On the other hand, with a smoother density profile near the He/H interface,
the dense shell might either not form at all or become at least less pronounced which
might help the clumps to preserve most of their energy. This might hint towards uncer-
tainties in current stellar evolutionary models, especially the treatment of convection
and semiconvection, as being responsible for the discrepancy to the observations. A
different density profile is also expected when the progenitor star of SN 1987 A was
not the result of the evolution of a single star but a merger of two smaller stars. This
is indeed supported by numerous other observations of the environment of the super-

“The same effect forces fighter aircraft pilots to engage their afterburners in order to attain supersonic
speeds, and accounts for the largest fraction of the $10 000 bill that passengers of the Concorde have
to pay for the round trip Paris—New York—Paris!
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nova (see the “chain of evidence” presented in Podsiadlowski 1992). However, it is not
clear whether such a scenario could solve all problems. After all, significant mixing of
the He core and hydrogen envelope has been observed in SN 1987 A and is difficult to
explain without strong Rayleigh-Taylor mixing (and thus strong shock deceleration in
the hydrogen envelope what in turn implies dense shell formation).

The dimensionality of our simulations may also be a possible cause of the prob-
lem. The fingers found in two-dimensional calculations are in fact axially symmetric
tori which also experience a larger drag when propagating outwards than genuinely
three-dimensional mushroom structures. This may be crucial for the outcome of the
interaction of the clumps with the dense shell. Clarifying this issue will be extremely
difficult, though. Unfortunately an extension of the high-resolution calculations that we
have presented in this thesis to three spatial dimensions will pose tremendous compu-
tational difficulties. Although first steps in this direction are currently being performed
there is only little hope that with available hardware it will be possible to obtain results
of comparable numerical quality as in two dimensions.

Finally, “missing physics” in the modeling of the explosion itself might be respon-
sible for the small maximum nickel velocities that we obtain. On its own, the kind of
small scale asphericities that we have found may not give an adequate description of
the flow, if effects like rotation or anisotropic neutrino emission are important for the
explosion mechanism. These may result in an additional large scale asphericity of the
shock or even in jet-like outflows of the ejecta. Nagataki et al. (1998b) claim that when
using almost “jet-like” shock waves it is possible to reproduce nickel velocities in ex-
cess of 3000 km/s. However, their calculations suffer from a lack of resolution and from
rather unrealistic parameterized initial conditions and thus more elaborate calculations
are required before definite conclusions can be drawn in favor of these effects.



Chapter 5

Summary and outlook

Having guided the reader through the first hours in the life of a model core collapse
supernova in the last chapters, we can now summarize our main findings. In Chapter 3
we have presented multidimensional hydrodynamic calculations which covered about
the first second of the evolution including the neutrino driven initiation of the explo-
sion, the mixing due to convective instabilities between proto neutron star and shock
as well as the explosive nucleosynthesis. Although these calculations were necessarily
simplified in many respects and furthermore are based on a single (15 M) progenitor
model, they allow to draw some first preliminary conclusions concerning the effects of
multidimensional hydrodynamics and neutrino transport on the nucleosynthesis in core
collapse supernovae.

In particular, our simulations indicate that the hitherto performed one-dimensional
explosive nucleosynthesis studies appear to give reliable yields for the products of ex-
plosive oxygen, neon and carbon burning. The only multidimensional effect which in-
fluences the nucleosynthetic yields of these types of burning in our calculations is the
possible asphericity of the shock wave. Its impact was found to be small. However,
we have hopefully also conveyed that neutrino-matter interactions and multidimen-
sional hydrodynamics conspire in complicating the problem of *Ni synthesis in core
collapse supernovae to an extent, which has not yet been anticipated on grounds of
one-dimensional calculations. We have argued that an accurate modeling of neutrino
transport is indispensable in order to obtain an adequate description of the properties of
the neutrino field, the degree of neutronization of the matter and the correct energetics
of the explosion. Especially in case of low neutrino luminosities the latter is determined
by a complex interplay with neutrino driven convection between gain radius and shock.
The vigor of this convection determines the deviations of the thermodynamic condi-
tions from spherical symmetry, the “stirring” of the post-shock gas and the amount
of material which is exposed to the v, and v, fluxes from the proto neutron star. We
have demonstrated that this in turn determines the yields and spatial distributions of
the products of explosive silicon burning. Given the fact that the problem is further
complicated by the impact prompt and neutron finger convection inside the neutron
star have upon the electron neutrino and anti neutrino luminosities and spectra (these
effects have been neglected in the present work) and our finding that even state-of-the-
art hydrodynamic schemes are barely able to handle all the computational difficulties,
substantial work is required until reliable **Ni yields from consistent multidimensional
explosion models will be obtained.

Besides determining the nucleosynthetic yields, the first second of the explosion is
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also crucial for the subsequent evolution of the supernova and our main results in this
respect can be summarized as follows.

e The newly synthesized °Ni as well as the products of incomplete silicon and
oxygen burning are confined to a high-density (low entropy) inhomogeneous shell
that forms behind the outward sweeping shock.

e The outer boundary of this shell coincides with the Si/O composition interface and
shows a negative density and a positive pressure gradient. This state is unstable
to the Rayleigh-Taylor instability.

e Depending on the explosion time scale and the strength of neutrino driven con-
vection the shell is either markedly or weakly deformed by deleptonized, rising,
high-entropy material at its base.

e The wavelength of these perturbations is larger for large explosion time scales (or
small explosion energies) and large initial seed perturbations.

e For explosion energies around 1.5 x 10%! ergs, *Ni is born with extremely high
velocities, up to about 17000 km/s. These velocities are much larger than those
observed in SN 1987 A, the closest supernova since centuries, and indicate that a
substantial deceleration of this material must occur when it penetrates through
the overlying layers of the star.

Indeed this was found to be the case in Chapter 4 where we presented results of
the first calculations that were able to consistently follow the subsequent evolution of
the supernova in two spatial dimensions until a few hours after core bounce. Of crucial
importance in these simulations are Rayleigh-Taylor instabilities. When propagating
through the envelope of the star the shock experiences short phases of acceleration
when it crosses one of the composition interfaces and, subsequently, extended phases
of deceleration when it enters regions where the density profile of the envelope falls
off shallower than o< 7—3. Every time the shock decelerates, a density inversion forms
at the corresponding composition interface which is prone to Rayleigh-Taylor mixing.
However, sufficiently large seed perturbations of a hitherto unknown origin must be
present in these regions in order for the instability to grow and to reach the non-linear
regime. Our calculations prove for the first time a hypothesis that has been proposed
since the first multidimensional calculations of the explosion mechanism itself were
performed in the 1990s: Convective instabilities which develop during the first second
of the explosion are able to provide the seed for significant Rayleigh-Taylor mizing. In
more detail we have found that

e Three Rayleigh-Taylor unstable regions develop in the model of Woosley et al.
(1988): one at the Si/O interface, a second at the C+O/He interface and a third
at the He/H interface of the star

e Seeded by the perturbations induced by neutrino driven convection, Rayleigh-
Taylor mixing at the Si/O interface sets in already about 20 seconds after core
bounce and leads to the formation of fingers of 5Ni-enriched gas which distort
also the C+0O/He interface farther out

e Within only about five minutes after bounce the entire metal core of the Woosley
et al. (1988) star is shredded
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e Dense “bullets” and clumps of 35Ni, 28Si and '9O-rich material decouple from the
flow and start to propagate ballistically through the stellar helium core

e Depending on the energetics of the explosion, clump velocities as high as 4800 km/s
are observed during this phase.

Up to this stage, our models are in excellent agreement with what has been observed
in a number of extragalactic core collapse supernovae. In particular, the extent of the
mixing is compatible with what has been inferred for the Type Ib SN 1984 L on grounds
of spectral modeling studies. This result is very encouraging and indicates that the
interaction of neutrino driven convection and Rayleigh-Taylor instabilities solves the
problem of the origin of mixing in Type Ib events, which has been known from spectral
studies for more than a decade. Moreover, since convection seeds primarily Rayleigh-
Taylor mixing at the Si/O interface of the star, our calculations yield also a natural
explanation for the mixing observed in Type Ic supernovae, which are presumably
explosions in bare C+O cores. Given these results, at least in these two supernova
types recourse to “non-standard” physics in the explosion mechanism appears to be
unnecessary.

The °°Ni velocities that we find during the first ~ 30 minutes of the explosion are
as high as those measured in the Type II SN 1987 A and the Type IIb SN 1993 J.
The main reason for this coincidence was found to be a subsonic ballistic motion of
the Ni clumps relative to the mean background flow. Therefore the clumps do not
dissipate appreciable amounts of kinetic energy until they reach the outer helium core
and encounter a dense (Rayleigh-Taylor unstable) shell which is left behind by the shock
at the He/H interface. The concordance with observations of these Type II supernovae
is, however, destroyed, when the clumps enter this dense shell and are decelerated
to velocities < 2000 km/s because their propagation in this new environment occurs
supersonically.

It is somewhat disappointing that in the end our calculations yield *°Ni velocities
which do not deviate significantly from what has been predicted in earlier studies
of Rayleigh-Taylor mixing in Type II supernovae. This is especially true since our
simulations themselves indicate that, by neglecting clump formation within the first
minutes of the explosion, all of these early investigations have been started from overly
simplified initial conditions. Indeed the quality of the effects that we observe is in clear
contrast to what has been reported previously.

e All earlier studies tried to accelerate the 5Ni to velocities around 3000 km/s by
making use of the instabilities at the composition interfaces.

e In contrast, in our calculations the ®°Ni velocities are initially extremely high
(about 17000km/s) and the main difficulty is how to avoid to decelerate this
material substantially during the later evolution.

Having missed essential parts of the physics of the problem, the predictions of *°Ni
velocities around 2000 km/s from the early investigations must therefore be regarded
to be purely fortuitous.

Since the evolutionary effects that we see are so different from what has been re-
ported previously, new ways out of the dilemma concerning the high nickel velocities
in SN 1987 A must be sought. Uncertainties in stellar evolutionary models, especially
the treatment of convection and semiconvection, might be the culprit here. Moreover,
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considering the possibility that Sk —69° 202 might have undergone a merger prior to
explosion we are not even certain on observational grounds whether SN 1987 A was
a “usual” event and its origin a single, isolated star, as assumed in all stellar evolu-
tionary calculations. Yet, problems resulting from the restriction of our calculations
to two dimensions and missing physics in the modeling of the explosion itself, as e.g.
rotation and jets, might also be respounsible for the discrepancy with the observations.
All these issues need to be addressed in the future, but which of the above effects is
the most important one is currently difficult to tell. In addition, we think that also the
late time heating due to °°Ni and *°Co decay needs to be reexamined for its impact
upon the velocities of iron group elements. This is especially important since the only
previous study which has been done in this respect (Herant & Benz 1992) relied on
numerical methods which we have found to be rather unsuited to treat the problem
of Rayleigh-Taylor mixing in core collapse supernovae. The quality of numerical algo-
rithms which is required for this purpose was a recurrent theme in the present work.
We have attempted to convince the reader that even when using the best numerical
schemes that are currently available for the solution of the “innocuous-looking equa-
tions of fluid mechanics” (Shu 1992) one needs to exercise extraordinary care. Failure
to do so can lead to an overwhelming level of numerical noise and spurious solutions
which may completely bury the underlying physics of the problem.

Taking only the observations of SN 1987 A as a measure, the reader might have
gained the impression that the evolution and death of massive stars is currently less well
understood than it appeared to be the case during the last decade. However, the present
thesis has hopefully also shown, that despite existing deficiencies in reproducing specific
observations, our physical understanding of the problem has considerably deepened
during recent years.



Appendix A

The equations of reactive,
self-gravitating fluid flow

A.1 Reactive, self-gravitating, neutrino hydrodynamics

The equations which govern astrophysical flows in the non-relativistic limit and in
the absence of viscosity and magnetic fields are the well-known Euler equations of
hydrodynamics which express the conservation of mass, momentum and energy of the
fluid. Starting from moments of the Boltzmann equation of kinetic theory and closure
relations obtained from the Chapman-Enskog procedure, the Euler equations can be
derived under the assumption of a small collisional mean free path of the particles
constituting the fluid as compared to typical macroscopic length scales of the problem
(Shu 1992; Mihalas & Weibel Mihalas 1984). In case the flow comprises constituents
with widely differing collisional mean free paths, e.g. matter (i.e. baryons and electrons)
+ radiation (i.e. photons or neutrinos) in the (semi-)transparent regime, the matter
component can usually still be described by the Euler equations while the radiation
component must be handled using a solution of the full Boltzmann equation. The
coupling between matter and radiation field then leads to source terms for momentum
and energy in the conservation laws for the matter component.

For the supernova problem the role of the “radiation” component is taken up by
the different neutrino kinds since, due to the very high densities, photons have such
small mean free paths that they attain thermodynamic equilibrium with the baryons
and electrons and their effects are subsumed within the equation of state (see below).
The Euler equations then read

op B

FT +V.-(pv) = 0 (A.1)
)
§+V-(pvv)+vp = pg+pf, (A.2)
OpE . .
LAV B+ PIV) = pvog+ Qs+ pQuc (A.3)

where we have accounted for additional source terms due to gravity and nuclear reac-
tions. In Equations (A.1) to (A.3) p, v and P have their usual meanings and pvv is
the momentum flux density tensor. With £ we have denoted the total specific energy

1
E = §|v|2 + By (A.4)
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which consists of the specific kinetic and specific internal energy of the fluid. The
quantities f, and Q,, are the acceleration due to neutrino momentum transfer and
the specific net energy gain due to neutrino heating. In multidimensional calculations
the last two quantities can currently only be calculated in some approximation since
a concurrent solution of the full Boltzmann and the hydrodynamic equations is still
unfeasible. The last source term in the energy equation, Qnuc, is the specific net energy
gain from nuclear reactions.

The gravitational acceleration g is obtained from the gravitational potential ® by
g=-Vo, (A.5)

where ® is computed by solving Poisson’s equation
A® = 4nGp. (A.6)

The occurrence of nuclear reactions in the flow requires that in addition to the basic
Equations (A.1) to (A.3) a set of continuity equations for each nuclear species of the
form

ot

+ V- (pXiv) = pX; (A7)

must be solved, where the quantity pX; is the partial density of nucleus 7, pXZ- denotes
the source term due to nuclear reactions and

n;A; n;A;

X; = = .
"OpNa Y nid,

(A.8)

is the mass fraction of that species. In the last equation A; and n; denote the atomic
mass number and number density of nucleus 7, while N4 is Avogadro’s number, and the
denominator gives the total density of baryons. Note that when Eq. (A.8) is summed
over all nuclei one obtains

dXi=1, (A.9)

i.e. the condition of baryon conservation. Equation (A.7) is usually rewritten in terms
of the nuclear abundances Y; as

opY; .
LV (pYiv) = o, (A.10)
where the Y; are defined as
X
Y, = . A1l
=3 (A1)

The source terms pQnu and pY;, which appear in Equations (A.3) and (A.10), respec-
tively, have to be obtained from the solution of a nuclear reaction network and are
discussed in more detail in the following section. To close this system of equations one
finally needs to specify an equation of state. In the calculations which were described
in the preceding chapters, this relation was given in terms of the temperature, 7', and
the internal energy density of the gas, ein,

P =P(p,T,X;), P =Plp,eing, X;). (A.12)
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A.2 Nuclear reaction networks

A nuclear reaction network is defined by a system of first order differential equations
in time for the nuclear abundances of the form

Y, = > ali)NY
J
Jik
Jiksl

(e.g. Clayton 1983; Fryxell et al. 1989; Arnett 1996; Thielemann et al. 1998). The
first term of Equation (A.13) describes changes of Y; due to weak processes (S-decays
and electron captures) and photo-disintegrations and so \; is the corresponding weak
interaction rate or the photodisintegration rate. The second and third term of Equa-
tion (A.13) describe changes due to two and three-body reactions, respectively, so that
(7,k) and (4, k,l) denote the thermally averaged products of the cross section, o, and
relative velocity, v, in the center of mass system for the two-body and three-body re-
actions, respectively. E.g. for a reaction between nuclei j and k this average has the
form

. g \Y% o0
(j,k)z(av)Lk:(E) (ET) 3/2/0 Eo(E)exp (—E/kT)dE, (A.14)

where p denotes the reduced mass of the system (j, k). The ¢; are given by

¢i(j) = N; (A.15)
. N;
ci(s,k) = W (A.16)
. N
, = " Al
A AT —

where N;, Nj, Ni, N; are the numbers of particles of type 7, j, k, [ which are involved in
the reaction. The sign of N is positive (negative) if the corresponding nucleus is created
(destroyed). The denominators run over the species destroyed in the reaction and avoid
double counting when identical particles react with each other. Note that the network
equations fulfill the condition of baryon, or mass conservation Eq. (A.9).

Equations (A.13) are usually solved by transforming them into a non-linear algebraic
system by a first-order accurate implicit discretization in time
Yttt — vi(e")
At

Gi = — fi(t"th) =o. (A.18)

Here At = t"*! — ¢" is the time step, and f;(¢"*!) denotes the right-hand side of
Eq. (A.13) evaluated at time ¢" + At¢. The nonlinear system (A.18) is then solved for

the unknown Y;(t"*!) by linearization and Newton-Raphson iteration. In vector form
Eq. (A.18) reads

Y(tn+1) _ Y(tn)
At

G(Y(t")) = —f(t"T) = 0. (A.19)
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The Newton-Raphson procedure boils down to finding the zeroes of this equation by
starting from a first guess for Y (¢"*1):

YO+l = Y (). (A.20)

This guess is iteratively improved by applying a series of corrections §Y, e.g. the [-th
iteration step can be written as

YT = YY) 4 oYL (A.21)
The §Y'*! are obtained from a solution of the matrix equation
JLoYHtt = —G(Y)), (A.22)

where J' is the Jacobian of G(Y!) with respect to Y'.

The time step At should be chosen in a way which guarantees that the iterates
Y!(t"*t1) converge with a relative accuracy of about 1076 after a small number of
iterations (typically 3). The size of the time step is further restricted by constraints of
accuracy. Typically, the changes in mass fractions during a nuclear time step should
not be larger than a few percent. Similar constraints apply for the temperature which
rises due to the energy release of

A€ = Quuec At = —9.644 x 10" Y~ AM; (Y;(t"+!) = Yi(t")) [ergs/g] (A.23)

)

resulting from the change of the abundances from time ¢" to time t"*'. Here AM; is
the mass excess of nucleus .

Since the characteristic time scales for the different reactions vary widely, the system
(A.13) and (A.23), which has to be solved in every zone of the grid with non-negligible
nuclear activity, is extremely stiff and very robust methods are required for its solu-
tion. The first-order accurate, implicit discretization in time which is described above
has proven to be stable, especially when combined with the method of Miiller (1986)
who proposes to solve Egs. (A.13) and (A.23) together in a coupled Newton-Raphson
iteration in case one has to compute into and out of the regime of NSE. Even so, it is
difficult to follow the abundance changes during the first ~ 200 ms of shock-propagation
in a core collapse supernova by solving the network equations in the entire region be-
tween proto neutron star and shock. The very high temperatures that are encountered
in these zones (up to a few 10'°K) and the exponential dependence of the reaction
rates on temperature lead to time steps which are much smaller than typical dynamical
times. Thus the network needs to be solved several tens of thousands or even hundreds
of thousands of times per zone and per hydrodynamic time step (here assumed to be
of the order of several 1076 s, as in the computations described in Chapter 3) resulting
in tens of billions or even thousands of billions of inversions of the matrix equation
(A.22) throughout a one-dimensional or a two-dimensional hydrodynamic simulation,
respectively. Even when taking advantage of the sparse character of typical Jacobians
that result from nuclear networks (see, e.g. Timmes 1999), the computational load soon
becomes prohibitive. It is therefore common practice to solve a set of Saha equations as
long as NSE holds and to switch to Eq. (A.13) only when temperatures and densities
have decreased to such values that NSE breaks down (Aufderheide et al. 1991). The
difficulty with this approach, however, is to guarantee a smooth transition between the
two regimes.
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Numerical methods

B.1 The HERAKLES hydrodynamics solver

B.1.1 The basic algorithm

The HERAKLES hydrodynamics code solves the self-gravitating, reactive flow equa-
tions of Section A.l in one, two or three spatial dimensions and in either Cartesian,
cylindrical or spherical coordinates by making use of an extended version of the direct
Eulerian PPM algorithm which is described in Colella & Woodward (1984). Since PPM
has meanwhile become a rather “standard” numerical algorithm and sufficient details
are given in the papers of Colella & Woodward (1984), Woodward & Colella (1984),
Fryxell et al. (1989), Plewa & Miiller (1999) and Fryxell et al. (2000) we will only give
a general outline of the method below.

The core of the algorithm is a one-dimensional hydrodynamics solver which solves

the (sub)set of equations
ou N J(AF) N oH

—— — =G B.1
ot ov or ’ (B-1)
where
P ou 0 0
pu pu’ P Py
| pv _ PUU 10 _ 0
U= ow | FU) = pwu , HU) = o | G = 0 (B.2)
pE puE + uP 0 pug
pXi puX; 0 0

Here U is the vector of conserved quantities, F'(U) is the flux function and
V(r)=r“t"(a+1), A(r) =r¢ (B.3)

are volume and area coordinates with a = 0, 1,2 in case of planar, cylindrical or spher-
ical symmetry, respectively. Note that the above equations are the one-dimensional
Euler equations for a multi-component fluid ezcept for the third and fourth equation
which express a passive advection of the second and third component of the momen-
tum vector pv with the first component of the velocity, u. This provision is required
in order to solve the multidimensional hydrodynamic equations by applying the one-
dimensional algorithm in a sequence of one-dimensional sweeps according to the second
order accurate operator splitting procedure of Strang (1968).
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The philosophy behind PPM is to introduce explicit non-linearity into the discretiza-
tion of the hydrodynamic equations which mimics the physics of real flows as closely
as possible. The solution is pieced together from solutions of suitably constructed Rie-
mann problems at the interfaces between adjacent computational cells. For this purpose
piecewise parabolic interpolation functions are constructed for the so-called “primitive
variables” (p,u,v,w,p,7,[’, X;) using the cell averages of these quantities. These in-
terpolation profiles are subject to monotonicity constraints, as well as steepening and
flattening considerations in the vicinity of contact discontinuities and shocks, respec-
tively. The latter two conditions are imposed in order to minimize and increase, re-
spectively, the numerical dissipation of the scheme in critical regions of the flow. From
these interpolation functions interface values of the primitive variables are constructed
using a characteristics tracing step. This allows one to take into account the domains
of dependence which can influence the state at the zone interface during the entire time
step. The interface values so constructed are then used in the solution of the Riemann
problem to compute the fluxes with which the conserved quantities are updated. We
note that if multifluid problems are to be computed with PPM, the above algorithm
will in general violate the condition of local mass conservation Equation (A.9). This
problem and its solution, which requires an appropriate renormalization of the fluxes
obtained from the Riemann solver, is described in detail in Plewa & Miller (1999).

Our HERAKLES implementation of PPM is based in parts on the older PROME-
THEUS code which is discussed in Fryxell et al. (1989) as well as in Fryxell et al.
(2000). However, it differs from its predecessor in the following respects: The algorithm
for multifluid advection proposed by Fryxell et al. (1989) was replaced with the Con-
sistent Multifluid Advection scheme of Plewa & Miller (1999). The computation of
the input states for the Riemann solver follows closely the algorithm given in Colella
& Woodward (1984). The enhanced version of the flattening algorithm for interpola-
tion profiles given in the appendix of Colella & Woodward (1984) is adopted instead
of the simpler algorithm employed in PROMETHEUS. Furthermore, the dissipation
and shock detection algorithms of PROMETHEUS were replaced in order to cope with
odd-even decoupling (see below).

As in PROMETHEUS the exact Riemann solver of Colella & Glaz (1985) is used,
which allows for general, non-gamma law equations of state. After a hydrodynamic step
is completed, source terms which may be due to nuclear reactions and/or neutrino-
matter interactions are taken into account using operator splitting (see LeVeque 1998,
for a discussion of the accuracy which can thus be obtained). The inclusion of gravity is
more involved. In order to maintain as closely as possible the delicate balance between
gravity and the pressure gradient in problems which are close to hydrostatic equilibrium,
gravity should ideally be taken into account in the solution of the Riemann problem.
PPM approximately accounts for this by making use of a predictor step, in which the
input states to the Riemann problem are modified using the gravitational acceleration
at the beginning of the time step. After a hydrodynamic sweep is completed, the new
gravitational acceleration is determined and the time centered average of both values
computed. This value is then used in a corrector step to compute the gravitational
source terms in the energy and momentum equations.
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B.1.2 Dissipation mechanisms

We have shown in Section 3.11 that the Riemann solver of Colella & Glaz (1985), while
working very satisfactorily for a wide range of problems, suffers from the odd-even
decoupling instability in case strong grid-aligned shocks have to be computed in multi-
dimensional simulations. The method which we have used to cure this instability in the
calculations of Chapters 3 and 4 is based on a modification of the dissipation algorithms
which are described in Colella & Woodward (1984). PPM includes an artificial viscos-
ity algorithm, which was proposed by Colella & Woodward (1984) in order to suppress
post-shock oscillations behind nearly stationary shocks as well as a “multidimensional
oscillation” which these authors noticed in calculations of the well known Mach 3 wind
tunnel problem (see e.g. Woodward & Colella 1984). Indeed their description of the
latter instability leaves little doubt that it must be identical to odd-even decoupling,
and though not giving an entirely convincing discussion of the cause of the problem the
authors already gave a recipe on how to minimize its effects. They proposed to add a
viscous flux F]V_iflc /2 of the form

M = Vis1y2 (Uj = Ujpa) (B.4)
to the fluxes computed by the Riemann solver, where v; /5 is given by
Vit = Kmax[— (V-v"), 5,0, 0] (B.5)

and where (V - v") j+1/2,k 15 a0 unsplit finite difference approximation of the divergence
of v (In all above equations the standard notation is used in which upper indices
represent time step values, lower integer indices denote zone centers and lower half
integer indices denote cell interfaces). Note that the problem cannot be cured if the
scheme is made more diffusive but the artificial viscosity algorithm is operating in
one-dimensional sweeps. In this case, the viscosity term does not couple zones in the
direction perpendicular to the sweep. This has already been emphasized by Colella &
Woodward (1984).

Colella & Woodward (1984) propose a value of the viscosity constant of K = 0.1.
However, we have found that with this small amount of viscosity odd-even decoupling
could not be suppressed efficiently and values as large as K = 0.5 were required in order
to provide enough dissipation to reduce the noise in the simulations of Chapter 3 to
a level which was about two orders of magnitude smaller than the seed perturbations
which were applied to the velocity field. This poses a problem if the low viscosity of
the PPM scheme is not to be compromised globally, since Colella & Woodward (1984)
suggest to add the (small, i.e. K = 0.1) artificial viscosity flux to all zones of the grid (an
approach which is also implemented in PROMETHEUS). Thus in HERAKLES we add
the (extra large, i.e. K = 0.5) viscous flux only to zones which are detected to be located
within shocks. For this purpose an appropriate multidimensional implementation of
shock detection is required. If the shock detection is done in one-dimensional sweeps
a shock aligned with e.g. the y-axis will not be “seen” in the hydrodynamic sweep
along the y-direction and thus again no coupling of the zones along the shock will
be introduced. Furthermore, the viscosity should only be increased in the direction of
shock alignment in order not to unnecessarily smear the shock profile perpendicular
to it. The latter can have severe consequences for the temperature profile, and thus
for the computation of nuclear burning. Therefore, we compute the local direction of
shock propagation, «, relative to our spherical grid. If « is found to be close to 0°,
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90°, 180° or 270°, the shock is aligned with one of the coordinate lines. In this case we
use a viscosity coefficient Kyjignea = 0.5. Otherwise the standard value of K = 0.1 as
suggested by Colella & Woodward (1984) is adopted.

With these modifications, the artificial viscosity method worked satisfactorily for
the calculations of Chapters 3 and 4. However, it has the disadvantage of requiring pa-
rameters (i.e. the viscosity coefficients), which must be adjusted any time a new problem
is to be computed. Furthermore, odd-even decoupling tends to become stronger with
increasing resolution and thus these parameters are usually also resolution-dependent.
Moreover, in cases of extremely high resolution the noise due to odd-even decoupling
may in fact become so strong that it cannot be damped efficiently using reasonable val-
ues for K. Fortunately, a better solution to the problem appears to exist. Quirk (1994)
has found that the relatively viscous HLLE Riemann solver of Einfeldt (1988), which is
based on an approximate solution of the Riemann problem, does not exhibit odd-even
decoupling. Quirk (1994) also gives an analysis of the problem considering the Roe and
HLLE solvers and concludes that it is the way in which the numerical flux is calculated
which determines whether a scheme will develop odd-even decoupling or not. This is
also discussed in more detail in the recent study of Liou (2000). In order to cure the
numerical instability while not suffering from the relatively large diffusivity of HLLE,
Quirk (1994) suggested a hybrid method in which one uses a high-resolution method
for most of the computational work but switches to the HLLE scheme in the vicinity of
strong (grid-aligned) shocks. Very recent test calculations that we have performed for
the supernova problem indicate that this method is indeed superior to an increase of
the artificial viscosity. It yields results as accurate as if only an exact Riemann solver
is used, eliminates odd-even decoupling entirely and works also in case of high spa-
tial resolution without the need to adjust any parameters (Plewa, Kifonidis, Miiller, in
preparation).

B.2 Adaptive Mesh Refinement for multi-scale simula-
tions

Many of the most interesting problems in astrophysics, like the evolution of core col-
lapse supernovae, exhibit widely differing time and length scales and attempts to solve
them with conventional numerical techniques soon stretch the limits of even the most
powerful supercomputers. In these cases, progress in astrophysics is inevitably coupled
to progress in numerical algorithm design and efficiency. Advances in these fields dur-
ing recent years have led to adaptive numerical methods for the solution of the Euler
equations, for which Adaptive Mesh Refinement (AMR) is an example.

AMR was suggested as an algorithm for the efficient solution of systems of time-
dependent, hyperbolic partial differential equations by Berger & Oliger (1984). A re-
worked version of the algorithm which is particularly suited for the conservative shock
capturing schemes which are nowadays in use for solving the Euler equations of ideal,
compressible flows has been discussed in Berger & Colella (1989). It is the basis for the
algorithm implemented in the AMRA code of Plewa & Miiller (2000), which served as
a basic tool for the present work and is described in Section B.3. In what follows we
will give only a basic description of the AMR technique. For an in-depth explanation
and documentation of the entire algorithm, which is outside the scope of this thesis,
we refer the reader to the original works cited above, as well as to Neeman (1996) and,
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Figure B.1: Properly nested AMR grid hierarchies. The first index assigned to each grid
patch depicted in this figure represents the grid level to which the patch belongs. The
second index identifies the patch within that level. Patches within a given level of the
hierarchy have the same spatial resolution.

above all, to the excellent discussion in Quirk (1991). The latter two references also
give detailed hints for implementation on serial computer architectures.

B.2.1 Grid structure

The AMR algorithm of Berger & Colella (1989) has been designed in order to solve shock
hydrodynamics problems with a fixed (user specified) accuracy while making use of a
minimum amount of computer power. This goal is achieved by constantly monitoring
the error of the evolving solution and by subsequently refining the computational grid
locally where higher accuracy is required. Thereby it is often (but not always!) possible
to avoid the use of a globally fine grid. The refinement has to be adaptive in space as well
as in time in order to follow the evolving flow solution with a prescribed accuracy. This is
achieved by generating a nested sequence of finer and finer grid patches on an underlying
coarse grid, the so called base level grid, which covers the entire computational domain.
The fine grid patches are not merged into the base level grid but represent single entities
which make up an entire grid hierarchy (Fig. B.1). Different levels in this hierarchy
consist of one or more grid patches with the same spatial resolution. The resolution
changes between levels from lower (coarse) to higher (fine) levels by arbitrary (but
integer) factors in each dimension. Patches forming a single level may partially overlap
each other or may cover distinct regions of the computational domain. However, patches
belonging to different levels must necessarily be “properly nested”. This means that
every patch on a given level must be entirely contained in one or more (“parent”)
patches which are located on the next coarser level of the grid hierarchy (see Fig. B.1).
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Figure B.2: Interpolation of boundary (“ghost zone”) data for the integration of a fine
patch from a coarser grid. Note that intermediate values need to be interpolated first,
before data for ghost zones can be obtained.

B.2.2 Grid integration

AMR uses an integration scheme which (on a given refinement level, [,) refines in space
as well as in time by the same mesh refinement factor, ;. For instance in one space
dimension, r; is given by

A.Z'l

= B.6
] A«'L'H—l ) ( )

where Az; is the spatial resolution on level [. Temporal refinement requires that also

the time steps obey

Ay
Aty

T (B.7)
Thus 7; times more (but smaller) time steps are used in order to integrate level [+ 1 to
the same instant in time as level [. Note that in two dimensions and in case Az; # Ay,
each spatial dimension has its own refinement factor and the maximum of both needs
to be inserted in Eq. (B.7) (see Quirk 1991).

The integration of a given patch on a specific level of the grid hierarchy proceeds
largely independent from other patches once suitable initial and boundary conditions
are available. The base level grid can be readily integrated for one (base level) time
step starting from the user-specified initial data and boundary conditions. However,
(embedded) patches on higher levels of the hierarchy, which do not have to share the
same boundaries as the base level grid, will in general require boundary data that must
be obtained by interpolation from coarser levels. Figure B.2 illustrates this procedure.
Note that due to the requirement of performing more integration steps on level [ in
order to reach the same time as on level [ — 1, also temporal interpolation might be
needed in order to provide boundary data for level /.
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Figure B.3: Integration of the grid hierarchy over a single base level time step for 3 levels
of refinement with a constant refinement factor r = 2. Note that grids at level [ + 1
have to be evolved with time steps At;/r;. The numbers indicate the actual sequence
of operations that has to be carried out. A regridding frequency of K = 2 was chosen
in this example.

The various integrations of the different grid levels are recursively interleaved (Fig.
B.3). This minimizes the span over which any temporal interpolation needs to take
place. Once two adjacent levels have been evolved to the same time some amount of
communication between the different levels is needed in order to obtain a consistent
solution. This includes averaging of the solution obtained on fine patches and its projec-
tion down to parent patches. Furthermore, special attention is required at boundaries
which separate coarse and fine grid cells. Numerical fluxes calculated with higher res-
olution will in general differ from fluxes calculated with lower resolution. To ensure
global conservation a correction pass (“conservative fix-up”) over all coarser grid cells
abutting fine grid cells is needed once both grid levels have been integrated to the same
time. We refer the reader to Berger & Colella (1989) for a detailed description of this
procedure.

B.2.3 Error estimation and grid adaption

The grid hierarchy is constantly recreated to follow the interesting features of the flow.
Every K time steps on a given level an error estimation procedure is invoked, which
yields an estimate of the local truncation error of the solution. The regions where
this value exceeds some predefined threshold, e, are flagged and later covered with
new grid patches of higher resolution. Regions which were formerly covered by fine
patches but do not require to be followed with high resolution any longer are thus
automatically “coarsened”. Thereby flow features requiring high resolution like shocks,
contact discontinuities or strong gradients are always followed with the higher level grids
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while regions where the flow is essentially smooth are calculated at lower resolution.
It is important to note in this context that newly created fine grids might have to be
initialized with data that has to be obtained by interpolation from underlying coarser
grids. This procedure may lead to serious numerical problems, especially for multi-
component flows and we will discuss this in some more detail in Sections B.3.2 and
B.3.3.

B.3 The AMRA code

The AMRA code of Plewa & Miiller (2000) which represents a FORTRAN implemen-
tation of the concepts described in the last section provided the basic tool for the
calculations of Chapter 4. AMRA allows for

e the solution of one, two, or three-dimensional problems,
e Cartesian, cylindrical or spherical coordinates,

e the high-order Godunov type PPM advection scheme of Colella & Woodward
(1984)

e a general equation of state
e self-gravity

e an accurate treatment of multi-component and reactive flows, including a nuclear
reaction network

e implicit and explicit conduction solvers

e portability and efficiency on a large number of serial and parallel (super)computing
platforms. In particular a new memory layout was developed for the PPM based
hydrodynamics solver HERAKLES which takes into account the special perfor-
mance requirements of an AMR scheme (see Section B.3.4). This enables AMRA
to take advantage of vector as well as scalar RISC based processor architectures.

Including HERAKLES and all of the physics modules AMRA consists of more than
200 subroutines and 30000 code lines. The extensions necessary to apply AMRA to
the problem of Type Il supernovae incorporated the use of a realistic (non-gamma law)
equation of state and a means to reduce artificial mixing of different fluid components by
numerical diffusion to a minimum when dealing with multi-component flows (see Plewa
& Miiller 1999). These were prerequisites in order to couple a nuclear reaction network
to the AMR based hydrodynamics. To our knowledge, the only other AMR tool where
this has been successfully attempted for the extremely stiff nuclear rate equations is the
FLASH code of the Accelerated Strategic Computing Initiative (ASCI) team (Ricker
et al. 1999; Fryxell et al. 2000). Furthermore, the gravitational solvers had to be tested
and problem specific initial and boundary conditions had to be implemented.

A rigorous test program has been and is continuously carried out as soon as new
modules are added to the code. Moreover, the basic AMR part has been used with a
number of different flow solvers and applied to many astrophysical and non-astrophysical
problems. The latter include almost all known standard test problems in one and two
dimensions and in different geometries, as e.g. Sod’s simple shock tube or the much
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more demanding colliding blast waves problem of Woodward & Colella (1984). On
the astrophysical side, the code was applied to the modeling of relativistic and non-
relativistic jets, supernova remnants and protoplanetary disks. This test program was
absolutely essential in order to verify the correctness of the coding and through this
approach we have been able to find a number of otherwise hardly detectable errors. We
can therefore state that despite its complexity the code has been well tested and is able
to handle even extreme situations.

B.3.1 Implementation of self-gravity in AMRA

The inclusion of self-gravity in AMRA is currently restricted to a solution of the one-
dimensional Poisson equation. In two-dimensional problems in which a spherically sym-
metric gravitational potential is a good approximation, the density field is mapped from
the AMR hierarchy to a separate uniform grid employing the same resolution as the
finest level, and averaged over angle. Poisson’s equation is then solved on this uniform
grid and the potential mapped back to the grid hierarchy from where it is passed to
the hydrodynamic solver.

B.3.2 Implementation of multi-species and reactive flow in AMRA

Two classes of problems are encountered when reactive flows are to be computed within
an adaptive mesh refinement framework. The first is that the solution of the coupled
system of hydrodynamic and nuclear rate equations Equations (A.1) to (A.3) and (A.7)
necessitates an advection of the chemical composition within the hydrodynamic solver.
In PROMETHEUS and its successor HERAKLES additional continuity equations for
each fluid component are solved for this purpose, with the partial densities, pX;, as state
variables. This extension of the basic Euler equations must be reflected within the AMR
scheme in two ways. Firstly, the fixup procedure for fluxes at fine-coarse boundaries
(Section B.2.2) has to be done in a similar way for the partial densities as for the
other conserved quantities. Secondly, boundary data for the partial densities needs to
be provided for the integration of fine patches as well as for the initialization of the
interior of newly created fine patches. In AMRA fractional masses are interpolated for
this purpose in order to maintain consistency between the masses of nuclear species on
the parent and the child patch. However, problems may still arise within each fine zone
thus initialized, due to the fact that when an interpolation scheme of second or higher
order is used it is not guaranteed that the sum of partial densities will equal the total
gas density in this cell after interpolation. One might expect that the magnitude of this
problem will be large whenever the new patch is created in regions where the partial
densities of nuclear species vary significantly. Furthermore, the degree of mismatch
between the total and partial densities should decrease when the differences in the
solution as seen on different refinement levels become smaller. This will depend on

i) the refinement factors and
ii) the truncation error estimator and truncation error thresholds which are used.

The latter must ensure that steep features in the partial densities of nuclear species
will never escape from the higher level grids. We will demonstrate the importance of
an appropriate error estimator in the next section.
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The second class of problems is connected to the coupling of the nuclear reaction
network itself to the AMR algorithm. As nuclear time scales in the supernova problem
are much shorter than the hydrodynamic time scale, subcycling of the nuclear reaction
network is required. Choosing an appropriate initial nuclear time step is crucial in this
respect since too small a time step will result in a waste of computer time and too
large a step will lead to non-convergence of the network. The usual solution to this
problem employed in single grid codes is to save the last local nuclear time step that
was used within a hydrodynamic step and to reuse this value for the first solution of
the network within the next hydrodynamic time step. This is not possible within an
AMR framework since there is no static grid which could be used to store the nuclear
time steps with sufficient spatial resolution. Thus trial integrations of the network are
needed every time the network solver is called anew on a given level, which must find
the optimal nuclear time step within a minimum number of integrations. For an efficient
implementation on parallel machines it is also important to gather all “burning” zones
of a given level and to pass these to the network solver at once. Calling the network
on each patch separately will usually result in severe load balancing problems due
to varying numbers of “burning” cells between different patches. In addition, burning
zones which are covered by grids on a finer level can usually be disregarded because
the solution in these zones will be overwritten anyway with data from the finer grids.

B.3.3 Numerical tests

In the following one-dimensional test calculations are presented for an artificially in-
duced supernova explosion in the 15 Mg model progenitor of Woosley et al. (1988) which
demonstrate the importance of a suitable truncation error estimator for the calculations
which we discussed in Chapter 4. For this purpose AMRA was used in conjunction with
the PROMETHEUS hydrodynamics solver. After removing the presupernova model’s
iron core the explosion was initiated by depositing 10%! ergs in form of thermal energy
into the innermost region of the silicon shell. Five levels of refinement were used, with
256 zones on the base grid (level 1) and refinement factors of 2, 4, 6, and 8 for patches
on levels 2, 3, 4, 5 respectively. This resulted in an effective resolution of 98 304 equidis-
tant zones. The computational domain extended from 1.4 x 108 cm up to 3.8 x 10! cm
and thus covered about the inner 1/10 th of the star. Besides 'H, the 13 a-nuclei from
“He to ®°Ni were included. The same equation of state as in Section 4.2 was used and
gravity was taken into account.

In Fig. B.4 we show the results of 4 runs that were all done with this same setup
but with varying trucation error thresholds and/or different truncation error estimators.
Figure B.4 a displays the chemical profiles in case the truncation error was estimated
only for (p, pv,, pE), i.e. only for a subset of the conserved quantities, disregarding the
partial densities of nuclear species. A truncation error threshold € = 0.1 was used. Fig-
ure B.4 b was obtained with the same error estimator and a ten times smaller threshold
€ = 0.01. In both cases large errors in the distribution of nuclear species are visible. Us-
ing a smaller € helps in resolving the outer edge of the silicon shell (r ~ 1 —2x 10'% cm),
but some low-amplitude noise can still be seen at 7 ~ 1.5 x 10'° cm. However, the
computed distribution of 28Si in the core does not seem to be sensitive to this mild
improvement in overall accuracy and in addition to low-amplitude noise a conspicuous
undershoot is present at r ~ 10°cm for the ¢ = 0.01 case. The quality of the solu-
tion improves significantly when in addition to the error estimation for (p, pv,, pF) we
also estimate the truncation error for the partial densities (Fig. B.4c). With € = 0.1
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Figure B.4: Top left: a) Mass fraction profiles for our test problem after 34.9 s of evolu-
tion. By this time the shock has reached a radius slightly larger than 3 x 10'° cm and
is tracked with a single level 5 patch. The error estimation algorithm was applied only
to (p, pvy, pF) and a local truncation error of ¢ = 0.1 was used. Large errors in mass
fractions can clearly be seen in the central region of the grid. Top right: b) Same as left
panel but with e = 0.01. In spite of the increased accuracy (by a factor of ten) the solu-
tion is still flawed. Bottom left: ¢) Same as top panels but with € = 0.1 for (p, pv,, pE)
and additional flagging of the partial densities, pX;, with €,x = 0.1. Bottom Right: d)
Same as bottom left panel, but with e = 1072 and €pX = 1072,
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and €,y = 0.1 most of the material interfaces located just below the helium shell are
resolved and no large errors in the silicon distribution are present. The small glitches
which can still be seen in the silicon mass fraction finally vanish if error thresholds of
€ = 0.001 and €,x = 0.01 are used (Fig. B.4d). Note the changes in the distribution of
grid patches between the different runs. The accuracy of the solution which has been
attained in Fig. B.4 d has come at a cost of a larger number of patches on the finest level
of the grid hierarchy. The latter now cover the entire inner region of the computational
domain up to r ~ 10° cm as well as a larger fraction of the outer metal core of the star.
This has led to an increase in the CPU-time which was required for this calculation by
a factor of 5 and 3.6 as compared to the cases shown in Figs. B.4a and b.

In Fig. B.5 we finally present results which were obtained with an a-chain network
of 27 reactions for our 13 a-nuclei. The network was coupled to the hydrodynamics as
described in Section B.3.2. The same explosion energy as for the other runs was also
adopted for this setup. The computational domain extended from r = 1.4 x 10% cm to
r = 1.2 x 10! cm. Five levels of refinement, 120 zones on the base grid and refinement
factors of 2, 4, 4 and 8 were used. The truncation error thresholds were set to e = 0.001
and €,x = 0.01. In addition flagging of density contrasts above 0.1 was employed. The
obtained solution does not differ from a corresponding single grid model computed
using 30 720 equidistant zones and demonstrates that with a cautious use of the AMR
technique it is possible to obtain physically correct results.

B.3.4 AMRA and HERAKLES on parallel computers

Though substantial technological progress in recent years has provided researchers with
ever more powerful computers, multidimensional supernova calculations like the ones
presented in the preceding chapters are still restricted to the treatment of partial as-
pects of the “full problem” due to the persistent lack of adequate computer speed and
memory. Especially global, highly resolved, three-dimensional computations will prob-
ably still remain out of reach of the supernova community for the next years to come.
Furthermore, the most powerful computers available nowadays must employ parallelism
of different kinds in order to meet their design goals and though relatively powerful ma-
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chines may be available, the researcher is often confronted with a situation in which he
cannot take immediate advantage of them. The difficulties in programming distributed
memory, massively parallel systems and even traditional shared memory parallel vector
computers ask for a substantial effort in order to make complex numerical algorithms
(like AMR) run efficiently on these types of computers. The situation is even worse.
Both of these computer architectures are basically incompatible to each other and tech-
niques which are used to speed up the program on a system of a given kind will lead
to a slowdown of the code for the other, thus making the design of portable code very
difficult. This is the reason why special care has been given to the implementation of the
HERAKLES version which is used as the standard hydrodynamics solver of AMRA. It
provides for maximum performance of the code on a wide variety of different machine
architectures. The implementation of the solver is crucial for the single-processor per-
formance of AMR applications, especially if dimensional splitting is used to solve the
multidimensional conservation laws in a sequence of one-dimensional sweeps.

Vector supercomputers, for instance, consist of one or more central processing units
(CPUs) which rely on pipelining, i.e. parallelism at the level of the CPU’s functional
units. The arithmetic units in these processors consist of several pipelines which them-
selves are segmented into several subunits. Comparable to an assembly line, each sub-
unit is assigned to perform one of the several suboperations required for e.g. a complete
floating point addition, multiplication or division. Thereby, the subunits can concur-
rently work on different operands. In this way it is possible to generate one result per
clock cycle and pipeline (Hockney & Jesshope 1988). To sustain this computational
rate, however, it is necessary that the pipelines remain continuously filled. In order to
meet this goal, the average length of the vectors, n, on which the numerical algorithm
is operating has to be sufficiently large.

Most multidimensional hydrodynamics schemes (like PPM) utilize dimensional split-
ting to solve the multidimensional Euler equations in a sequence of one-dimensional
sweeps. The performance with which these sweeps can be computed grows with the
actual number of zones contained in each sweep. Within an AMR framework, the equa-
tions are usually solved on a number of small patches of the order of e.g. 482 zones in
2D or even 163 zones in 3D, so that the sweep length n equals only 48 or 16 elements,
respectively. Many vector computers, however, usually yield nearly maximum perfor-
mance only if n is substantially larger. Indeed, on most high-end machines n > 128
(CRAY T90) or n > 256 (NEC SX-4, SX-5) is required in order to obtain reasonable
computational rates. Otherwise slowdown by a factor of 10 or more is incurred and
there is no advantage concerning computational speed in moving from a workstation-
class machine to a supercomputer.

In contrast, on many massively parallel computers, like the CRAY T3E, which
consist of several hundred scalar CPUs (also called processing elements or PEs) the
code’s performance on a single PE is determined by the size of the program’s instruction
and data area which is accessed most frequently. If it can be stored in the PE’s small
cache memory and reside there for most of the execution time then access to this data
is fast and the program does not spend excessive amounts of time in accessing the PE’s
much slower main memory.

At first glance optimizing the hydro solver to work efficiently for both types of archi-
tectures seems to be nearly impossible. HERAKLES solves this problem by adjusting
the solver memory to the actual architecture. On vector computers several hydro sweeps
are lumped together into a long contiguous vector in order to efficiently fill the registers
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and vector pipelines of the processor, whereas on scalar CPUs the solver memory is
made as small as necessary to fit into the CPU’s cache memory. Unfortunately, this
is only a part of the difficulties. The different arrangements of memory in distributed
versus shared memory systems require the use of the message passing programming
paradigm in order to obtain a parallel code which is portable between both types of
machines. Even worse, the usually small communication bandwidths between different
PE’s on distributed memory machines may require an appropriate mapping of the patch
hierarchy to processor space, in order to minimize communication overhead between
different PE’s. Additionally, an even partitioning of the workload among processors
(“load balancing”) has to be performed during runtime in order to avoid that PE’s
are idling. These problems are much less severe or are even completely avoided when
a shared memory computer is used. Currently, a shared memory version of AMRA is
available. It was used to perform the calculations presented in Chapter 4 and showed
a parallelism of more than 99.5% for this problem on a CRAY J916. Work is currently
under way to finish a message-passing version of the code which will allow for the use
of large massively parallel systems in order to address the problem of nucleosynthesis
and the interaction of the instabilities in three dimensions.

The problems which were discussed above may appear to most readers as beeing of
“very technical” nature. Actually, however, they in fact determine whether a simulation
is feasible or not. Attacking problems like the explosion of Type II supernovae without
introducing unphysical assumptions and crude approximations requires enormous com-
puter resources and consequently every effort in making the code as efficient as possible
pays off, enabling one to treat the physics in greater realism and detail.

B.4 Assets and drawbacks of AMR

The savings in CPU time and memory that AMR may offer for a specific problem
come at the cost of significant code complexity and a rather involved code mainte-
nance. An efficient management of the complex data hierarchy within the simulation
(and also within the later analysis of the data) poses challenging problems in com-
puter science which are not common to conventional computational fluid dynamics
(CFD) techniques. Although the basic algorithm was formulated more than 15 years
ago, its efficient implementation, especially on distributed memory, massively parallel
supercomputers, is still the subject of considerable research efforts in the CFD and
computer science communities. For these reasons the AMR algorithm is still rather
unpopular among researchers in CFD in general and astrophysical fluid dynamics in
particular. Furthermore, in astrophysical problems considerable physics beyond hydro-
dynamics has to be taken into account. This may for instance necessitate a coupling of
AMR to elliptic solvers in order to treat self-gravitating flows or to radiation transport
schemes in order to solve radiation hydrodynamic problems. All this makes the devel-
opment of efficient code even more difficult. Despite all these problems, the number of
AMR implementations which are used in astrophysical research seems to be growing
recently and in some cases also software is becoming publicly available. This is at least
partly a consequence of the “Grand Challenge” projects in astrophysics as well as the
US government’s Accelerated Strategic Computing Initiative (ASCI). These projects
involve large interdisciplinary collaborations consisting of dozens of scientists. The re-
searcher interested in an application of the AMR method should note, however, that the
performance of the algorithm is strongly problem-dependent. This fact is often ignored



142 Numerical methods

in discussions of this method.
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