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Prüfer der Dissertation:
1. Hon.-Prof. Dr. G. Rempe

2. Univ.-Prof. Dr. St. Paul

Die Dissertation wurde am 03.08.2005 bei der Technischen
Universität München eingereicht und durch die Fakultät für Physik

am 28.11.2005 angenommen.





Zusammenfassung

Im Rahmen dieser Arbeit wurde eine Methode zum Filtern und Führen von kalten po-
laren Molekülen entwickelt. Im Filterprozess wird die Wechselwirkung der Moleküle mit
einem inhomogenen elektrostatischen Feld eines gebogenen Quadrupols genutzt, um die
langsamen Moleküle von den schnellen Molekülen eines thermischen Strahls abzutren-
nen. Die Experimente wurden mit Ammoniak und Formaldehyd durchgeführt. Den
Geschwindigkeiten der selektierten Moleküle konnten Temperaturen von wenigen Kelvin
zugeordnet werden. Diese Quelle kalter Moleküle wurde weiterhin verwendet, um eine
neuartige elektrostatische Falle für polare Moleküle zu demonstrieren, die kontinuierlich
geladen wird.

Abstract

In this thesis, a method for filtering and guiding of cold polar molecules has been developed.
In the filtering process, the interaction of the molecules with an inhomogeneous electro-
static field of a bent quadrupole is exploited to select the slow molecules from a thermal
molecular beam. The experiments have been performed with ammonia and formaldehyde.
The velocities of the selected molecules correspond to temperatures of a few kelvin. This
source of cold molecules has further been used to demonstrate a novel electrostatic trap
for polar molecules which is continuously loaded.
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Chapter 1

General Introduction

During the past years a rapidly growing interest in the field of cold molecules has been
observed. The possibility to investigate molecular behavior at low temperatures motivates
physicists and chemists from diverse backgrounds to produce cold and dense samples.
Certainly, this development is inspired by the great successes in the closely related field
of cold atoms which led to the demonstration of Bose-Einstein condensation in ultracold
atomic gases in 1995. The extension of these investigations to molecules is desirable as
due to their complex internal structure, molecules offer properties which are not available
with atoms, such as a permanent electric dipole moment. The long range and anisotropic
character of the dipole-dipole interaction is expected to lead to new physics as the inter-
action of the molecules depends on the orientation of the dipole moments. It is expected
that cold molecular samples enable a deeper insight in molecular collisions and chemical
reactions. Indeed, the availability of almost motionless molecules holds the promise to
open up a completely new regime in chemistry. Further applications of cold molecules
can be found in the field of metrology as high-precision measurements benefit from the
extended interaction times of cold molecules in external fields.
However, the production of cold molecules is not as straightforward as it is the case for
atoms because there exists no simple extension of the laser-cooling technique to molecules.
Up to now, there are at least about ten different methods to produce cold molecules, a
number that is rapidly increasing with time. We designate molecules as cold or slow if
their translational temperature is of the order of a kelvin or lower. Such molecules can be
easily manipulated and trapped with electromagnetic fields. In principle, large quantities
of such molecules are present in any thermal gas, they only need to be filtered out effi-
ciently. This thesis describes a method where the Stark interaction of polar molecules with
electric fields is exploited to filter translationally cold molecules effusing from a thermal
reservoir. The method which is demonstrated with ammonia (ND3) and formaldehyde
(CH2O) allows filtering and guiding of any polar molecule with a sufficiently high Stark
shift. The slow molecules are further used to demonstrate a new large-volume electrostatic
trap which can be loaded continuously.
This thesis is organized as follows: In the remainder of this chapter the motivation for
studying cold molecules is made more explicit, and an overview over the different meth-
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2 General Introduction

ods of producing cold atoms and molecules is given. In Chapter II, the manipulation of
polar molecules using electric fields is explained and several two- and three-dimensional
trapping schemes are detailed. Chapter III deals with the theoretical aspects of filtering,
and the experimental demonstration of filtering and guiding is presented. In Chapter IV,
the technical realization of the trapping scheme as well as the characterization of the trap
are described. This thesis concludes with Chapter V where an outlook over the further
prospects of the guiding and trapping technique is given.

1.1 Application of Cold Molecules

In the following, several fields of research are introduced where cold molecules play an
important role. Many of the applications discussed here are currently being pursued,
however, some applications are not yet amenable with the densities and temperatures
available at present.

Time-Reversal Invariance in Molecules

Figure 1.1: An elementary particle having angular momentum σ and a per-
manent electric dipole moment d. If time is reversed the angular momentum
changes direction but the charge distribution determining the dipole moment
remains unchanged. This means that the product d·σ is different in the nor-
mal and time-reversed worlds.

In the middle of the last century it was believed that the fundamental forces of nature
are invariant under the discrete symmetries spatial inversion (parity, P), temporal inver-
sion (time reversal, T), and the replacement of all particles by their antiparticles (charge
conjugation, C). Already in 1956 it was suggested that the symmetry of P is violated in
the weak interaction which has been confirmed by the observation of an asymmetry in the
β decay of polarized 60Co [1]. After the first observation of P violation, it was generally
believed that the symmetry of T invariance is still conserved. However, in 1964 it was
discovered that the neutral long-lived K meson was not invariant under the combined op-
erations of C and P [2]. Due to the CPT theorem which requires that a system is invariant
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under the combined operations of C, P, and T a system necessarily violates the symmetry
of T if it violates CP [3]. Up to now, the only system violating T symmetry is the neutral
kaon. In the Standard Model, T is not an exact symmetry but it is nearly exact in normal
matter like electrons, protons and neutrons [4]. The discovery of a violation of T has
initiated many experimental activities trying to find T violation in other systems. The
most sensitive of these experiments are looking for a permanent electric dipole moment
(EDM) of the electron which can be understood as the average displacement of charge
from the center of mass. Only the displacement along the spin axis contributes to the
dipole moment because the spin averages the other components to zero. Consequently,
the spin and dipole moment are parallel or antiparallel. The Standard Model predicts an
electron EDM of less than 10−38 e cm, where e is the charge of the electron, which is far
too small to be measured. However, theories beyond the Standard Model predict values
in the range of 10−25 − 10−26 e cm which are closer to the current experimental limit. The
search for the electron dipole moment is, therefore, a search for new physics beyond the
Standard Model, and the results play an important role in deciding which of the models
correctly describes the fundamental interactions. The connection between T variance and
the EDM of a fundamental spin-1/2 particle like an electron or a neutron can be seen
in Fig. 1.1. It becomes obvious that the EDM has to be zero in order not to violate T
invariance.
If an electron is placed in an external electric field, Eext , its EDM has an interaction
energy −d · Eext . The basic idea of any experiment measuring the electron’s EDM is to
compare the energies when d is parallel and antiparallel to the electric field. This can
be performed in an interferometer where the phase difference between the states with the
opposite orientations is measured. Obviously, the experiment cannot be performed with a
free electron as it would immediately crash into the electrodes generating the fields. The
solution to this problem is that one uses an electron in an atom or a molecule. Sandars
discovered in 1967 that the EDM of a molecule is related to the EDM of an electron by
a factor of order Z3α2 where α is the fine-structure constant and Z the mass-number [5].
As a consequence, heavy molecules show a significantly larger EDM than the electron.
Especially polar molecules with strong ionic bonds are suited for these experiments as
they can be completely polarized in attainable laboratory electric fields. Note that the
interaction of the electron’s EDM with Eext is not to be confused with the interaction of
the molecule’s dipole moment with Eext which gives rise to the Stark shift. Both effects
can be distinguished by reversing the orientation of Eext because this changes the sign of
the T-violating interaction but not the Stark effect.
Up to now, the most precise measurement of the electron EDM is that of Regan et al.
[6] who searched for a differential Stark shift in atomic thallium. The first attempt using
polar molecules was performed by Hudson et al. [7]. Even though this molecular method is
not yet as accurate as the atomic experiments it is acknowledged that the use of molecules
is potentially much more sensitive. The use of cold molecules in the subkelvin regime
promises to increase the sensitivity by orders of magnitude [8]. For further reading, see
also the references [9, 10].
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Cold Chemistry

Recent developments in the production, cooling and trapping of molecules at low tem-
peratures open the perspective to observe and investigate chemical reactions at the low
temperature limit. One of the basic questions in the field of cold chemistry is whether
chemical reactions are possible at ultralow temperatures. Especially chemists are inter-
ested in the efficiency of chemical reactions and the inelastic energy transfer in molecular
collisions under these conditions. At low kinetic energies, the dynamics of colliding atoms
and molecules is dominated by quantum effects. In this regime, it is predicted that the
inelastic processes will occur more frequently than elastic collisions as the cross-sections
depend on the inverse of the initial relative velocity [11]. In theoretical studies of chemical
reactions it has been observed that due to the long durations of the collisions tunneling
through repulsive potentials can occur even in the limit of zero temperature [12]. Close
to the tunneling region, sharp van der Waals resonance states can occur which open a
completely new regime of chemical reactions [13, 14, 15]. It is further expected that un-
usual resonant states can be formed when the colliding molecules begin to rotate, leaving
them with insufficient translational energy to overcome their van der Waals attraction.
Those resonances cannot be observed in atom-atom collisions as they result from the
rearrangement of rotational energy.

Dipole-Dipole Interaction

The past time has seen an increasing interest in the dipole-dipole (DD) interaction in
ultracold gases. The DD interaction potential between two dipolar particles has two
important properties: it is anisotropic, and it is of long range character. If the dipole
moments are sufficiently large, the resulting DD forces can influence the properties of
Bose-Einstein condensation (BEC) in bosonic gases. The investigation of the stability of
a BEC of trapped dipolar particles, where the interparticle interaction is dominated by
the DD force, has revealed striking differences from common atomic condensates. It has
been calculated that in the BEC regime the sign and the strength of the DD interaction
strongly depends on the trapping geometry [16, 17]. In the calculations, a BEC of dipolar
particles in a cylindrical harmonic trap has been assumed where all dipoles are oriented
along the trap axis. In cigar shaped traps along the dipole direction, the interactions will
be mainly attractive leading to an unstable condensate similar to the case of a Bose gas
with a negative scattering length. Conversely, in pancake traps the interactions will be
mainly repulsive and the gas will be stable. The possibility to modify the shape of the
trapping potential opens the perspective to tune the interaction between the particles.
The observation of DD interactions in alkali BECs is challenging as the DD interaction
is negligible compared to the s-wave pseudopotential. Nevertheless, it has been proposed
that even in alkali BECs the (magnetic) DD interaction can be made visible using rotat-
ing magnetic fields [18]. Among the elements which have been Bose condensed so far,
the element chromium plays a particular role due to its high magnetic moment of 6 Bohr
magnetons [19]. As the magnetic DD interaction scales with the square of the magnetic
dipole moment, it is a factor of 36 higher than for alkali elements. Therefore, it is likely
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that the DD interaction becomes observable in a chromium BEC [19]. The interaction in
the gas plays a decisive role in Fermi gases. Due to the Pauli principle, the interaction
between identical fermions vanishes at ultracold temperatures. In order to reach quantum
degeneracy, the simultaneous trapping of at least two different fermionic species is required
for efficient collisional cooling. Ultracold polar gases, however, interact via DD interaction
which is energy independent in the ultracold limit [17]. This opens prospects to observe
the effects of interparticle interactions in a single-component Fermi gas.
The most promising candidates for the observation of the DD interaction in ultracold gases
are polar molecules as the electric DD interaction is typically three orders of magnitude
larger than its magnetic counterpart [18]. In order to stabilize strongly interacting dipo-
lar systems, the ability to tune the interaction between the particles by the shape of the
trapping potential might become a relevant technique.

1.2 Cooling Techniques for Atoms

In general, the term cooling refers to processes compressing the velocity distribution of
an ensemble. However, there exists a narrower definition considering only the suppres-
sion of phase-space density as true cooling. The phase-space distribution of an ensemble
can be defined in terms of the probability to find a particle in a certain space and mo-
mentum interval. The phase-space density nΛ3 depends on n the number density and
Λ = (2π�

2/mkBT )1/2 the thermal de Broglie wavelength where T is the temperature. For
an ideal Boltzmann gas, nΛ3 � 1. The parameter nΛ3 plays an important role in quanti-
fying the quantum degeneracy of a gas where for a Bose-Einstein condensate nΛ3 > 2.6 as
demonstrated in many experiments with ultracold atoms. Cooling in terms of increasing
nΛ3 in a molecular sample is very challenging. Nevertheless, the field of cold molecules
has benefited from the rapid development of cooling techniques for atoms as, for instance,
cold diatomic molecules can be composed from cold precursor atoms. In the following, the
present day standard cooling techniques for atoms are briefly described.

1.2.1 Laser Cooling and Trapping

Laser cooling exploits the fact that atoms can be cooled by successive absorption-emission
cycles of light which is resonant to a closed atomic transition. Every absorption and emis-
sion is assisted with a photon recoil which changes the momentum of the atom. This effect
is exploited in the magneto-optical trap (MOT) which has become the standard technique
for producing ultracold atoms. In a MOT, the Doppler effect and the ability to manipulate
the atomic levels with magnetic fields provide a position and velocity dependence of the
light force, so that the atoms experience a friction force damping their motion in the light
field. This friction and the dissipative spontaneous emission lead to a compression of the
phase-space density. At present, laser cooling and trapping is a standard technique which
allows to prepare cold atoms at temperatures below 1 mK with densities of 1010 cm−3.
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The cooling can be enhanced by polarization gradient cooling which leads to tempera-
tures in the low microkelvin regime. However, laser cooling is restricted to atoms with a
”simple” energy level structure in order to provide a closed cycle transition. Molecules
with their complex internal energy level structure have not been laser-cooled so far as a
closed transition is difficult to establish.

1.2.2 Buffer-Gas Cooling

Before the advent of the laser-cooling technique, cryogenic buffer-gas cooling was used to
cool down atomic hydrogen where the unique low binding energy of H to a liquid He sur-
face has been exploited. This property made it possible to cool and stabilize spin-polarized
atomic hydrogen to millikelvin temperatures by surface thermalization in a dilution refrig-
erator [20] and to trap it in magnetic fields [21, 22]. Unfortunately, all other species have
much higher binding energies with cold surfaces and, at the low temperatures required for
loading a trap, all atoms would stick to the recipient walls. The solution to this problem is
to use He as a buffer gas which is employed to thermalize the atoms by elastic collisions to
temperatures below the trap depth before the particle touches the walls. After thermal-
ization, the buffer-gas is (cryo-)pumped away, leaving a thermally isolated sample in the
trap. Initially this cooling technique has been demonstrated with the paramagnetic atoms
europium [23] and chromium [24] which were vaporized by laser ablation in a cold 3He gas
inside the cryostat. After 30 ms of thermalization with the buffer-gas, atomic europium
is cooled down to 250 mK. The large paramagnetism of europium makes it easy to trap
in magnetic fields, and up to 1 × 1012 Eu atoms can be loaded at a density of 5 × 1012

cm−3. The atoms can be held for longer than 100 s.
As elastic collisions are independent of the internal structure, buffer-gas cooling provides a
general method to cool atoms not amenable to laser-cooling and even molecules [25]. With
this technique, the cooling and trapping of the paramagnetic molecule calcium monohy-
dride (CaH) has been demonstrated [26]. In this experiment, a number of 1 × 108 CaH
molecules which were generated by laser ablation could be trapped at a temperature of
400 mK after a thermalization time of 200 ms. The molecules inside the trap were at a
density of 8 × 107 cm−3 and they could be observed for 2 s. The removal of the buffer-gas
should lead to evaporative cooling, however, in this experiment the pump down time ex-
ceeds the lifetime of the trapped molecular sample so that significant evaporative cooling
could not be observed. Vaporization of particles by laser ablation has significant draw-
backs like, for example, additional heat input, poor purity of the sample, and a limited
number of particles in the gas phase. Some of these drawbacks are overcome by loading
the trap from a particle beam which is guided into the cryostat where the thermalization
occurs [27].

1.2.3 Evaporative Cooling

Evaporative cooling allows to cool an ensemble even if there are no dissipative external
forces. In a trapped ensemble in thermal equilibrium, the energy distribution of the
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particles is given by the Boltzmann distribution. If particles whose energy exceeds a
certain energy threshold were removed from the ensemble, the remaining ensemble would
relax by elastic collisions in order to establish the thermodynamic equilibrium again. Due
to energy conservation, the maximum of the distribution of the remaining ensemble is
shifted to lower energies. This results in a cooling of the ensemble as temperature is
proportional to energy. The timescale for evaporation is closely related to the duration
of the thermalization which depends on the elastic collision rate, and thus on the density,
and on the trap depth compared to the energy of the trapped gas. The evaporation has
to compete with heating processes caused by inelastic collisions and collisions with the
background gas. Evaporative cooling of a magnetically trapped atomic sample has first
been considered by Hess [28] and it was demonstrated in 1988 with spin-polarized atomic
hydrogen [29]. In this experiment, the evaporation was induced by lowering the magnetic
trapping field and a temperature of 3.0 mK could be obtained with a central density of 7.6
× 1012 cm−3. Lowering the trapping field leads to an inefficient cooling process because
the reduced density affects the thermalization. The solution to this problem was the
implementation of radio frequency induced evaporation where the trap depth is set by
the radio frequency ”knife” removing high-energy particles that reach a certain magnetic
field value. Lowering the trap depth leads to an increase in density which forwards the
evaporation process and by that the phase-space density increases by several orders of
magnitude. Applying evaporative cooling to a laser-cooled atomic sample is the final step
in experiments which have led to Bose-Einstein condensation [30, 31, 32].

1.3 Generation of Molecules from Cold Atoms

The ability to produce cold and dense atomic samples by laser cooling and trapping tech-
niques has led to the idea to generate cold molecules by photoassociation [33]. This
technique which is applicable to homo- and heteronuclear atomic samples is widely be-
ing used to generate molecules from laser-cooled precursor atoms. Another method uses
Feshbach resonances in ultracold degenerate atomic gases which allow to precisely control
the interactions between the atoms including molecule formation. In the following, both
methods are described in detail.

1.3.1 Photoassociation

In the photoassociation (PA) process, a pair of free cold atoms resonantly absorbs one
photon which leads to the formation of an excited molecule. This technique has been
successfully applied to all the alkali atoms (for a review see [34]) as well as for hydrogen [35],
metastable helium [36], calcium [37] and ytterbium [38]. The formation of heteronuclear
molecules has quickly been considered [39] as it opens the perspective to generate polar
molecules. However, for heteronuclear molecules the properties of the molecular potentials
make it difficult to achieve PA. Heteronuclear PA has been demonstrated with two isotopes
of lithium [40] but the resulting molecular dipole moment was negligible due to the identical
nuclear charges. Furthermore, the small isotope shift led to a rather homonuclear character
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of the PA process. The first production of ultracold, polar molecules with a heteronuclear
PA process has been demonstrated with RbCs [41]. Only short time later, the formation of
other heteronuclear alkali-dimers like NaCs [42] and KRb [43, 44] could be demonstrated.
After the photoassociation process, the excited molecules are translationally cold with a
temperature similar to that of the atomic sample. Subsequent spontaneous emission into
a bound state is exploited to obtain cold electronic ground state molecules, whereas the
molecules are usually not vibrationally cold. A major problem in the PA process is that
PA is a long-range effect, whereas the stable vibrational motion of a ground state molecule
occurs at short distances. This is the reason why the relaxation by spontaneous emission
mostly leads to dissociation of the molecular state into two atoms having more kinetic
energy than initially. In the heteronuclear case, the levels addressed are of much shorter
range due to the van der Waals interaction (V (R) ∝ R−6) as in the homonuclear case
where the resonant dipole-dipole interaction (V (R) ∝ R−3) is dominant [41]. This is the
reason why heteronuclear PA is in general less efficient compared to the homonuclear case.
The formation of molecules can be deduced by an observed loss in the atomic sample
depending on the frequency of the PA laser. Another detection method is photoionization
of the generated ground state molecules which allows direct detection of the molecules. In
the cesium experiment, the molecule formation rates are in the range of 0.05 - 0.2 s−1 per
atom leading to a molecule formation of millions per second in a MOT [45]. Similar rates
were achieved with the formation of cold potassium molecules [46].
PA of atoms in a Bose-Einstein condensate has also been demonstrated using stimulated
Raman free-bound transitions [47, 48] which allow to generate ground-state molecules in
a well-defined ro-vibrational quantum state. An enhancement of the molecule formation
process can be reached by performing PA with a coherent Raman process in optical lattices
[49] exploiting the tightly confinement of atoms at the lattice sites. This technique allows
to control the internal rovibronic state as well as the external center of mass quantum
state of the molecules with the light fields involved [50].

1.3.2 Generation of Molecules using Feshbach Resonances

Feshbach resonances constitute a powerful tool to tune the interaction in ultracold bosonic
and fermionic gases. A Feshbach resonance is a scattering resonance which occurs when
the collision energy for two free atoms coincides with that of a quasi bound molecular
state. Experimentally, Feshbach resonances can be induced by magnetic fields when both
states involved experience a different Zeeman shift. This enables control over the sign and
the strength of the cold atom interaction which is characterized by the s-wave scattering
length a. The first observation of coherent coupling between atoms and molecules has
been achieved by the use of time-varying magnetic fields near a Feshbach resonance in a
85Rb condensate [51]. In this experiment, the number of atoms that remain in the con-
densate oscillates at a frequency which is in agreement with the molecular binding energy.
Rapid adiabatic magnetic field sweeps across a Feshbach resonance offer the possibility
to generate ultracold molecules from an atomic BEC. Usually, these molecules are in a
specific highly excited vibrational state. By this technique, a pure molecular sample of
3000 molecules at a temperature of a few nanokelvin has been generated from a 133Cs con-
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densate containing 6 × 104 atoms. As the molecular magnetic moments are different from
the atomic ones, the molecules could be spatially separated from the condensate by a mag-
netic levitation field. After sweeping the magnetic field back over the Feshbach resonance,
the molecules are reconverted into atoms, and the sample is detected by absorption imag-
ing. In a similar experiment, molecules were formed in a 87Rb condensate of 105 atoms
with a conversion efficiency of ≈7% [52]. The molecules were spatially separated from the
atomic cloud by a Stern-Gerlach field. In an experiment where more than 105 sodium
molecules in the nanokelvin regime were produced from an atomic BEC by a magnetic
field sweep across a Feshbach resonance, the remaining atoms were rapidly removed by
radiation pressure. By this technique, the trap loss and heating processes after molecule
formation were reduced so that the pure molecular sample yielded a phase-space density
greater than 20 [53]. It can be seen that molecule formation in bosonic gases occurs at low
conversion efficiencies of about ≈5% and the lifetime of the produced samples, which is
strongly dependent on the sample density, is in the range of a few milliseconds. A critical
parameter in these experiments is the magnetic field ramp speed as for fast ramps the
conversion is no longer adiabatic yielding only few molecules, whereas for slow ramps the
short lifetime of the molecules becomes an issue. It is also possible to couple fermionic
atoms to bosonic molecules using magnetic field sweeps. In contrast to bosonic gases, re-
cent fermion experiments have observed molecules with lifetimes close to 1 s. Due to this,
more adiabatic magnetic field ramps are possible which lead to a conversion efficiency for
fermions of ≥ 50%. The long lifetime is caused by the fact that the inelastic collisions
of molecules composed of fermionic atoms is suppressed by the Pauli blocking [54]. In a
first experiment the formation of 2.5 × 105 molecules from an degenerate Fermi gas of
40K in two different spin states has been demonstrated [55]. The molecules formed with
a conversion efficiency of ≈ 50% could directly be identified by their photodissociation
spectrum. The first long-lived molecular Bose gases produced from fermionic atoms were
demonstrated with 6Li. Molecule numbers of the order of 105 molecules were reached at
lifetimes of the order of 1 s [56, 57, 58]. This development culminated in the emergence of
a molecular BEC from a degenerate Fermi gas [59]. The molecular condensate containing
4.7 × 105 molecules at peak densities of 7 × 1012 cm−3 was not formed by any active cool-
ing, but it arose from a quantum phase transition initiated by sweeping across a Feshbach
resonance.

1.4 Generation of Cold Molecules

This section provides a brief overview over the rapidly growing field of cold molecule
generation. The generation of cold and dense samples of naturally occurring molecules is
very challenging as there is no simple extension of the laser-cooling technique to molecules.
Nevertheless, several techniques have been developed yielding molecules with temperatures
between 1 and 1000 mK which can be trapped, for example, in electromagnetic fields.
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1.4.1 Deceleration of Supersonic Molecular Beams

Various molecular beam experiments use a supersonic seeded nozzle beam. Those beams
consist of a carrier gas and a small admixture (<10%) of the target molecules which
expand from a container under high pressure (1-5 bar) through a nozzle into vacuum.
During the expansion, the molecular internal degrees of freedom are efficiently cooled by
multiple collisions and the total energy of the molecules is converted into kinetic flow
energy. After the expansion, the molecular beam has usually supersonic speed, but it has
a very narrow translational velocity distribution in the beam’s moving frame. With this
technique, translational temperatures below 1 K and rotational temperatures below 5 K
can be obtained [60]. The carrier gas is usually a noble gas which prevents the target
molecules from clustering. Due to the carrier gas, the phase-space density of the target
molecules in the container can be maintained in the beam. As only few rotational levels
are populated (excited vibrational levels can be neglected), the phase-space density of
molecules in low-lying quantum states increases enormously. In the following, several
experimental methods are described which translate the high phase-space densities from
the moving frame of the molecular beam into the laboratory frame.

The Stark Decelerator

The Stark decelerator exploits the fact that samples of polar molecules emerging from
a pulsed supersonic beam can be decelerated (or accelerated) by time-varying inhomo-
geneous electric fields. The molecular beam is coupled into the Stark decelerator which
consists of a series of pairs of parallel electrodes where each pair generates an inhomoge-
neous electric field along the beam axis. When molecules prepared in states that experience
a positive Stark shift (low-field seeker) approach an electrode pair, they are decelerated
by the inhomogeneous electric field as a part of the kinetic energy is converted into Stark
energy (potential energy). If the field is still applied after the molecules have passed
the field maximum between the electrodes, the molecules will be accelerated again until
they reach their initial velocity. In a Stark decelerator, however, the electrode pairs are
synchronously switched with the molecular beam sample so that the field is switched off
precisely when the molecules have reached the maximum fields between the electrodes.
When the field is switched off instantaneously, the molecules can not completely regain
their kinetic energy and so the molecules can be efficiently decelerated and brought to a
standstill. The Stark decelerator has first been demonstrated in an experiment where a
pulsed beam of neutral metastable CO molecules has been slowed down from 225 m/s to
98 m/s in an array of 63 synchronously pulsed electric field stages [61]. The pulsed electric
fields provide a travelling potential well in which neutral molecules can be transported,
decelerated and cooled while maintaining their initial phase-space density [62]. The decel-
eration of molecules with a negative Stark shift (high-field seeker) as, for instance, every
molecule in the ground state, is more complicated because these molecules are always at-
tracted to the charged electrodes. Nevertheless, it has been demonstrated that high-field
seekers can be decelerated (and accelerated) in a Stark decelerator by using an alternate
gradient focusing technique [63, 64]. In general, the Stark decelerator technique is appli-
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cable to a wide range of molecules (for an overview see [65]) and besides CO, it has been
demonstrated with ND3 [66], OH [67] and YbF [64].

Alternative Deceleration Techniques

The availability of supersonically cooled molecules initiated the development of various
methods to translate the high phase-space densities from the moving frame of the molec-
ular beam in the laboratory frame. One method uses a counter-rotating beam source
mounted on the tip of a rotor where the velocity distribution of the beam can be shifted
downward or upward by the rotor speed [68]. For example, the flow velocity of a rotating
seeded supersonic beam of O2 was reduced to below 70 m/s which corresponds to a kinetic
energy below 10 K. The technique is applicable to a large variety of molecules, and similar
results have been obtained for CH3F and SF6. However, the rotor itself imposes a limit on
the lowest attainable speed as the molecules which are too slow to escape from the rotor
path are swatted. It is very difficult to build pulsed rotating sources, and only continuous
sources were tested causing a high background pressure. Collisions with the background
gas weaken the beam intensity and they are detrimental for the slow molecule harvest.
In another approach, supersonically cooled molecules are superimposed by a moving fo-
cus of a nonresonant laser beam. The focus serves as an optical dipole trap confining
the slowest molecules in the moving sample. After the dipole trap and the sample over-
lap, the laser beam is deflected out of the molecular beam by a rotating mirror and the
dipole force counteracts the centrifugal and deceleration forces. [69]. Recently, it has been
demonstrated that NO molecules from an supersonic source could nearly be brought to a
standstill by single ”billard-like” collisions with argon in a crossed beam apparatus [70].
The velocity vector of the NO molecules is cancelled by a single collision with an argon
atom when the center of mass (COM) frame velocity of the scattered NO is equal in
magnitude but opposite in direction to the COM velocity of the NO + Ar COM system
in the laboratory frame. In a crossed beam experiment, typical collision frequencies are
of the order of 1013 s−1 and the probability for collisions yielding velocities below 15 m/s
is ≈10−5. With this technique, densities of 108 − 109 NO molecules per cm3 in a single
rovibronic quantum state have been achieved.

1.4.2 Filtering Slow Molecules from a Thermal Reservoir

So far, several methods were introduced which actively produce cold molecules by the
various cooling techniques described in this chapter. For some applications, like, e.g., cold
chemistry and high-precision spectroscopy, it is not necessary to produce cold molecules as
(translationally) cold molecules are present in any thermal gas, even at room temperature.
They only need to be filtered out. For this reason, already in the 1950s it was attempted
to select the slowest molecules from a molecular beam using gravity. Zacharias et al.
proposed the possibility of shooting a molecular beam vertically observing molecules of
such very low velocity (≈ 6 m/s) that their direction of flight is reversed by the earth’s
gravitational field, so that they may be detected after returning to the starting region.
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With such a ”fountain” experiment it was expected to achieve an enormous increase in
precision in magnetic resonance experiments [71]. However, these attempts failed, mostly
because the slow molecules were kicked out of the beam by the fast ones in the source
region. Additional problems have been caused by the large loss in beam intensity in
the proposed scheme and by the background pressure affecting the molecules’ mean-free
path. The following section describes a novel technique for filtering polar molecules from
a thermal reservoir which is the subject matter of this thesis.

1.5 This Thesis

This thesis describes a method where the Stark interaction of polar molecules with electric
fields is exploited to filter translationally cold molecules effusing from a thermal reservoir.
The effusion of the molecules out of the reservoir occurs under molecular flow conditions
which means that the pressure in the exit channel has to be reduced so far that the mean-
free path is large compared to the channel dimensions. Under this condition, the effusion
does not disturb the thermal equilibrium in the reservoir, and the molecular velocity
can be described by the Maxwell-Boltzmann velocity distribution. If the mean-free path
becomes comparable to the channel dimensions, the fast molecules can collide with the
slow molecules inside the channel which leads to a dramatic reduction of slow molecules.
When the molecules leave the reservoir, they are injected at the field minimum of a bent
electrostatic quadrupole where they experience the Stark potential. For the injected low-
field seeking molecules whose transverse kinetic energy is smaller than the Stark energy
shift transverse trapping results, while the rest escapes. The longitudinal velocity is limited
by guiding them around a bend in the quadrupole further downstream from the reservoir.
The centripetal force due to the electric field gradient guides only the slowest molecules
around the bend, whereas the fast ones escape. With this technique, which is applicable
to any polar molecule with a sufficiently high Stark shift, molecular fluxes of the order of
1010 s−1 with a motional temperature of a few K have been demonstrated using ammonia
(ND3) and formaldehyde (CH2O). The slow molecules are used to demonstrate a new
large-volume electrostatic trap which can be loaded continuously. The trapped particle
number amounts to 6× 107 at a density of the order of 108 cm−3. The temperature of the
trapped sample is determined to 300 mK.



Chapter 2

Electric Manipulation of Polar
Molecules

In general, molecules are electrically neutral but they can have an asymmetric charge dis-
tribution, with one end of the molecule more positively and the other end more negatively
charged. This charge separation leads to an electric dipole moment and the molecule is
called a polar molecule. The interaction of a dipole moment with an external electric field
is known as the Stark effect. In this chapter, it is described how the Stark effect can be
used to manipulate neutral molecules and the Stark shift is calculated for the molecules
ammonia (ND3) and formaldehyde (CH2O).

2.1 Polar Molecules in Inhomogeneous Electric Fields

Fig. 2.1 shows a classical dipole in the inhomogeneous electric field generated by two
cylindrical electrodes. The dipole is represented by a positive and a negative charge q
separated by a distance d. The dipole moment is defined as �μ = q �d, pointing from
the negative to the positive charge. For instance, the dipole moment of the pyramidal
molecule ammonia (NH3) is 1.47 Debye (1 Debye= 3.336 × 10−30 Cm), corresponding to
a unit charge separation of 0.36 Å. This charge separation is comparatively high on the
molecular scale if one considers that the height of the pyramid is about 0.38 Å [72]. In the
electric field, the two charges of the dipole are attracted and repelled by the electrodes but
when the field is inhomogeneous the forces will not cancel exactly. The resultant force on
the molecule depends on the orientation of the dipole moment with respect to the external
field,

�F (�r) = q

(
�E(�r +

1
2

�d ) − �E(�r − 1
2

�d )
)

= μ cos θ∇| �E(�r)| (2.1)

where θ is the angle between the dipole and the electric field lines. If the dipole moment
is oriented parallel (antiparallel) to the electric field lines, the dipole experiences a net
force towards higher (lower) electric fields. In order to compare the force on a charge
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Figure 2.1: Classical dipole in an inhomogeneous electric field generated by
two cylindrical electrodes. When the dipole moment is oriented parallel (an-
tiparallel) to the electric field lines, the dipole experiences a net force towards
higher (lower) electric fields.

with the force on a molecular dipole, both values are estimated for the situation shown
in Fig. 2.1. The force on the unit charge at each end of the dipole amounts to 0.35 pN,
whereas the force on the ammonia molecule in this situation amounts to 8.3 ·10−9 pN. It is
obvious that the resulting force on a polar molecule is much weaker than the force acting
on each charge but, nevertheless, this force causes an acceleration of 29700 g. In case of
the molecule, the force depends on the variation of the electric field along the distance
|�d| and the orientation of the molecular dipole. As the electric field tends to align the
dipole along the field lines, a torque is acting on the dipole which results in a precession
of the dipole around the field lines. This motion is much faster than the translational
motion of the molecule and it will be neglected in the following. For the calculation of
the force on the center of mass of the molecule only the time-averaged orientation of the
dipole moment is used. So far, the description has been purely classical. The quantum
mechanical description of a polar molecule in an electric field accounts for the fact that the
projection of the molecular dipole moment with respect to the electric field can only take
a discrete set of values. In the following, the Stark effect in the polyatomic symmetric top
molecule deuterated ammonia (ND3) and in the asymmetric top molecule formaldehyde
(CH2O) is described.

2.2 Stark Effect in Ammonia

Ammonia has a pyramidal structure with the N atom at the top and the three D (or H)
atoms at the base. Due to this structure, the moments of inertia along the two princi-
pal axes perpendicular to the symmetry axis are equal and the rotational constant for
these axes is B=5.14 cm−1, whereas the rotational constant for the symmetry axis is
C=3.15 cm−1 [72]. The rotational energy levels (in units of cm−1) can be calculated from:

Wrot = BJ(J + 1) + (C − B)K2 (2.2)
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Figure 2.2: (a) Potential energy of the ν2 (umbrella) mode with the two lowest
lying states |S〉 (symmetric) and |A〉 (antisymmetric). In the lowest state, the
splitting between the inversion levels is 0.053 cm−1 and 0.79 cm−1 for 14ND3

and 14NH3, respectively. For NH3, the double-well potential hill amounts
to 2076 cm−1. (b) The double-well potential with the lowest lying states is
shown. In the unperturbed system, the wave function of the system can be
described by a superposition of |S〉 and |A〉 which leads to the nonstationary
states |R〉 and |L〉.

where J is the rotational quantum number and K is the projection of J on the molecule’s
symmetry axis. One of the normal vibrational modes of ND3 is the mode where the
N atom vibrates back and forth through the plane of the three D atoms which is also
called the umbrella mode. The system can be described by a double-well potential and
the nitrogen atom can tunnel through the base of the molecular pyramid, inverting the
molecular structure. Fig 2.2 shows the potential energy of ND3 with the two lowest lying
vibrational modes. The system is invariant under parity and the two lowest lying states
are a symmetric state |S〉 and an antisymmetric state |A〉. It can be calculated that the
energy of the antisymmetric state EA is slightly higher than in the symmetric state ES .
The unperturbed states can be written as linear combinations of the states |A〉 and |S〉:

|R〉 =
1√
2
(|S〉 + |A〉) |L >=

1√
2
(|S〉 − |A〉) (2.3)

so that the wave function is largely concentrated on the right-hand side and the left-hand
side, respectively. |R〉 and |L〉 are called nonstationary states and the time evolution of
these states shows that the wave function oscillates between |R〉 and |L〉 at a frequency

ω =
EA − ES

�
(2.4)

corresponding to the tunneling or inversion frequency. For a moderately high potential
barrier, as it is the case for ammonia, the inversion frequency lies in the microwave region.
In case of NH3, the inversion splitting of the vibrational ground state is Winv = 0.79 cm−1,
whereas in ND3 the splitting is only Winv = 0.053 cm−1 as the tunneling is suppressed.
Higher vibrational states are not populated at room temperature. If the potential barrier
were infinitely high, there would exist two degenerate wave functions for the N atom on
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Figure 2.3: Stark shift of the |J,K〉 = |1, 1〉 and the |J,K〉 = |2, 1〉 level
of ND3 is shown. The points denote the values obtained from a numerical
calculation [73] and the lines indicate the results from eq. 2.6. Molecular
states which increase (decrease) their potential energy in the electric field are
low-field (high-field) seekers.

each side of the pyramidal base and no tunneling would occur. In the following, the Stark
effect in 14ND3 is calculated. In contrast to linear molecules, symmetric top molecules can
have a component of their dipole moment parallel to the angular momentum which means
that it is fixed in direction rather than rotating. This is why symmetric top molecules
predominantly show a first order Stark effect. In case of ammonia, the small inversion
splitting plays a major role, as it has a strong effect on the Stark shift of the molecule.
For two such close levels, the energy due to the electric field cannot be considered as a
small perturbation. The perturbed wave functions are combinations of the unperturbed
wave functions

Ψ1 = a(E)|S〉 + b(E)|A〉 Ψ2 = −b(E)|S〉 + a(E)|A〉 (2.5)

where a and b depend on the perturbing interaction. It can be shown that for these
nonstationary states, which can be written as a superposition of opposite parity states,
it is permissible to have a nonvanishing permanent electric dipole moment giving rise
to a linear Stark shift [74]. In electric fields below 100 kV/cm, the Stark shift can be
approximated by [75]:

ΔWStark = ±
√(

Winv

2

)2

+
(

μ | �E| MK

J(J + 1)

)2

(2.6)

where μ denotes the dipole moment, M is the projection of J on the electric field �E, and
the plus and the minus sign are used for low- and high-field seeking states, respectively.
For ND3, the dipole moment amounts to 1.50 D, whereas for NH3 it amounts to 1.47 D
[65]. Fig. 2.3 shows the theoretical values of the Stark shifts of the |J, K〉 = |1, 1〉 and
the |J, K〉 = |2, 1〉 levels of ND3 together with the values obtained from eq. 2.6. It can
be seen that theoretical values are well described by the approximate values for electric
field strengths below 100 kV/cm. Due to the small splitting, Winv, about 76% of the
molecular states of ND3 in a thermal ensemble show a Stark shift which deviates less than
0.005 cm−1 from the linear behavior at electric fields 10 kV/cm<E< 100 kV/cm. This is
predominantly the case for states where J , |K|, and |M | are roughly equal resulting in a
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Figure 2.4: Stark shift occurrence at a field strength of 100 kV/cm in a ther-
mal gas of ND3 at T = 300K. Similar shifts are gathered in small groups
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comparatively high Stark shift. For this estimate, it has been taken into account that the
inversion splitting depends on the particular quantum numbers J and K according to an
approximate equation for the inversion splitting from reference [76]. Compared to ND3,
the inversion splitting of NH3 is much higher resulting in weaker and more quadratic Stark
shifts.
At room temperature, states with a rotational quantum number up to J = 25 occupy
more than 99.99% of the population which results in a total number of more than 23400
rovibrational states. The Stark shifts of these molecular states were calculated whereas
the relative occurrence of the states is given by the Boltzmann factor. Similar Stark shifts
are grouped together and Fig. 2.4 shows the relative occurrence of these Stark shifts at
electric field strength of 100 kV/cm in a thermal gas at T = 300 K. Grouping together the
Stark shifts of the various states facilitates a better overview over the possible Stark shifts,
and the shown discrete distribution is further used to assign Stark shifts to molecules in
a Monte-Carlo simulation.

2.3 Stark Effect in Formaldehyde

Formaldehyde (CH2O) belongs to the group of asymmetric top molecules which means
that none of the principal moments of inertia are equal. The molecule has a planar
structure and the symmetry axis is given by the line connecting the C with the O atom.
The rotational constant for this axis is A=8.75 cm−1, whereas the rotational constants for
the axes perpendicular to the symmetry axis are B=1.12 cm−1 and C=1.01 cm−1 [77]. In
case of CH2O, the asymmetry is not very pronounced as can be seen from the similarity
of the rotational constants B and C. The light H atoms bound to the C atom have only
a weak influence on the rotation which is why CH2O is a slightly asymmetric top. For
asymmetric tops in general, the degree of asymmetry can be described by the asymmetry
parameter κ = 2B−A−C

A−C with the range −1 ≤ κ ≤ 1, where the two end points of κ are the
limiting symmetric top cases, the prolate top (cigar-shape) limit κ = −1, and the oblate
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top (discus-shape) limit κ = 1. The projection K of the angular momentum J on the
molecule axis is denoted by K−1 in the prolate limit and by K1 in the oblate limit. For
CH2O, the parameter κ is about −0.97 indicating that the molecule is a nearly prolate top.
In case of an asymmetric top, K is not a good quantum number and the pseudoquantum
number τ = K−1 − K1 is introduced. The asymmetric top wave functions are denoted
|JK−1K1M〉 or |JτM〉, and this designation provides sufficient information to determine
the symmetry of the wave function. In the language of group theory, CH2O belongs to the
symmetry group D2. The lab frame F is defined by F ≡ X, Y, Z, whereas the molecular
frame g is defined by the principal axes g ≡ a, b, c. In the following, the calculation of
the rotational energy levels and the Stark shift of an asymmetric top are briefly sketched,
and detailed information about the calculation can be obtained from [78, 79, 80]. The
rotational Hamiltonian Hrot of the asymmetric rotor is:

Hrot = AJ2
a + BJ2

b + CJ2
c (2.7)

=
1
2
(A + C)J2 +

1
2
(A − C)H(κ) (2.8)

(2.9)

with the reduced Hamiltonian H(κ) = J2
a + κJ2

b − J2
c . In the two symmetric top limits,

the rotational state eigenvalues are WJK−1M = CJ(J + 1) + (A − C)K2 for κ = −1 and
WJK1M = AJ(J + 1) + (C −A)K2 for κ = 1. The eigenfuctions of the symmetric top are

ΨJKM = Θ(θ)eiMφeiKχ (2.10)

where θ, φ and χ are the Eulerian angles connecting the lab frame with the molecular
frame and Θ is a rather complicated function which can be obtained from [75]. Note
that no analytic solution for the asymmetric top energy eigenvalues can be obtained. The
asymmetric top wave functions AJτ M can be described as superpositions of symmetric top
basis functions

AJτM =
∑
K

aJτM
K ΨJKM . (2.11)

All AJτM belong to the symmetry group D2 which means that the symmetry of the wave
functions can be described by the representations of D2.
In the following, the Stark shift of CH2O is calculated. The magnitude of the permanent
electric dipole moment of CH2O, which has only a component along the principal axis
a, is μa = 2.34 Debye. An electric field E is defined to be directed along the lab frame
quantization axis Z. The direction cosine matrices, ΦZg, connect the components of E to
the molecular framework. The Stark Hamiltonian is

HS = E
∑

g

μg ΦZg (2.12)

The matrix elements for ΦZg are

〈JτM |ΦZg|J ′τ ′M ′〉 = 〈J |ΦZg|J ′〉〈JM |ΦZg|J ′M〉δM,M ′ (2.13)

×
∑
KK′

aJτM
K aJ ′τ ′M ′

K′ 〈JK|ΦZg|J ′K ′〉 (2.14)
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Element J’=J-1 J’=J J’=J+1

〈J |ΦFg|J ′〉 1
4J(4J2−1)1/2

1
4J(J+1)

1
4(J+1)[(2J+1)(2J+3)]1/2

〈JK|ΦFz |J ′K〉 −2(J2−K2)1/2 2K 2[(J+1)2−K2]1/2

〈JM |ΦZg |J ′M〉 −2(J2−M2)1/2 2M 2[(J+1)2−M2]1/2

Table 2.1: Direction cosine matrix elements adapted from reference [80].

and the terms are supplied in table 2.1. Note that E can mix only �J = 0,±1, �K = 0,
and �M = 0. For the evaluation of the matrix elements, the symmetry of the wave
functions plays a key role. In order for 〈JτM |ΦZg|J ′τ ′M ′〉 
= 0, 〈JτM |μg|J ′τ ′M ′〉 must
belong to the totally symmetric species of the D2 point group. Diagonalizing the Stark
matrix yields the shifts in the energy levels as the field strength is varied. Fig. 2.5 a) shows
the Stark energy curves of several states |JτM〉 of CH2O. In the calculation J values up
to J = 5 are included. The calculated energy shifts are in good agreement with the Stark
energies from reference [80]. Although some of these states clearly have bent Stark curves,
the majority of states at higher J values can be very well approximated by linear Stark
shifts as can be seen in Fig. 2.5 b).

Figure 2.5: (a) Stark energy curves of several states |JτM〉 of CH2O are
shown. The black lines denote the Stark energies from reference [80] whereas
the colored lines denote the results from the recipe detailed in the text. Here,
the calculation includes J values up to J = 5. (b) Stark shifts of various
states are shown and the linear character of the shifts is visible. Different
colors are chosen for a better visibility.
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2.4 Deflection and Focusing of Polar Molecules

The Stark effect can be exploited for filtering and focusing polar molecules in inhomoge-
neous electric fields. These techniques are frequently applied in state-selected scattering
experiments as well as in precision spectroscopy experiments. Depending on the orienta-
tion of the molecular dipole with respect to the electric field, molecules in different states
experience different forces. Therefore, an inhomogeneous electric field can be used as a
filter which deflects molecules in unwanted states. However, most molecular beam exper-
iments where state selection is simply based on deflection, suffer from the fact that the
beam intensity after deflection is very poor. In order to enhance the beam intensity, it
has been demonstrated by Friedburg and Paul et al. that a diverging atomic beam can
be focused due to the interaction of the atoms magnetic moment with an inhomogeneous
magnetic field [81, 82]. In contrast to atoms, the use of inhomogeneous magnetic fields
for molecular state selection is not very effective because molecular magnetic moments are
typically only of the order of a nuclear magneton which is small compared to a Bohr mag-
neton. Analogous to the technique developed for atoms, intensity enhancement and state
selection in a molecular beam has been achieved by electric focusing which was developed
independently by Gordon, Zeiger, and Townes (1954) [83] and by Bennewitz, Paul, and
Schlier (1955) [84]. Townes et al. used an electrostatic quadrupole to focus NH3 molecules
in the upper inversion states (low-field seeker) into a microwave cavity in order to achieve
Microwave Amplification by Stimulated Emission of Radiation (MASER) [85]. In a focus-
ing experiment, molecules with a narrow velocity spread are injected in a quadrupole or
a higher order multipole, consisting of equally spaced parallel cylindrical electrodes which
are lying on the outside of a circle. Neighboring electrodes carry high voltages of different
polarity which results in a field minimum along the molecular beam axis. The field rises
with the distance r from the beam axis according to a r

n
2
−1 dependence where n is the

number of poles involved [86].
Focusing of high-field seekers is much more difficult as Maxwell’s equations do not allow
for an electric field maximum in free space. Therefore, high-field seekers are immediately
lost on the electrodes where the fields are the highest. In order to avoid this, a method
which allows focusing of high- and low-field seekers has been proposed by Auerbach et
al. [87] which is based on the use of alternating two-poles. A two-pole consists of two
oppositely charged parallel electrodes with the molecular beam passing between. For a
high-field seeker, optimum focusing is obtained if the beam falls into the plane contain-
ing the axis of the two electrodes; for a low-field seeker, it is obtained if the beam is
oriented perpendicular to this plane. Alternating two-pole focusing schemes as shown in
Fig. 2.6 consist of several (groups of) two-poles positioned along the beam axis with the
orientation of successive (groups of) two-poles rotated by 90◦. In each two-pole, high-
and low-field seekers experience a defocusing force and this defocusing along alternating
directions results in a net focusing of the molecular beam. Similar focusing schemes are
used in the Stark decelerator technique. Alternating gradient focusing of polar molecules
was experimentally demonstrated by Kakati and Lainé [88, 89] and by Günther et al. [90].
In a different approach, it has been shown that polar molecules in high-field-seeking states
can be confined along the inner electrode of a charged cylindrical capacitor. As the electric
field drops off according to 1/r with the distance r from the central wire, molecules with a
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Figure 2.6: Molecular beam focusing schemes for low-field seekers (left) and
high-field seekers (right). Opposite electrodes carry high voltages of different
polarity. In each two-pole, high- and low-field seekers experience a defocusing
force and this defocusing along alternating directions results in a net focusing
of the molecular beam. Similar focusing schemes find their application in the
Stark decelerator technique.

linear negative Stark shift experience an attractive force proportional to 1/r2 towards the
central wire. The molecular orbits around the wire become Kepler ellipses for suited initial
conditions. This approach has recently been used by Loesch [91, 92] for state selection of
molecules in high-field-seeking states.

2.5 Trapping of Polar Molecules

Multipole focusers can be regarded as two-dimensional traps for low-field-seeking mole-
cules. This trapping scheme can be extended to three dimensions by bending the multipole
focuser into a torus which results in a storage ring for polar molecules [93]. By the de-
velopment of the Stark decelerator technique, it has been possible to load a sample of
106 state selected ammonia molecules with a velocity about 100 m/s into a 25 cm diameter
hexapole ring [94]. Similar to the upper case, it is also possible to build an alternate
gradient circular system. Such a system combines deflection fields which are responsible
for the circular motion with curved or straight alternate gradient lenses, compensating for
the divergences caused by the deflection field [87]. In addition, this technique also allows
focusing in forward direction or ”bunching” [62] as well as deceleration and acceleration
when the two-pole lenses are suitably switched [63, 95]. A three-dimensional electrostatic
trapping scheme for molecules and neutral excited atoms has been proposed by Wing [96].
Molecules and excited atoms can have a positive Stark shift and they can be trapped near
the electric field minimum of an electrostatic quadrupole trap. Bethlem et al. demon-
strated that trapping of a molecular sample in low-field-seeking states is possible in such
a trap [65, 66]. Stable trapping of high-field-seeking particles like ground state atoms or
molecules is not possible in static fields as the Maxwell equations do not allow for an elec-
tric field maximum in free space. In order to avoid this problem, various trapping schemes
for high-field seekers have been proposed which use a central charged wire with nonuniform
cylindrical symmetric outer electrodes [97, 98] similar as in the cylindrical capacitor case
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[92]. In these schemes, the repulsive centrifugal potential created by the particle’s angular
momentum prevents it from hitting the central wire. Stable three-dimensional trapping of
high- and low-field-seekers can be obtained in time-varying electric fields [99, 100] which is
similar to the trapping of ions in a Paul trap. The technique uses oscillating saddle-point
electric field configurations and trap depths of about 5 mK were achieved for ammonia
molecules [101].



Chapter 3

Filtering and Guiding Slow Polar
Molecules

3.1 Introduction

In this chapter, the theoretical and experimental aspects of the filtering and guiding
method are discussed in detail. The method is based on the fact that large quantities
of slow molecules are present in any thermal gas even at room temperature and it is suffi-
cient to filter them out efficiently. In this context, molecules are considered as slow if they
can be trapped with electric, magnetic or electromagnetic fields. A practical upper limit
of neutral particle trap depths is in the order of a kelvin, which is most easily achieved
using electric fields. If this value is translated into a light polar molecule like ammonia,
it corresponds to velocities of ≈ 30 m/s. From the Maxwell-Boltzmann distribution at
T = 300 K, it can be derived that the fraction of particles with a velocity below the cutoff
velocity v0=30 m/s is

∫ 30
0 4π−1/2α−3v2 exp[−v2/α2]dv ≈ 1×10−4 in each volume element.

The most probable velocity in the gas, α=
√

2kBT/m, where kB is the Boltzmann con-
stant and m the molecular mass, can be calculated to be α=500 m/s. Although being a
small fraction, for a gas at standard pressure and temperature this results in a density
of ≈ 1015 cm−3. This small fraction but large number is the core motivation behind the
attempt to efficiently filter slow molecules from a gas reservoir in thermal equilibrium.
The idea for a possible experimental setup for filtering is sketched in Fig. 3.1 a). It is
based on a similar filtering method exploited in an experiment where a curved magnetic
octupole field is used to filter out slow lithium atoms from a thermal oven beam [102]
for efficient loading of a magneto-optical trap. In this experiment, the interaction of the
atomic magnetic moment with the inhomogeneous magnetic field is exploited. The method
described here uses a bend electrostatic quadrupole to filter slow polar molecules from an
effusive source. In an effusive source, the mean free path of the molecules is large com-
pared to the source dimensions so that intermolecular collisions are rare. This regime is
called molecular flow or Knudsen regime. Furthermore, the spatial and velocity distri-
butions of the molecules in the source are not affected by the effusion of the molecules.

23
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Figure 3.1: (a) Sketch of how to filter slow polar molecules from a thermal
gas. Molecules from an effusive source are injected into a bent electrostatic
quadrupole with a free inner radius r indicated by the dashed circle in the
field plot. Only transversely slow molecules which cannot overcome the Stark
potential barrier are kept within the guide, whereas longitudinal velocity se-
lection is provided by the bend. (b) Guided fractions are displayed as shaded
regions in the transverse (left) and longitudinal (right) velocity distribution
of the gas.

For the filtering process, the Stark interaction of polar molecules with the inhomogeneous
electric quadrupolar field is exploited. Molecules whose time-averaged dipole moments are
oriented antiparallel (parallel) to the external electric field minimize their internal energy
in weak (strong) field regions and they are called low-field seekers [lfs] (high-field seekers
[hfs]). The gas is injected at the electric-field minimum of the quadrupole. For the injected
low-field seeking molecules whose transverse kinetic energy is smaller than the Stark en-
ergy shift, transverse trapping results, while the rest escape. The longitudinal velocity is
limited by guiding them around a bend in the quadrupole further downstream from the
reservoir. In Fig. 3.1 b), the guided fraction is sketched by means of the transverse and
longitudinal velocity distribution of the gas. The centripetal force due to the electric field
gradient guides only the slowest molecules around the bend whereas longitudinally fast
molecules escape the guide and are pumped away. Assuming a quadrupole geometry like
that in Fig. 3.1 a) with a radius of curvature of 1.0 cm and an ammonia molecule exhibiting
a Stark shift of, e.g., 1.0 cm−1/(100 kV/cm). Then, the maximum guidable longitudinal
velocity is approximately 60 m/s. As the background pressure is comparatively high in the
injection region, the slow molecules are guided through differential pumping stages into
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a better vacuum to reduce losses caused by background collisions. This technique allows
“on spot” delivery of slow molecules in a separate ultra-high vacuum chamber for further
investigation without disturbing influences of the inlet beam.
In the following, the novel source for translationally cold polar molecules is characterized.
First, the expected guidable flux of ND3 for the relevant experimental parameters is cal-
culated. Additionally, a Monte-Carlo simulation of the experiment is introduced which
provides a deeper insight in the features of the experimental setup. Then, experimental
data are shown where the flux of cold ND3 molecules is measured as a function of the
parameters: electrode voltage, gas reservoir pressure and temperature. Additionally, the
results from the first guiding experiments obtained with CH2O in a small test chamber are
shown. The velocity distribution of the guided molecules is determined by a time-of-flight
measurement and the exit beam angle distribution is also presented. Finally, the influence
of a buffer gas admixture on the flux and the velocity distribution is analyzed.

3.2 Stark Filter

The molecules originate from an effusive source with a small exit channel through which
the gas escapes from the high pressure side to the low pressure side. Directly behind
the channel, the molecules are led into the quadrupole guide. It is essential that the
source is maintained in the molecular flow regime, which means that the pressure at the
exit channel or “nozzle” has to be reduced so far that the mean-free path exceeds the
exit channel dimensions. If these conditions are ignored, the molecules will collide with
each other when leaving the exit channel and the small fraction of slow molecules will be
promoted to higher velocities by collisions with fast ones, effectively removing the lowest
velocities in the velocity distribution of the effusing gas.
For a better understanding a reference frame is defined, in which “longitudinal” or “z”
means along the guide axis and “transverse” or “x” and “y” means perpendicular to
it. As the guide forms a conservative potential for the transversely slow molecules, the
velocity distribution for a hypothetical gas of state-selected molecules is the Boltzmann
distribution for a thermal gas,

P (vρ) =
1

α
√

π
e−v2

ρ/α2
(|vρ| < |vmax|), (3.1)

with the transverse velocity vρ =
√

v2
x + v2

y and the maximum transverse velocity vmax.
This velocity depends on the Stark shift and on the distance from the injection point to
the axis. Directly after injection in the guide, the longitudinal velocity distribution is the
same as that of molecules in the reservoir passing through a plane from one side with
velocity component vz perpendicular to the plane:

P (vz) =
2vz

α2
e−v2

z/α2
. (3.2)

Longitudinal velocity filtering is achieved by bending the guide with a certain radius of
curvature. If the molecule is too fast, the centrifugal force exceeds the Stark force and
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Figure 3.2: Longitudinal velocity distributions after filtering are shown for
10, 100 and 1000 molecules with randomly chosen molecular Stark shifts out
of 25 possible shifts. It is obvious that the velocity distribution shows sharp
discrete structures indicating the velocity cutoffs for the particular molecular
states. For 1000 molecules, it can be seen that the discrete structures are
smoothed and the velocity distribution can be described by a one-dimensional
thermal distribution. The remaining structure in the distribution stems from
the underlying discrete state distribution used in this example. Note that the
different distributions are shifted for a better visibility.

the molecule leaves the guide. For every Stark shift there exists a maximum guided
longitudinal velocity vlmax. Therefore, the velocity distribution at the guide exit should
show a relatively sharp cutoff if only a single molecular state is involved. As the gas
consists of a mixture of states, the cutoff is smeared out and the velocity distribution
can be described by a thermal distribution. The situation is illustrated in Fig. 3.2 where
longitudinal velocity distributions after filtering are shown for 10, 100 and 1000 molecules
with randomly chosen states according to the discrete distribution from section 2.2. The
characteristic velocity of the molecules’ velocity distribution before filtering is chosen to
be α = 500 m/s in this example. The filtering details are discussed later in this chapter.
It can be observed that already for 1000 molecules the velocity distribution can well be
described by a one dimensional thermal distribution. The shape of the curve shown in
Fig. 3.2 is briefly discussed. In case of slow velocities, molecules covering a wide range
of Stark shifts can contribute to the guiding signal. However, slow molecules are rare
due to the high characteristic velocity α so that the probability density is small for slow
molecules. The probability density rises for higher velocities until a maximum is reached.
When the velocity increases, molecules with a small Stark shift cannot be guided which
leads to a reduction of the guidable molecular states. Therefore, the probability density
decreases again for higher velocities as the fraction of molecules with a high Stark shift
is small. The discrete structure in the distributions shown in Fig. 3.2 stems from the
discrete Stark shift distribution. Under experimental conditions, these structures should
vanish due to the large number of different states. Further smoothing will occur due to
the molecules’ transverse velocity distribution and the mixing of the transverse with the
longitudinal distribution. The different potential energies of the molecules when entering
the guide away from the center will also contribute to a smoothing.
The velocity distribution of the guided particles can be tuned by the guide’s radius of
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curvature. Choosing a large radius of curvature results in modest filtering in longitudinal
direction, whereas a small radius is expected to select molecules which are slow enough
for trapping in an electrostatic trap. Eq. 3.2 exhibits a unique property of the guide: the
probability density rises linearly for small longitudinal velocities, compared to standard
molecular beams, which show a cubic dependence. This results from the fact that the guide
selects on energy and not on angle, keeping those molecules which are lost in a standard
molecular beam collimated with apertures. This is the key reason for the efficiency of this
guide as a continuous source for slow molecules.

3.3 Guiding Efficiency

In this section, the guiding efficiency for the relevant experimental setup is calculated [103].
The guiding efficiency is different for every gas as it critically depends on the molecular
Stark shifts. Here, the calculations for ND3 are presented and it is shown how the guiding
efficiency varies with the source temperature. The results are confirmed by a numerical
simulation and they are finally compared with the experimental data.
As the guided flux is one of the key parameters of the slow-molecule source, the guided
fraction of ND3 molecules emerging from an effusive source is estimated. For simplicity,
it is assumed that the transverse and longitudinal degrees of freedom do not mix, i.e.,
a particle injected with zero transverse velocity will come out of the guide with zero
transverse velocity. This is valid as long as the radius of curvature of the bend is much
larger than the transverse width of the guide. However, this assumption is not exactly
fulfilled in the guide used in this experiment. Most molecules enter the guide off-axis
so that they already have a higher potential energy which reduces their exit velocity to
|v| < |vmax|. This can be taken into account yielding a small correction which is neglected
here for simplicity. In the following, we calculate a lower limit of the guided fraction
assuming that the selection in z-direction is influenced by the transverse velocity and that
the two transverse directions fully mix.
The longitudinal cut-off velocity, vlmax, can be found by equating the centripetal force
given by the Stark force with the centrifugal force, yielding v2

lmax = v2
max R/2r for a guide

with the radius of curvature R and the open inner radius r. The molecules escape in
the transverse direction if their total transverse velocity vρ exceeds vmax. As the filtering
depends on both longitudinal and transverse velocity, for each vz there exists a critical
transverse velocity vρmax < vmax given by v2

ρmax = v2
max − 2v2

zr/R above which the
molecule will be lost. The guided fraction of transversely slow molecules as a function of
the longitudinal velocity is found from Eq. 3.1 by integrating in cylindrical coordinates:

fρ(vz)dvz =
∫ vρmax(vz)

0
2πvρ

1
α2π

e−v2
ρ/α2

dvρdvz

= (1 − e−[vρmax(vz)]2/α2
)dvz. (3.3)

The total guided flux as a fraction of the input flux in this limit can be written as a
function of vmax alone and is obtained by integrating this result over the vz-distribution
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from Eq. 3.2:

f =
∫ vlmax

0

2vz

α2
e−v2

z/α2
fρ(vz) dvz (3.4)

=
2r(e−Rv2

max/(2rα2) − 1) + R(1 − e−v2
max/α2

)
R − 2r

. (3.5)

The knowledge about the Stark shifts of the various molecular states is required to deter-
mine the transverse cut-off velocities vρmax for the individual states. For a room temper-
ature reservoir, the guided fraction of the lfs molecules can be calculated to be 4.0× 10−5

for a quadrupole guide with R = 12.5 mm and r = 1.2 mm and a maximum electric field of
80 kV/cm. The guiding efficiency can be increased by reducing the reservoir temperature
as the velocity distribution is shifted to smaller velocities. For a temperature of T=150 K,
the guiding efficiency amounts to 1.5 × 10−4. Note that the relative abundance of the
Stark shifts does not change significantly compared to the room temperature distribution.
From these numbers, it is obvious that it should be possible to increase the flux by a factor
of approximately 3.75 by cooling down the reservoir.

3.4 Simulation of the Filtering Process

3.4.1 The Electric Quadrupole Field
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Figure 3.3: (a) Electric field of a quadrupole with electrode radii of 1mm
and 1mm gaps between neighboring electrodes. The electrodes carry voltages
of ±5 kV which gives rise to a maximum electric field of ≈ 80 kV/cm inside
the guide. (b) Electric field strength as a function of the distance from the
quadrupole center along a horizontal and a diagonal field cut (see (a)). The
line refers to the electric field along the horizontal cut, whereas the dashed
line refers to the diagonal cut.

In the following, a Monte-Carlo simulation of the filtering process is described were slow
molecules from an effusive source are filtered in an electrostatic quadrupole guide. The
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electric potential of a quadrupole is calculated with SIMION 3D software which enables
to generate electrode configurations with the corresponding voltages. In order to find a
suitable configuration, several quadrupole configurations with electrode diameters of the
order of 1 mm have been created in an equidistant three-dimensional grid with a grid unit
of 0.1 mm. The electric potential U of an electrode configuration is obtained by solving
the Laplace equation

ΔU(x, y, z) = 0 (3.6)

for the particular boundary conditions. The Laplace equation is satisfied to a good ap-
proximation when the electric potential of any grid point is estimated as the average over
the six nearest neighbor points. SIMION 3D calculates the electric potential with a relax-
ation method where the averaging process is iterated until the method converges. With
the electric potential, the electric field E at each grid point can be calculated by

E = −∇U(x, y, z). (3.7)

From the discrete electric field distribution in the three-dimensional grid, the continuous
distribution is obtained by third order polynomial interpolation. Fig. 3.3 a) shows the
electric field of a quadrupole consisting of 2 mm diameter electrodes with 1 mm gaps be-
tween neighboring electrodes. The electrodes carry voltages of ±5 kV which gives rise to
a maximum electric field of ≈ 80 kV/cm inside the guide. This particular configuration is
chosen for the filtering experiment as it provides equally high electric field maxima along
the horizontal and the diagonal cut through the quadrupole field so that molecules moving
in transverse direction are equally trapped. The electric field along the cut lines is shown
in Fig. 3.3 b), and it can be seen that the field rises nearly linearly with the distance from
the center over a wide range. Electrodes with a 2 mm diameter have been chosen as they
provide sufficiently high mechanical stability which facilitates the mounting and they are
flexible enough for bending even small radii of curvature.
In the simulation, the propagation of molecules in a double bent electrostatic quadrupole
guide is simulated from the instant of injection by the nozzle until they leave the guide.
The double bend structure has been chosen in order to achieve better vacuum conditions
in the detection region (see section 3.5). Those molecules which are kept within the guide
are collected behind the quadrupole exit and they provide essential information about the
filtering and guiding process. The electric field calculation of the double bend quadrupole
in a single rectangular grid with a sufficient resolution exceeds the available computer
memory. Therefore, the double bend structure is split in two bent and two linear sec-
tions and the fields in each section are calculated separately. The molecules from the
nozzle are first injected into a bent section with a radius of curvature of R1 = 12.5 mm
with additional 5 mm and 10 mm long linear segments before and behind the bend, re-
spectively. The molecular trajectories are calculated with MATHEMATICA� software.
Here, the classical equations of motion are solved with a relative accuracy of more than
10−4 using the stiff Adams algorithm. The molecules which cannot escape the quadrupole
are collected inside the quadrupole at the end of this guide section and their positions
and velocities as well as their molecular state, i.e. their Stark shift, are recorded. Those
molecules are then propagated through the first 50 mm long linear section where they are
collected before they leave the guide. This procedure is repeated for the remaining second
bend section with a radius of curvature of R2 = 25 mm and the last 50 mm long linear
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Figure 3.4: (a) The effusive source consisting of a cylindrical tube with length
L and radius a separates the high pressure side P1 from the low pressure side
P2. (b) Angle distributions of the effusing molecules for different nozzle
parameters γ = 2a

L . For short nozzles (γ → ∞), the angle distribution
approaches the cosine law which is valid for an effusion through an orifice,
whereas for long nozzles, the distribution is peaked in forward direction.

section. At the end of the second linear section, the molecules can exit the guide so that
their motion towards the detector can be simulated.

3.4.2 Characterization of the Effusive Source

The velocity and the angle distribution of the effusing molecules are important parameters
for the simulation and they are calculated here for the nozzle assembly which is used in
this experiment. At first, the angle distribution of the molecular flow emerging from a
cylindrical tube with length L and radius a, sketched in Fig. 3.4 a), is calculated according
to reference [104]. It is assumed that the angle distribution of the molecules entering the
nozzle follows a cosine law. Under effusive flow conditions, the molecules inside the nozzle
only collide with the walls from which they desorb according to a cosine law again. The
angle distribution of the beam intensity I behind the nozzle is calculated from purely
geometrical considerations and it can be described by the following piecewise defined
function for the angle Θ:

If p = L
2a tan Θ ≤ 1:

I(Θ)dω = Q(p)
kṄ

2π2
cos Θdω +

Ṅ

2π
cosΘdω (3.8)

If p = L
2a tan Θ > 1:

I(Θ)dω =
kγṄ

3π2

cos2 Θ
sin Θ

dω +
Ṅ

2π
cos Θdω (3.9)

with dω the solid angle and Ṅ the total molecular flux. The function Q(p) and the
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parameter k are defined by:

Q(p) = arccos p − p
√

1 − p2 +
2
3

1 − [1 − p2]3/2

p
(3.10)

k =
1

1
3γ + 2γu

whereas γ and u are defined by:

γ =
2a

L
u =

1
4γ

+
1

6γ3
(1 −

√
1 + γ2

3
). (3.11)

The molecular flux Ṅ from an effusive source can be calculated by [105]:

Ṅ =
2NAπa3

3

√
8RT

πM

�P

LRT
�P = P1 − P2 (3.12)

where R denotes the gas constant, M the molecular weight in kg/mol, and NA Avogadro’s
constant. Here, the units of the lengths and the pressure are meter and pascal, respectively.
Fig. 3.4 b) shows the angle distributions of the effusing molecules for different nozzle
parameters γ. For long nozzles (γ → 0) the angle distribution is strongly peaked in
the forward direction, whereas for short nozzles (γ → ∞) the distribution approaches
the cosine law which is valid for an effusion from a thin orifice. Note that the filtering
process does not depend critically on the particular angle distribution as the guide filters
on energy. For an angle distribution with a pronounced forward peak, the filtering mainly
occurs in the bend section of the guide, whereas for a cosine-distribution, the filtering in
transverse direction which occurs directly after injection becomes more dominant. From
the experimental point of view, it is advantageous to choose a nozzle yielding a more
peaked angle distribution so that the molecular flux which is not guided can be directed
towards the input of a pump. In the experiment, a nozzle with a length of 16 mm and
a diameter of 1.5 mm is chosen which correspond to a nozzle parameter γ ≈ 0.09. For
this experimental parameters, eq. 3.12 yields a molecular flux of the order of 1015s−1 at
reservoir pressures of the order of 0.01 mbar. With the calculated guiding efficiency of
1.5 × 10−4 for a nozzle at 150 K, a maximum guided slow molecule flux of the order of
1011 molecules s−1 can be expected.
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Figure 3.5: (a) Longitudinal velocity (vz) and (b) transverse velocity (vx)
distribution of ND3 molecules at reservoir temperatures of T = 150K and
T = 300K, respectively. The distributions are calculated for a nozzle param-
eter γ = 0.09 which is used in the experiment.

The angle distribution I(Θ) of the effusing beam allows to calculate the velocity distribu-
tion f(Θ,v) of the molecules which is given by:

f(Θ,v) = cI(Θ) exp
(
−

(v
α

)2
)

α =

√
2kT

m
. (3.13)

The longitudinal and the transverse velocity distribution in cartesian coordinates can be
calculated to:

f(vz) = c

∫ ∞

−∞
dvx

∫ ∞

−∞
dvy I arccos

⎛
⎝ vz√

v2
x + v2

y + v2
z

⎞
⎠ exp

(
−v2

x + v2
y + v2

z

α2

)
(3.14)

f(vx) = c

∫ ∞

−∞
dvz

∫ ∞

−∞
dvy I arccos

⎛
⎝ vz√

v2
x + v2

y + v2
z

⎞
⎠ exp

(
−v2

x + v2
y + v2

z

α2

)

where c is a normalization constant. Fig. 3.5 shows the longitudinal and transverse ve-
locity distributions for the experimental nozzle parameter γ = 0.09 for ND3 at reservoir
temperatures of T = 150 K and T = 300 K, respectively. It is obvious that the veloc-
ity distributions shift towards lower velocities for lower temperatures which leads to an
enhancement of the guiding efficiency.

In the simulation, the molecular trajectories start from a 1.5 mm diameter circular area
modelling the nozzle open cross section which is placed 0.5 mm away from the quadrupole
entrance. This gap between the nozzle and the quadrupole is required in the experiment
to avoid heat transfer to the cold nozzle. The starting positions are equally distributed
over the circular area and the initial longitudinal and transverse velocities are randomly
generated according to the upper velocity distributions. The molecular state, i.e. the
Stark shift, is randomly assigned to each molecule according to the distribution shown in
Fig. 2.4. As the maximum Stark shift and the quadrupole parameters do not allow guiding
molecules with longitudinal (transverse) velocities above 120 m/s (60 m/s), only velocities
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Figure 3.6: The filtering process in a bent quadrupole is simulated. A cut
through the middle plane of the quadrupole field is shown together with the
projections of 1000 molecular trajectories on this plane. The molecules with
longitudinal (transverse) velocities below 120m/s (60m/s) emerge from an
effusive source at T = 300K. For a better visibility, the trajectories of mole-
cules which are not guided are interrupted when they leave the quadrupole.

below these threshold values are used in the simulation. Fig. 3.6 shows 1000 trajectories
of ND3 molecules from a reservoir at T = 300 K propagating through the first bent section
with a radius of curvature of R1 = 12.5 mm. Until an amount of 5000 molecules is collected
after the first bend section, a calculation time of ≈ 2 h is required. The propagation of
these ensembles containing 5000 molecules through the remaining quadrupole sections also
takes about 2 h. In order to keep the computing time in a tolerable limit, the simulation
was performed on several computers in parallel.
In a simulation where more than 10 millions molecules are injected into the quadrupole, it
is obtained that from a room-temperature reservoir a fraction of 6.3× 10−5 molecules can
be guided, whereas for a source temperature of T = 150 K the fraction rises to 2.2× 10−4.
Obviously, the absolute fractions from the simulation exceed those obtained from the ap-
proximate analytical calculation by a factor of ≈ 1.5. This difference can be caused by the
fact that the analytic estimate yields a lower limit of the guiding efficiency. Nevertheless,
the increase in guiding efficiency by a factor of ≈ 3.5 in the simulation when the temper-
ature is lowered is in good agreement with the analytical estimate from section 3.3.
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3.5 Experimental Setup

Figure 3.7: (a) Schematic view of the gas preparation stage and the room-
temperature gas reservoir. The gas of ND3 molecules is obtained from a bottle
and a controllable dose valve maintains a constant gas flow into the reser-
voir. The reservoir is under fine vacuum and it can be evacuated by a turbo
molecular pump. (b) Cut through the gas inlet chamber of the experimental
setup. The liquid nitrogen cooling stage with the connected gas inlet system
and the quadrupole is shown. Gas enters the chamber in a thin flexible teflon
tube which passes through a copper block before it ends in the exit nozzle.
The copper block with the nozzle assembly is connected to the liquid nitrogen
reservoir via a thermal link and heating elements allow nozzle temperature
variations from 100K to 400K. The nozzle assembly, highlighted in the inset,
is aligned to the quadrupole axis. Between the quadrupole electrodes and the
ceramic source assembly there is a gap of 0.5mm.

The experimental setup of the cryogenic source for cold molecules is shown in Fig. 3.7
together with the room-temperature gas reservoir which is connected to the nozzle assem-
bly via a long flexible teflon capillary. Fig. 3.7 a) shows a schematic view of the room
temperature reservoir which satisfies fine vacuum conditions (10−1 − 10−4 mbar). In case
of ND3, the gas is obtained from a bottle with a vapor pressure of ≈ 8 bar above the liquid
phase. This pressure is reduced down to 0.5 bar by a reduction valve, and with a further
controllable dose valve a constant pressure of the order of 0.1 mbar is maintained in the
reservoir. The reservoir can be evacuated by a turbo molecular pump. When formalde-
hyde is used, the powdery formaldehyde trimer is heated above 90◦C in a bottle in order
to obtain gaseous formaldehyde monomers. The gas flow into the reservoir is controlled
by a dose valve keeping the reservoir pressure constant.
Fig. 3.7 b) shows the setup in the high vacuum chamber consisting of the cooled nozzle
assembly and the electrostatic quadrupole. The ceramic nozzle is mounted on a heatable
copper block which is connected via a thermal link to a liquid nitrogen reservoir. For an
effective cooling of the gas, the teflon capillary (ø= 1.5 mm inner diameter) is guided along
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a winding path of ≈ 8 cm length inside the copper block before it flows through the nozzle
with an inner diameter of 1.5 mm. The conductance F of the capillary can be obtained
from standard textbook expressions [106] and it amounts to ≈ 10−3 liter/s. This value
corresponds to a capillary flow impedance of 103 s/liter. With the conductance, the flow
rate through the system can be determined which allows to calculate the local pressure at
every point along the inlet capillary. For a pressure drop of 0.1 mbar along the capillary,
the throughput Q is of the order of 10−4 mbar liter/s. The thermal link connecting the
nozzle with the liquid nitrogen reservoir consists of a 5 mm diameter and 7 cm long flexible
copper wire. The wire dimensions are chosen in a way that without heating an equilib-
rium temperature of ≈ 100 K can be reached. To minimize the thermal contact, the nozzle
assembly is held by three glass balls which are mounted on plastic screws embedded in
a metal ring. With the additional heating provided by a thermocoaxial cable inside the
copper bloc the nozzle temperature can be varied between 100 K and 400 K. In order to
provide a long term cooling of the nozzle assembly, the liquid nitrogen reservoir is filled
from an external 100 l reservoir. When the nozzle is heated to a temperature of 150 K, the
consumption of liquid nitrogen amounts to ≈ 10 l per day.
Between the quadrupole electrodes and the nozzle a gap of 0.5 mm exists to avoid heat
transfer. The quadrupole is formed by 50 cm long and 2 mm diameter stainless steel elec-
trodes, with a 1 mm gap between neighboring electrodes. The exact alignment of the
quadrupole is provided by ceramic mounts shown in Fig. 3.8 a). In the ceramic mounts,
the quadrupole electrodes are held with metallic clamps which can also be used to apply
high voltages to the electrodes. Fig. 3.8 b) shows a picture of the mounted nozzle assembly
and the bent quadrupole guide. The radius of curvature of the first bend is 12.5 mm and
further downstream there is a second bend with a radius of curvature of 25.0 mm. Only
in early measurements which will be shown in section 3.6.1 the radii were both 25.0 mm.
Every bend section is followed by a ceramic differential pumping tube of ≈ 8 cm length
with a cloverleaf shaped open cross section. This shape is chosen as it adapts well to the
quadrupole and it allows a tight enclosure of the latter. Most of the injected molecules
are not guided and escape into the first vacuum chamber, where an operational pressure
of a few times 10−7 mbar is maintained by a 500 l/s turbo molecular pump. Behind the
first differential pumping stage, a 300 l/s turbo molecular pump maintains a pressure of a
few times 10−9 mbar. In the detection chamber, where a pressure below 10−10 mbar is
achieved by using a 100 l/s ion pump, the guided molecules are detected with an efficiency
of about 10−4 counts/molecule by a quadrupole mass spectrometer (QMS)[Hiden Analyt-
ical, HAL 301/3F]. In order to protect the QMS from the high voltages on the guide, a
grounded 3 mm thick metallic shield with a 5 mm diameter opening is placed 2 mm behind
the guide. The QMS is operated in pulse-counting mode and the pulses are recorded with
a multi-channel scaler. For detecting ND3, the QMS is set on mass 20, the dominant mass
peak of ND3. A picture of the whole setup is shown in Fig. 4.3.
The first guiding signals were obtained with CH2O in a small test setup, and the ini-

tial results are shown at the beginning of the following section. The test setup consists
of a reservoir with a ceramic nozzle (length: 1.6 mm, diameter: 0.5 mm) which injects
the molecules into a 18 cm long quadrupole guide made of 1 mm steel rods with a 1 mm
gap between neighboring electrodes. The guide has one bend with a radius of curva-
ture of 13.5 mm and the molecules are guided into a separate vacuum chamber where
they are detected by a QMS [Pfeiffer Vacuum, Prisma QMA 200]. For detecting CH2O
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a)

b)

Figure 3.8: (a) Exact alignment of the quadrupole is provided by ceramic
mounts in which the quadrupole electrodes are held with metallic clamps.
The clamps are also used for contacting the electrodes to high voltage. (b)
Cryogenic source setup with the first bend section of the guide. The mounting
scheme allows a precise positioning of the ceramic nozzle with respect to the
quadrupole.

molecules, the QMS is set to mass 29, the strongest peak in the CH2O mass spectrum.
The channeltron-amplified QMS ion current can be tapped directly for transient measure-
ments. The reservoir pressure is of the order of 10−2 mbar in order to provide molecular
flow conditions. In the filtering chamber, the pressure amounts to ≈ 10−7 mbar and in the
detection chamber, separated from the latter by a differential pumping stage, the pressure
amounts to 2 × 10−9 mbar. Further detailed information about the setup and the first
experiments can be obtained from [107].
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Figure 3.9: (a) The modulation of the molecular flux when the electric field on
the quadrupole in the test setup is switched. Note the delay and the relatively
slow rise of the signal, corresponding to a gradual build-up of molecular flux,
compared to the sudden fall due to the loss of molecules when the field is
switched off. The line is a 20-point running average. (b) The flux as a
function of applied electrode voltage. The symbols denote the measured height
of the step function in a). (c) Detector signal as a function of the on-time
of the quadrupole in the actual setup. The signal amplitude increases with
the applied electrode voltages and for higher voltages the signal rises earlier.
(d) The quadratic dependence of the guided flux as a function of the applied
electrode voltages. The line is a quadratic fit to the data.

3.6 Filtering and Guiding CH2O and ND3

3.6.1 Signal Amplitude Analysis

In a first experiment, a constant flow of formaldehyde into the test chamber is maintained.
Then, the quadrupolar field is switched on and off and, after averaging over 5000 switching
cycles, a modulated QMS signal shown in Fig. 3.9 a) is obtained. The quadrupole voltages
were set to ±5 kV. It has been checked that the electric disturbance from switching the
high voltage does not significantly influence the signal, apart from a short spike of sub
microsecond duration. As a further test that the signal represents the direct flux of
the guide, a mechanical shutter has been installed that can prevent the direct flux from
reaching the QMS. With the shutter blocking the direct flux into the QMS, the modulation
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of the QMS signal is a factor of ≈ 5 smaller. With this test one can conclude that the
observed changes in the QMS signal are due to real changes in the density of the guided
gas. In a further measurement, the guiding signal was recorded as a function of the applied
electric field. The signal amplitude shows a quadratic dependence on the applied electric
field, as can be seen from Fig. 3.9 b). This is expected because under the assumption
that the molecules show a linear Stark effect and that the longitudinal (vl) as well as
the transverse (vρ) velocities are much smaller than the mean thermal velocity inside the
reservoir, the flux Φ in the guide is:

Φ ∝
∫ vρmax

vρ=0
2πvρ dvρ

∫ vlmax

vl=0
vldvl ∝ vρmax

2vlmax
2 ∝ E2, (3.15)

where E is the depth-determining electric field strength. Eq. (3.15) is valid for every mole-
cule with a linear Stark shift, and therefore also for an ensemble of molecules with different,
but linear, Stark shifts. By calibrating the QMS ion current with the partial background
pressure of CH2O it can be estimated that the guided flux amounts to ≈ 109 s−1 for elec-
trode voltages of ±5 kV. From the guiding signal shown in Fig. 3.9 a), it can be seen that
the signal-to-noise ratio is rather poor which is mainly caused by the high background
pressure in the test setup. The background pressure in the detection chamber can be
reduced significantly by adding a further differential pumping stage. This has led to the
construction of the actual setup with the double bend structure and the two differential
pumping stages. In the following, the results from the actual setup are shown which have
been obtained with ND3. Compared to CH2O, which is obtained by heating the trimer,
ND3 is easier to handle as it can be obtained directly from a bottle. Furthermore, CH2O
can polymerize again at the reservoir walls and after a while the whole reservoir and the
valves are covered with the polymer. This effect can reduce the open diameter or even clog
the capillary and it affects the functionality of the dose valves. Therefore, the use of ND3

is more convenient and because of its large and linear Stark shift it is a good candidate
for further experiments.
In a first experiment with ND3 in the actual setup, the guiding signal is recorded as a func-
tion of the applied quadrupole voltages. For this measurement, voltages between ±1 kV
and ±5 kV were periodically applied on the quadrupole which results in a maximum field
strength of ≈ 80 kV/cm between the electrodes at ±5 kV. As soon as the field is switched
on, the slow molecules coming from the nozzle are kept within the guide. For the high-
est voltage it takes about 4 ms till the fastest molecules arrive at the detector. Fig. 3.9
c) shows the time-of-flight signals for the different voltages obtained after 400 switching
cycles. Note that the delay in the signal rise increases as the voltage on the quadrupole
is reduced, because the maximum guidable velocity decreases for smaller voltages. It can
be seen that the background level of the signal traces grows with the quadrupole voltages.
This is due to the different average background pressure in the detection chamber for a
measurement at a particular field strength. The average background pressure depends on
the guided flux which is caused by the switching and it increases when the quadrupole
voltages are increased. Note that the signal-to-noise ratio has improved significantly com-
pared to the test setup which is mainly caused by the improved background pressure. As
expected for a molecule with a linear Stark shift, the signal amplitude shows a quadratic
dependence on the applied electric field which is shown in Fig. 3.9 d).
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3.6.2 Flux Calibration
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Figure 3.10: Schematic view of the quadrupole exit and the ion source of the
QMS. Behind the quadrupole, a metallic shield protects the QMS from the
high voltages. The molecules from the guide enter the QMS ionization unit
by the inlet aperture. Inside the ion cage assembly, the molecules are ionized
by electron impact ionization and the molecular ions are focused towards the
radio frequency quadrupole. The distance between the shield and the QMS
can be variably adjusted and, under normal conditions, there is a 3mm gap
between the QMS inlet aperture and the shield.

In order to calibrate the flux of the guided molecules, the sensitivity of the QMS for ND3 is
estimated under the present experimental conditions. To this end, a constant flow of ND3

into the system is maintained and, when a certain partial pressure of ND3 has established
in the detection chamber, a mass spectrum is taken. The peaks with the strongest contri-
bution in the mass spectrum are corrected with the particular gas correction factor [108]
according to their different electron ionization probability. From the corrected mass spec-
trum, the relative abundance of ND3 in the residual gas can be determined. By measuring
the pressure with an ionization gauge, the total particle density can be estimated and, as
the relative abundance is known, the absolute number of ND3 molecules in the ionization
volume can be determined. Our estimate results in a QMS sensitivity within a factor of
two from the ≈ 10−4 counts/molecules estimate which is provided by the manufacturer,
for room-temperature molecules. An accurate flux estimation also requires a solid angle
correction as the guided molecules are spatially filtered by an inlet aperture (ø= 5 mm)
on the QMS ionization unit. Fig. 3.10 shows a schematic view of the quadrupole exit and
the ionization unit of the QMS. Under normal conditions, there is a 3 mm gap between
the shield and the QMS which corresponds to a distance of ≈ 18 mm from the quadrupole
exit and the center of the ionization unit. From the angle distribution measurement of the
exit beam, shown in section 3.6.7, it is derived that a fraction of 15 percent of the guided
flux reaches the detector. These corrections are employed for the flux estimation.
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Figure 3.11: Flux dependence on the reservoir pressure at different nozzle
temperatures. For lower temperatures, the guiding efficiency is increased as
long as the gas has a vapor pressure higher than the local nozzle pressure.

3.6.3 Flux at Different Nozzle Pressures and Temperatures

The measurements were performed in a reservoir pressure range from 0.05 mbar to 5.5mbar
and the nozzle temperature has been varied between 100 K and 400 K. Some of the result-
ing flux curves are shown in Fig. 3.11. At first, the room-temperature curve at 294 K is
discussed. For low pressures, the flux increases linearly in pressure and it starts deviating
from the linear dependence above a reservoir pressure of ≈ 0.3 mbar. This leads to a pres-
sure inside the nozzle which lies between the Knudsen regime, where the mean free path
is larger than the nozzle diameter and the viscous regime, where intermolecular collisions
along the capillary frequently occur. When the reservoir pressure is further increased,
the guided flux reaches a maximum at 2.5 mbar. In consideration of the gas inlet stage
conductance, it has been calculated that at this reservoir pressure the average pressure
in the last 10 mm of the nozzle is close to 0.1 mbar. At this value, the mean-free path of
the molecules is of the order of the nozzle diameter and collisions play an important role.
When the pressure is further increased, collisions quickly remove the slow molecules and
the guided flux decreases again.
As the guiding technique allows filtering of the slowest molecules from a thermal gas, its

natural extension is that the filtering efficiency can be increased if the average velocity of
the thermal gas is reduced, i.e., if the effusive source itself is cooled. The approximate
analytical theory from section 3.3 shows that one can expect an increase in guiding effi-
ciency by a factor of ≈ 3.75 when a temperature of T = 150 K is substituted in the model
instead of T = 300 K. The guided flux is the product of the input from the nozzle and
the guided fraction, f . For an ideal gas, it is expected that the particle flux through the
nozzle at a pressure p and temperature T is proportional to p/

√
T . In order to see how

this affects the gas input, the pressure drop in the cooled nozzle is calculated.
With the conductance, the flow rate through the system can be determined which allows
to calculate the local pressure at every point along the inlet capillary. The pressure is
expected to drop linearly along the warm and the cold sections of the capillary. At 150 K,
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Figure 3.12: Maximum flux at different nozzle temperatures. At 150K, the
flux reaches a maximum and it decreases for lower temperatures as the vapor
pressure of ND3 for T < 130K is less than the local nozzle pressure. The
black curve indicates a T−1 dependence for temperatures above 150K.

the pressure in the cold section is about 10% lower compared to the pressure at 300 K.
The variations in pressure and temperature contributions compensate each other to some
extend so that the flux through the nozzle is expected to increase by a factor of 0.9/

√
1/2

according to the p/
√

T -dependence when the temperature is reduced from 300 K to 150 K.
If this factor is multiplied with the increase in guiding efficiency, the guided flux is ex-
pected to increase by a factor of ≈ 4.8 in the case of an ideal gas.
It can be seen in Fig. 3.11 that decreasing the temperature leads to an increase in the
guided flux, and the maximum flux changes in good approximation by a factor of two when
the temperature is reduced from 300 K to 150 K. As the approximate analytical theory is
only valid in the regime where the guided flux rises linearly with the reservoir pressure,
the rising slopes of the two relevant flux curves are compared. The slope of the flux curve
for 150 K rises only twice as fast as the room-temperature curve. This deviation from the
model might be explained by the fact that 150 K is below the triple point of ND3 at 195 K,
and the molecules begin to stick to the capillary walls which increases the impedance of
the gas inlet capillary. As the present setup does not provide access to the pressure inside
the nozzle, this is difficult to verify. However, the hypothesis is supported by the different
pressure rises in the first filtering chamber when injecting gas at different temperatures:
At T = 150 K, the pressure rise is half that at T = 300 K for a comparable reservoir
pressure, hinting to a smaller gas input at lower temperatures. The exact value and po-
sition of the maximum in the flux curve is not yet understood, but will depend on the
flow dynamics of fast and slow molecules in the nozzle in the intermediate pressure regime
between Knudsen and viscous flow. Also due to the lack of accurate nozzle pressures, this
seems very difficult to model. Nevertheless, it is striking that the maximum flux in the
curves occurs in the same reservoir pressure range.
For temperatures below ≈ 130 K no measurable guiding signal is expected, because at these
temperatures the saturated vapor pressure of ammonia [109] is less than the local noz-
zle pressure at usual reservoir pressures and it decreases exponentially with temperature.
This leads to a rapid condensing of the gas at the nozzle walls and for lower temperatures
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Figure 3.13: The flux as a function of the partial pressure of the argon buffer
gas that is admixed to the ND3 gas in the reservoir. The nozzle temperature
is 140K. Clearly, the buffer gas is detrimental to the guided slow molecule
flux.

the guiding signal should fall off rapidly. Fig. 3.12 shows the maximum flux as a function
of the nozzle temperature for temperatures down to 100 K. As expected, the flux vanishes
for temperatures below 130 K. The range between 150 and 400 K is well fitted by a T−1

dependence, which is not yet understood.

3.6.4 Buffer-Gas Attempts

In an attempt to extend the reservoir cooling technique to temperatures below 150 K,
a mixture of ND3 and argon was injected through the nozzle which was cooled to a
temperature of 140 K. Noble gases like argon still have a considerable vapor pressure below
150 K and the idea was that they can be used as a buffer-gas which enables thermalization
of the ND3 molecules to the nozzle temperature by collisions. Furthermore, the buffer-
gas should prevent the ND3 molecules from hitting the cold walls where the would be
absorbed. The non-polar noble gases are hfs and will not be guided. For this idea to
work, the partial pressure of the buffer gas has to exceed that of ND3 by far, in order for
the mean-free path of the molecules to be smaller than the nozzle diameter so that the
ND3 is prevented from sticking to the walls. Of course, this then automatically leads to
a speed-up of the average output velocity by collisions, similar to the transition from an
effusive source to a supersonic nozzle. A priori it was not clear which effect wins: the gain
in signal because the cold molecules do not freeze out on the walls, or the loss in signal
because slow molecules are removed from the nozzle and the guide by collisions with the
fast buffer gas.
Fig. 3.13 shows the flux as a function of the reservoir pressure when ND3 is injected
together with argon as buffer gas. The partial pressure of ND3 is held constant at 0.5mbar
and the pressure rise up to 5.0mbar is caused by the argon. Clearly, the flux decreases
when a buffer gas is added and therefore buffer gas addition at the temperatures just
below the standard operation regime of the apparatus is not very promising.



3.6 Filtering and Guiding CH2O and ND3 43

0 1 2 3 4
0

0.2

0.4

0.6

x [cm]

y
[c

m
]

0

50

100

E
-field

[k
V

/cm
]

Figure 3.14: Simulation of 100 molecular trajectories (ND3) at the guide exit
shows that several trajectories are bent away from the quadrupole fringe field
which indicates that the molecules are accelerated when leaving the guide.
This acceleration towards the detector results in an increased detection effi-
ciency for the longitudinally fast molecules as the longitudinally slow mole-
cules spread over a larger solid angle. The white bar indicates the position
of the detector aperture diameter under normal conditions.

3.6.5 Velocity Distribution

The velocity distribution of the guided molecules provides essential information about
their (external) temperature and it reveals basic properties of the molecular beam. With
the length of the flight path L and the rising slope of a time-of-flight (TOF) signal S(t)
the longitudinal velocity distribution f(v) can be derived. The delay t of a signal point
and the corresponding velocity v are related by t = L/v and differentiation yields:

δt = − L

v2
δv (3.16)

where δt is an infinitesimal time interval. The infinitesimal fraction of molecules in the in-
terval δv is equal to the molecules contributing to the rise in the signal in the corresponding
time interval δt, and thus:

f(v)(−δv) =
S(t + δt) − S(t)

δt
δt (3.17)

The minus sign expresses the fact that the rise in the signal at later time intervals cor-
responds to the contribution of molecules in lower velocity intervals. Using eq. 3.16, the
velocity distribution f(v) can be written as:

f(v)δv =
L

v2
Ṡ(t)δv (3.18)

for δt → 0. The velocity distribution is obtained by differentiation of the signal S(t) where
t can be replaced by L/v. For an accurate calculation of the velocity distribution, one has
to take into account several features of the interplay between guide and detector:
1.) When the molecules leave the guide, they are accelerated towards the detector by the
fringe field. This can be observed in Fig. 3.14 where some trajectories are bent towards the
detector when leaving the guide. The probability that the molecules enter the ionization
volume of the QMS varies for different velocities, because the longitudinally slow mole-
cules are more likely to miss the QMS entrance aperture as they spread over a larger solid
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angle. The opposite is true for fast molecules. These effects become obvious in Fig. 3.15
a) where a simulated velocity distribution in the guide and behind the detector aperture
are shown for ND3. It can be seen that the fraction of slow molecules is strongly reduced
behind the detector aperture and, in addition, fast molecules are more abundant. Inside
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Figure 3.15: (a) Simulated velocity distribution of ND3 molecules in the guide
and at the detector. The distribution in the guide is fitted by the functional
form (2vl/α2) exp[−v2

l /α2] with the characteristic velocity α = 48.5± 1m/s.
At the detector, the fraction of slow molecules is reduced as they spread over
a larger solid angle. Additionally, the molecules are accelerated when leav-
ing the guide leading to a shift in the distribution towards higher velocities.
(b) The measured velocity distribution (ND3) obtained by a time-of-flight
(TOF) measurement with electrode voltages of ± 5 kV at a nozzle tempera-
ture of 150K is shown together with the simulation results. Below 20m/s,
the data points are affected with large systematic errors. The maximum of
the probability density is at 50m/s which corresponds to a one-dimensional
(translational) temperature of ≈ 4K. The error bars in the graph denote
statistical errors. (c) Measured longitudinal velocity distribution of CH2O
obtained from the test setup with electrode voltages of ±5 kV (data points
with statistical error bars). The curve is a (normalized) fit to the data of the
functional form (2vl/α2) exp[−v2

l /α2], with α = 54m/s, the stepped curve
is the simulation result. The negative values at high velocities are due to
statistical noise in the data at short times. The analysis includes corrections
for the solid angle and the ionization probability
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the guide, the velocity distribution of the molecules can be fitted by a one-dimensional
thermal velocity distribution with a characteristic velocity α = 48.5 ± 1 m/s. Note that
the characteristic velocity is the most probable velocity in a volume element.
2.) The QMS ionization probability is velocity dependent because compared to the fast
molecules, the slow molecules spend more time in the ionization volume and so their ion-
ization probability is higher. This effect leads to an overestimation of the slow molecules
in the detector.
Fig. 3.15 b) shows a velocity distribution of guided ND3 molecules with electrode voltages
of ± 5 kV and a nozzle temperature of 150 K. The distribution is derived from the TOF
signal according to eq. 3.18. The correction for the velocity dependent ionization probabil-
ity is included. Note that in the TOF measurement the average velocity of the molecules
on their way to the detector is determined. The arrival time is mainly dominated by the
velocity of the molecules inside the guide. The velocity distribution obtained from a TOF
measurement can be simulated in the following way: Those molecules which have been
propagated through the double bend quadrupole segments are injected in the 2 cm long
quadrupole segment shown in Fig. 3.14. About 1 cm behind the quadrupole there is a
circular area which represents the detector aperture. From the trajectories impinging on
the circular area the initial longitudinal velocity (at the injection) and the flight time is
recorded. With the initial velocity the flight time for a 48 cm long quadrupole can be
calculated, whereas the flight time for the remaining 2 cm and the way to the detector
can be obtained from the simulation. Note that the total length of the real quadrupole
amounts to 50 cm. With these flight times one can calculate the velocity distribution. As
can be seen from Fig. 3.15 b), the measured data is in good agreement with the distribu-
tion behind the detector aperture obtained from the simulation. Compared to the velocity
distribution in the guide, the distribution from the TOF measurement is slightly shifted
to higher velocities caused by the detector aperture. The velocity distribution shows a
maximum near 50 m/s which corresponds to a temperature of ≈ 4 K. Below 20 m/s the
data are affected with large systematic errors as the time-of-flight signal shows a small
but permanent rise for later arrival times. This rise is not only caused by slow molecules
because an additional local pressure increase near the detector originating from the guided
molecules might play a role.
Fig. 3.15 c) shows the measured longitudinal velocity distribution of CH2O obtained from
the test setup with electrode voltages of ±5 kV. The data can be fitted by a one-dimensional
thermal distribution with a characteristic velocity α = 54 m/s which corresponds to a tem-
perature of 5.4 K. The data are corrected according to the ionization probability and a
correction factor for the slow molecule losses caused by the detector aperture has been
used.



46 Filtering and Guiding Slow Polar Molecules

-30 -20 -10 0 10 20 30

0.03

0.04

0.02

0.01

0

v [m/s]x

p
ro

b
ab

il
it

y
d
en

si
ty

[s
/m

]

Figure 3.16: Transverse velocity distribution of ND3 molecules in the guide
obtained from the simulation. The line is a fit of the functional form
1/(

√
πα) exp[−v2

l /α2], with the characteristic velocity α = 16.4 ± 0.2m/s.

Fig. 3.16 shows the transverse velocity distribution of ND3 molecules in the guide obtained
from the simulation. As expected, the transverse distribution, which can be described by
a characteristic velocity α = 16.4 m/s, is much narrower than the longitudinal distribution
as transverse filtering is more restrictive than longitudinal filtering.

3.6.6 Stark Shift and Density Distribution
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Figure 3.17: The simulated Stark shift distribution in the guide (triangles) is
shown together with the distribution in the reservoir (boxes). Similar shifts
are gathered in small groups and every point covers a range of 0.093 cm−1.
Inside the guide, the Stark shift distribution is shifted to higher values as the
guided beam is enriched with molecules with a higher Stark shift.

The internal state distribution of the guided molecules is peculiar as it is enriched by
states with a large Stark shift. Fig. 3.17 shows the Stark shift distribution of the guided
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beam obtained from the simulation together with the distribution in the reservoir from
section 2.2. Inside the guide, the Stark shift distribution has changed completely and a
clear shift towards higher Stark shift values can be observed. The average of the Stark
shift distribution in the guide is about 1.4 cm−1 at 100 kV/cm.

J 0-5 6-10 11-15 16-20 >20
reservoir 15.8% 53.9% 26.2% 3.7% 0.4%

guide 7.4% 48.8% 37.6% 8.6% 0.6%

Table 3.1: Relative abundances of the states with an angular momentum J
in the reservoir and in the guided beam.

In the following, the population of the different rotational energy levels is estimated in the
reservoir and in the guided beam. The population of a rotational state in the reservoir
is determined by the Boltzmann factor e−Wrot(J,K)/kT where Wrot denotes the rotational
energy, k the Boltzmann constant and T the temperature. Additionally, the (2J + 1) fold
degeneracy in the absence of an external field is taken into account. The number of states
in the reservoir is about 23400 states when the spin statistic and states with an occurrence
below 10−5 are neglected. In order to obtain the population of the states in the guided
beam, those states with a similar Stark shift are grouped together according to the Stark
shift groups in Fig. 3.17. The occurrence of the different states in the different groups is also
registered and states with an occurrence below 10−5 are neglected. Then, the occurrence
of the different states is multiplied with the relative abundance of the particular Stark
class in the guided beam and the new distribution is renormalized. Finally, the occurrence
of the J levels in the guided beam can be determined and the results for the reservoir
and the beam are shown in Table 3.1. It can be seen that about 86% of the guided
molecular states have angular momenta in the intermediate range 6 ≤ J ≤ 15. Compared
to the reservoir distribution, the distribution in the guide is centered in this range to
a larger extent. When states with an occurrence below 10−5 are neglected, which are
predominantly those with higher J values, the number of states in the guided beam can
be estimated to approximately 4500 states. It is obvious that the number of states in the
guide is much smaller than in the reservoir.
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Figure 3.18: Density of guided molecules as a function of the x coordinate
inside the guide. The points denote the normalized density distribution (left
axis) obtained from the simulation and the line is a Gaussian fit with a stan-
dard deviation σ = 400μm. The right axis shows the calculated molecular
density in the guide for voltages of ±5 kV at a nozzle temperature of 150K

Another interesting feature of the guided beam is its density distribution. In order to
obtain a density profile, the positions of the guided molecules are projected on the x-axis
of the guide. Fig. 3.18 shows the normalized density distribution in the guide obtained
from the simulation. The density distribution can be described by a Gaussian with a
standard deviation σ = 400 μm. The simulated density distribution and the total guided
flux φ allow to calculate the real density distribution of the molecules in the guide. With
the knowledge of the average molecular velocity in longitudinal direction (v̄z) and the cross-
sectional area A of the guide, the average number density n can be calculated according
to φ = nv̄zA. Note that the average longitudinal velocity v̄z can be calculated to v̄z = 1

2 v̄
with the average thermal speed v̄ = 2α/

√
π. The radius of the cross-sectional area A is

chosen to be the standard deviation σ of the density profile. The average density of the
guided molecules is distributed inside the guide according to the simulated distribution.
This gives rise to a maximum density of ≈ 1.2 × 109 cm−3 inside the guide.

3.6.7 Exit Beam

In order to characterize the angular distribution of the exit beam, the flux density has
been measured in a plane perpendicular to the guide along two orthogonal axes x and
y through the center of the guide. For this measurement, the QMS has been translated
with a vacuum manipulation stage along the two axes. The flux dependence is shown in
Fig. 3.19 a). It can be seen that the beam profile is slightly asymmetric which can be
caused by the fact that the electrodes do not have exactly the same length. The FWHM
of the distributions is approximately 1 cm at a distance of 18 mm behind the exit. At that
distance, it can be calculated from the angular distribution that the fraction of the guided
flux which passes the inlet aperture is about 15%. In the next measurement, the QMS is
positioned in the center of the beam and the distance between the guide and the QMS
is varied. For every position the flux is recorded (see Fig. 3.19 b)) and, as expected, the
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Figure 3.19: (a) Angle distribution of the guided flux along two perpendicular
axes at a distance of 18mm between the center of the QMS ionization unit
and the end of the guide. The slight asymmetry can be explained by small
electrode length variations. The electrode voltages are ± 5 kV. (b) Flux as a
function of the distance between the guide and the center of the QMS ioniza-
tion unit at electrode voltages of ± 5 kV. The line is an inverse quadratic fit
to the data. (c) Angle distribution of the guided flux along one axis with two
different electrode voltages ± 3 kV and ± 5 kV. The angle distribution remains
unchanged as the lower curve is proportional to the upper curve. The same
is valid for the measurement in (d) where the distance has been increased
to 32mm. Note that the pressure conditions for the different measurements
were not the same.

flux decreases according to a 1/z2-dependence with the distance. In Fig. 3.19 c) the beam
profile along the y-axis has been measured with different electrode voltages of ± 3 kV and
± 5 kV at a distance of 18 mm between the guide and the center of the QMS ionization
unit. For both measurements, the angle distribution is the same but for an overall scale
factor. The same measurement has been repeated for a larger distance of 32 mm and the
data is displayed in Fig. 3.19 d).

3.6.8 Alternative Guiding Prospects

So far, the quadrupole guide has been operated with electrostatic fields and efficient guid-
ing of low-field-seeking molecules has been demonstrated. The use of electrostatic fields
precludes the manipulation of high-field-seeking molecules which might play a role in the
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Figure 3.20: (a) Schematic view of a particle in a saddle-like potential. Sim-
ilar to the situation in an ion trap, neutral particles can be trapped in a
rotating saddle-potential exploiting the Stark interaction. (b) A saddle-like
potential can be realized by applying a dipolar voltage configuration to the
quadrupole electrodes. A time-varying field is generated by alternating be-
tween the configurations 1) and 2) with a repetition rate in the kHz range.
The inset in configuration 1) shows the electric field along the axes.

low temperature limit as every molecule in the ground state is high-field-seeking. Com-
pared to low-field-seekers, the manipulation of high-field-seekers is much more difficult as
electrostatic maxima are not allowed in free space, and hence high-field-seekers are quickly
lost on the electrodes. Furthermore, in future experiments with trapped samples of cold
molecules, collisions or the interaction with light fields are likely to change the high-field-
seekers into low-field-seekers and vice-versa. Due to this, a method which allows guiding
or manipulating of both high- and low-field seekers is vital. In the following, a method
is introduced which in principle allows simultaneous guiding of both high- and low-field-
seeking molecules with the present quadrupole setup. The method is based on the use of
time-varying electric fields and it has first been considered by Auerbach et al. [87]. Similar
to the situation in the radio frequency field of a Paul trap where ions can be trapped in a
rotating saddle potential (see Fig. 3.20 a)), time-varying electric fields can be used for con-
fining neutral dipolar molecules. Fig. 3.20 b) shows 2 quadrupole voltage configurations
which generate a saddle-like Stark potential for polar molecules. The time-varying field
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is generated by alternating between the configurations 1) and 2) with a repetition rate in
the kHz range. Independent of the slope and the sign of the Stark shift, the saddle-like
dipole potential confines the particle in one direction and repels it in the perpendicular
direction, depending on time. Therefore, the time average of the force is small at every
position, and identical to zero for a linear Stark shift. However, the particle performs a
micromotion which is locked to the external driving field so that the time-averaged force
does not cancel, and the particle experiences a net attractive force towards the center.
Two-dimensional trapping of polar molecules has been demonstrated in this group [110],
but it is not treated in this thesis. In brief, a trapping potential of the order of 20 mK can
be produced for molecules such as ND3 with time-varying electric fields using a similar
experimental setup.

3.7 Conclusions

In this chapter, a detailed overview of the theoretical and experimental aspects of filtering
slow ND3 molecules emerging from an effusive source with a bent electrostatic quadrupole
guide is provided. The dependence of the filtering efficiency on the source parameters
temperature and pressure is investigated and the flux of the guided molecules is measured
as a function of the applied electric fields. It has been demonstrated that a flux of ND3 of
the order of 2×1010 s−1 can be achieved with the presented technique which is in principle
applicable to any molecule with a reasonably high Stark shift. Here, the experiments are
performed with ND3 which shows a predominantly linear Stark shift and similar results are
achieved with formaldehyde (H2CO). Furthermore, the longitudinal velocity distribution
has been measured with a time-of-flight measurement and the velocity distribution of
the guided molecules shows a maximum around 40 m/s. These results show that the
filtering technique is able to provide a high flux of slow molecules which in principle can
be trapped in the field minimum of an electrostatic trap. Even though the molecules are
still hot internally, which results in a high number of internal states populated, the slow
beam as it stands already offers new perspectives for experiments in interferometry and
cold chemistry. Here, the focus is set on the filtering of molecules in low-field seeking
states with electrostatic fields. High-field seekers, as, for instance, the ground state of any
molecule, cannot be manipulated by the use of electrostatic fields. In order to extend this
technique to both high- and low-field seekers, the present setup can be used to guide both
species in alternating electric fields.



Chapter 4

Filtering and Trapping of Polar
Molecules

4.1 Introduction

The guiding technique described in the previous chapter is applicable to a variety of polar
molecules. It has been demonstrated that high fluxes of molecules like ND3 and CH2O
with motional temperatures of a few kelvin could be filtered out from an effusive beam.
This source of cold molecules is now being used to demonstrate a new trapping scheme
for polar molecules.
In this chapter, a continuously operated electrostatic trap for polar molecules in low-field-
seeking states is introduced. The trap is experimentally demonstrated with ND3, but it can
be used for all molecules with a sufficiently large Stark shift. In the following, the working
principle and the experimental setup of the trap is detailed. Then, the experimental
techniques to determine the relevant trap parameters like the lifetime, the temperature
and the density of the trapped sample are described. The experimental data are discussed
and they are compared with the simulation results. The chapter closes with an outlook
where the perspectives of the trapping technique are discussed.

4.2 A Continuously Loadable Electrostatic Trap

In this section, a continuously loadable electrostatic trap for polar molecules, which can
be adapted to a quadrupole guide, is introduced. Here, trapping is defined as the ability
to store the particles much longer than it would take them to leave the trap volume in the
absence of the trapping potential. In the following, the experimental setup as well as the
operating mode of the trap is described. The trapping scheme is based on electrostatic
principles already proposed by Wing in 1980 [96]. It confines low-field-seeking molecules in
a region with low electric field strength, surrounded by a region with a high electric field.

52
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Figure 4.1: (a) Schematic of the trap with input and detection output
quadrupoles. The trap consists of 5 ring electrodes closed by electrodes with
spherical end caps. Parts of the right electrodes are cut for a better view into
the trap. Neighboring electrodes carry voltages of different polarity giving rise
to an inhomogeneous electric field. (b) Electric field distribution in the xy
plane for electrode voltages of ±5 kV (left), together with the distribution in
the yz plane (right).

The electrostatic trap, shown in Fig. 4.1 a), consists of five ring-shaped electrodes and two
spherical electrodes at both ends. Neighboring electrodes carry high voltages of different
polarity giving rise to an inhomogeneous electric field, illustrated in Fig. 4.1 b), which
is large near the electrodes and small in the center of the trap. The central electrode
is intersected two times and local thickening of the neighboring electrodes towards the
gaps makes it possible to adapt two small quadrupole segments, one for filling and one
for extraction of the trapped gas. The inner radii of the five ring electrodes are (2.0; 4.3;
4.8; 4.3; 2.0) mm and the two end electrodes have a diameter of 2 mm. The electrodes are
separated by a 1 mm gap and the enclosed volume amounts to ≈0.6 cm3. Fig. 4.2 shows
pictures of the trap when it is built up in the vacuum system. With the present setup,
a voltage difference of 10 kV between neighboring trap electrodes can be reached. This
results in a minimum electric field of ≈40 kV/cm which the molecules need to overcome
in order to escape the trap in regions away from the small entrance and exit holes. At
these electric fields, only guided molecules with velocities below ≈30 m/s for ND3 can be
kept within the trap where the maximum capture velocity depends on the Stark shift of
the individual molecule.
Once inside the trap, the molecules are reflected from the high electric fields close to the

electrodes and, bouncing to and fro, their motion is randomized. Those molecules which
can overcome the Stark potential barrier of the trap are either lost by hitting the electrodes
or they escape the trap and are pumped away. The reflected molecules will bounce around
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a) b)

Figure 4.2: Pictures from the trap during the assembly. (a) Side view of
the trap with one conical side electrode and the end cap removed on each
side. The trap is separated from the quadrupole guides by 0.5mm gaps which
allow independent switching of the quadrupole segments. Several ceramic
mounts are used to provide mechanical stability and exact alignment of the
quadrupole and trap electrodes. (b) View from above with all trap electrodes
implemented. For exact alignment of the distance between the trap electrodes,
they are mounted on a small ceramic bridge.

until they find the entrance or exit hole. As the trap surface is large compared to the
exit channel area given by the two quadrupolar openings, the probability of finding these
holes is small and can even be made arbitrary small by making the trap volume and/or
the electric field larger. Even though the trap allows continuous filling, the trap density
is limited by the density of the incoming molecules and the trap density will equilibrate
when the filling rate equals the leak-out rate.

4.3 Trapping Experiment

4.3.1 Experimental Setup

In this experiment, the trap is filled with deuterated ammonia (ND3) from a quadrupole
velocity selector. The combined setup of the trap and the quadrupole guide is shown in
Fig. 4.3. In brief, a guided flux of the order of 1010 s−1 can be achieved for quadrupole
voltages of ±5 kV, resulting in a maximum electric field of ≈80 kV/cm. The guided flux
consists of a mixture of states with different Stark shifts, and the longitudinal velocity dis-
tribution can be described by a one-dimensional thermal distribution with a most probable
velocity of ≈40 m/s. Due to the two-dimensional confinement at finite field strengths, the
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Figure 4.3: View of the trap setup with input and detection output
quadrupoles. The quadrupole guide filters slow molecules from the cooled
effusive source and guides them into the trap. Here, the slowest molecules
reside till they find their way out through one of the two quadrupolar guides.
The trapped gas is analyzed with a mass spectrometer positioned behind the
output quadrupole in a separate vacuum chamber.

transversal velocity distribution is expected to be much narrower. Note that the internal
state distribution of the guided molecules is enriched by states with a large Stark shift.
As the electric field inside the quadrupole is higher than inside the trap, the molecules
are accelerated when entering the trap. It follows that very low velocities are absent in
the trap. The properties of the trapped sample are revealed by the molecules leaving
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the trap by the 17 cm long output quadrupole. Here, the molecules are guided through a
differential pumping aperture into a separate vacuum chamber where they are detected by
a quadrupole mass spectrometer (QMS). Both the input and output guides are separated
by a 0.5 mm gap from a short piece of a quadrupole guide formed from the trap elec-
trodes. This separation allows independent switching of the quadrupole segments. The
background pressure in the trap chamber is of the order of 10−10 mbar and even lower in
the detection chamber.

4.3.2 Trap lifetime
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Figure 4.4: (a) The detector signal at the output quadrupole as a function
of time when the voltage at the input quadrupole is switched. As soon as
the input is switched off, the signal shows a fast decay followed by a slow
decay. The electrodes carry voltages of ±4.5 kV. (b) The detector response is
measured by switching the output quadrupole when the trap is permanently
filled. When the output is off, the signal rapidly decays, however, a small
slow decay contribution can also be observed.

In a first trapping experiment, voltages of ±4.5 kV were applied to the trap and the
output electrodes while the input quadrupole was switched from 0 kV to 4.5 kV and back
every 2 s. The effusive source temperature was set to a constant value of 160 K. Fig 4.4
a) shows a trapping signal which is obtained after averaging over 4000 cycles. When
the input quadrupole is switched on at t=0 s, slow molecules are guided and the trap is
filled resulting in an increasing signal at the output quadrupole guide. After the input
quadrupole is switched off at t=1 s, a signal decay is observed which allows to estimate the
lifetime of the molecules in the trap. However, it is obvious that the rising and the falling
slope are significantly disturbed by a pronounced signal even 500 ms after switching on or
off the input quadrupole.
At that time it is expected that the filling and emptying of the trap, respectively, is
completed so that steady-state conditions are reached. Hence, a change of the output flux
cannot be caused by the direct flux of molecules. At the rising slope, the excess signal
might be caused by a local pressure increase near the detector after switching on the
guiding process which has already been discussed in chapter 3. These molecules must be
pumped away after switching off the input guide, an effect which leads to a time-dependent
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Figure 4.5: Illustration of a convolution (⊗) process. The time-dependent
rectangular signal S(t) is processed in a detector with a Gaussian detector
response function K(t) denoting the kernel of the signal transformation. The
signal at the detector output D(t) is affected by the response function leading
to a smoothing of the initially sharp edges.

signal at the falling slope. These spurious signals can be measured by switching on and off
the output quadrupole while the trap is continuously filled. As soon as the output guide
is switched off, a rapid decay of the QMS signal to the background level is expected, only
limited by the time the molecules that already left the guide need to fly to the detector,
typically less than 1.0 ms. Indeed, a fast decay can be observed in the measurement shown
in Fig 4.4 b), but it is accompanied by a slow decay with a (1/e)-time of ≈150 ms.
As the measured signals are convoluted with this slow decay component, a deconvolution

kernel has to be determined which allows to eliminate this component when processing the
data. The signal reconstruction is clarified in the following example illustrated in Fig. 4.5.
Consider a time-dependent raw signal, S(t), consisting of a rectangular pulse. This pulse
is processed in a detector with a certain pulse response function, K(t), denoting the kernel
of the signal transformation. The detector output, D(t), depends on the history of S(t)
weighted with the detector response function:

D(t) =
∫ ∞

0
S(t − τ)K(τ)dτ, (4.1)

which is a convolution D = S ⊗ K. In order to extract the detector response function
from the detector output, it can be exploited that the Fourier transform F transforms the
convolution in a product

F [(S ⊗ K)(t)] = F [S(t)] × F [K(t)] (4.2)

from which the detector response function or kernel can easily be obtained given that
the signal S(t) is known. Starting from the measurement already shown in Fig 4.4 b),
it is assumed that the guided flux into the detector is a sharp step function Θ(t) when
the output is switched off. The measured signal SΘ(t) can now be used to determine the
deconvolution kernel by F (K) = F (SΘ(t))/F (Θ(t)). For determining the lifetime of the
molecules in the trap, the measured decay signal, SD(t), is deconvoluted by the transfor-
mation S(t) = F−1[F (SD(t))/F (K)], where F−1 denotes the inverse Fourier transform.
With this technique, the slow rise and fall of the signal 500 ms after switching on and off
the input guide vanishes.
After the description of the deconvolution process, the trap measurements where the input
quadrupole is periodically switched are discussed in detail. In order to demonstrate that
the decay rate originates from the trap dynamics, an artificial hole was created in the trap
by rapidly lowering the voltage on one small ring electrode to a constant value when the
input quadrupole and, accordingly, the filling process is switched off.
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Figure 4.6: Deconvoluted detector signals as a function of time for different
trapping-field configurations. A rapid decay is observed when the output is
switched off at t=1 s. The trap dynamics is revealed by rapidly switching the
voltage on one small ring electrode from 4.5 kV to 0, 2 and 4.5 kV, respec-
tively, after finishing the filling process in order to create an artificial hole
in the trap. When the particular electrode is set to 0 kV a clear signal loss
can be observed, whereas the slow decay caused by trapped molecules becomes
dominant for higher voltages when the trap hole is closed. The signal trace
obtained for output off serves as a reference.

Fig. 4.6 shows the decay signals after deconvolution for reduced voltages on the par-
ticular ring electrode of 0, 2 and 4.5 kV, respectively. In the decay measurement where
the voltage has been switched to 0 kV, a fast decay can be observed followed by a small
and slow decay contribution. The fast decay is caused by the losses due to the weaker
field near the particular ring electrode. The molecules causing the slow decay are either
too slow to overcome even the weak field potential barrier or they do not encounter the
weak field on their way inside the trap. Note that the start of the decay is delayed by the
time the molecules need to pass through the output quadrupole. When the voltage on the
ring electrode is raised to 2.0 kV, the loss rate decreases which leads to a reduction of the
fast decay contribution, whereas the slow decay caused by molecules which are trapped
longer is more pronounced. For the remaining curve, the voltage on the electrode is set to
4.5 kV and here the slow decay is dominant. However, an initial fast decay component can
always be observed. In order to investigate this behavior, the Monte-Carlo simulation of
the double bend quadrupole described in section 3.4 is extended to the electrostatic trap.
The trap electrode configuration with the input and output quadrupole segments has been
generated in an equidistant three-dimensional grid using SIMION 3D software. The grid
dimensions are 150 × 150 × 150 grid points with a grid unit of 0.1 mm. The electric field
for a configuration with voltages of ±4.5 kV is obtained by differentiation of the poten-
tial array generated by SIMION 3D. From the discrete electric field distribution in the
three-dimensional grid, the continuous distribution is obtained by third order polynomial
interpolation. Before the molecules leave the last section of the double bend quadrupole,
their positions and velocities inside the quadrupole and their Stark shifts are registered.
After these molecules with the registered starting conditions are injected into the input
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Figure 4.7: Two trajectories of molecules which are trapped for less than 5ms
are shown. The pictures in one line show the projection of the particular
trajectory on the xy plane and on the yz plane, respectively. The molecules
enter the trap volume from below and they oscillate inside the trap until they
find one of the exits. For short trapping times the oscillation predominantly
takes place close to the xy plane which is described by the middle electrode so
that the molecules quickly find the exits.

quadrupole of the trap, they are propagated through the trap electric field. From the
previous discussion it becomes clear that a large fraction of molecules cannot be trapped
as the electric field inside the trap is lower compared to the quadrupole field. The trapped
molecules are propagated until they find one of the exit quadrupoles where their positions,
their velocities, and their Stark shifts are recorded.
In order to investigate the reason for the fast decay component, two representative trajec-
tories from molecules which leave the trap after less than 5 ms are shown in Fig. 4.7. From
the figure it is obvious that the fast decay is caused by a class of molecular trajectories
which stay near the plane defined by the middle ring-electrode. As both exit channels
lie in this plane, a fast escape is very probable. In contrast to this, Fig. 4.8 shows two
trajectories from molecules which are trapped for more than 20 ms. Here, it can be seen
that the trajectories fill the whole trap volume and the extended trapping time is caused
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Figure 4.8: Two trajectories of molecules which are trapped for longer than
20ms are shown. The pictures in one line show the projection of the par-
ticular trajectory on the xy plane and on the yz plane, respectively. As the
molecules fill the whole trap volume, it takes more time until they find an
exit which results in an extended trapping time.

by the fact that the molecules need more time to find one of the exits. As the lifetime of
the molecules in the trap depends on how fast they find an exit, the lifetime is velocity de-
pendent. Therefore the decay cannot be described by an exponential function and, hence,
not by a (1/e)-lifetime. An alternative measure of the trap lifetime is the time after which
half the molecules have left the trap. From the data obtained with voltages of ±4.5 kV a
lifetime of 130 ±10 ms can be derived.
In the following, an analytic rate equation model as well as the simulation results are used
to investigate the trap decay in detail. The rate of incoming molecules, Ṅin(v), and the
rate of outgoing molecules, Ṅout(v), of a particular velocity v can be described by

Ṅin(v) = φ(v) (4.3)
Ṅout(v) = N(v) a v

with φ(v) the incoming flux, N(v) the number of trapped molecules of a particular velocity
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v and a is a constant describing the average number of trap escapes per trajectory length.
The parameter φ(v) is proportional to the velocity distribution of the molecules entering
the trap. Note that the loss rate is proportional to the molecular velocity. During the filling
process, the filling and the loss rate equilibrate (Ṅin(v) = Ṅout(v)) and the equilibrium
trap population of a certain velocity class can be written as

N(v) = φ(v)/av. (4.4)

The differential equation for the population N(v, t) of a velocity class in the trap at a time
t after interrupting the filling process is

Ṅ(v, t) = −N(v, t)av (4.5)

which can be solved analytically by

N(v, t) = N(v)e−avt. (4.6)

The time dependence of the total loss rate is obtained by integrating Ṅ(v, t) over all
molecular velocities

Ṅ(t) = −
∫ ∞

0
φ(v)e−avtdv (4.7)

= −1 +
1
2

a e
1
4

a2 t2 α2 √
π t α

[
1 − Erf

(
a t α

2

)]
(4.8)

with a the number of escapes per path length, α the characteristic velocity of the mole-
cules, and Erf the error function. The values for a and α can be obtained by fitting the
functional form derived in eq. 4.8 to the deconvoluted experimental data using a and α as
fit parameters. The experimental data can well be described by the fit with the optimum
fit parameters a = 1 m−1 and α = 14.2 m/s. With this model, the average path length of
a molecule inside the trap is roughly estimated to ≈ 1 m. Fig. 4.9 shows the deconvoluted
experimental data together with the trap decay rate obtained from the analytic estimate.
The curve obtained from the analytic model is normalized to the experimental data so
that the total number of molecules leaving the trap is equal in both cases. It can be seen
that the analytic model describes the decay of the count rate to a good approximation.
The time dependence of the trap decay rate can also be verified with the simulation. For

this purpose, 7400 trajectories of trapped molecules have been analyzed with regard to
their trapping time. As the molecular trajectories were simulated consecutively, the sim-
ulation results need to be renormalized so that the results can be interpreted in terms of
the equilibrium situation. Under equilibrium conditions, eqn. 4.4 shows that the number
of molecules N(v) of a particular velocity class inside the trap is given by the incoming
flux φ(v) divided by the velocity v. Due to this, the contribution of fast molecules to
the equilibrium particle number is reduced relative to the contribution of the slow mole-
cules as they leave the trap faster. Therefore, the flux of molecules leaving the trap in
a certain time interval has to be weighted with a factor proportional to the reciprocal
molecule velocity 1/v. When equilibrium conditions are reached, the trap signal consists
of the sum over all the weighted flux contributions of the relevant time intervals. The trap
decay can be modelled by successive subtraction of the weighted flux contributions from
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Figure 4.9: Signal decay from the deconvoluted experimental data with elec-
trode voltages of ±4.5 kV is shown together with the decay obtained from the
simulation and from an analytic model explained in the text. Obviously, the
simulation and the analytic model describe the shape of the decay to a good
approximation.

the sum over all contributions according to their trapping times. Here, the weighted flux
contributions from the trap have been grouped in trapping time intervals with a width of
20 ms. With the successive subtraction of the contributions from the equilibrium rate, a
time-dependent decay signal is obtained which is shown in Fig. 4.9.
Obviously, the decay trace obtained from the simulation results is in good agreement with
the deconvoluted experimental data for short as well as for large trapping times. The
investigation of the trap decay shows that the lifetime of the molecules is mainly lim-
ited by the exit channels, whereas collisions with the background gas do not contribute
significantly under the present vacuum conditions.

4.3.3 Majorana Transitions

In the electrostatic trap, the average orientation of the dipole moment follows the direction
of the electric field E adiabatically. This approximation holds for regions where E � 0,
however, in the trap there exist small areas with E ≈ 0 where the adiabatic approximation
breaks down leading to a finite probability for a change in the orientation of the dipole
moment. These Majorana transitions are possible decay channels as transitions to non-
trapping molecular states are likely to occur. Fig. 4.10 a) shows the electric field strength
along the z and the x-axis of the trap where the regions with a low field strength become
obvious. The field in the central region of the trap is small over a wide range and it is
zero in the center. Additionally, there are several spots where the field strength reduces
to ≈ 500 V/cm. In these low-field regions, Majorana transitions are possible. In general,
Majorana transitions are expected when the maximum rate of change θ̇max = |Ė(�r)|/E(�r)
of the electric field is faster than the frequency associated with the transition to non-
trapping states. For a rough estimate, this frequency is chosen to be the inversion frequency
of ND3 with νinv = 1588.9 MHz. This frequency corresponds to the energy gap between
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Figure 4.10: (a) Electric field strength along the z-axis (trap axis) and along
the x-axis. The asymmetry of the field along the x-axis is caused by the input
quadrupole entering the trap. Note that the field minima in both graphs are
at ≈ 500V/cm. (b) The rate of change of the electric field in the xz-plane is
shown. The white fringes indicate the position of the electrodes. Obviously,
the rate of change is the highest at two spots close to the end caps and in the
regions where the quadrupoles enter the trap volume.

the high and low-field-seeking states for E = 0. In order to calculate θ̇max, the derivative
|Ė(�r)| can be written as

|Ė(�r)| = |∂E

∂x

dx

dt
+

∂E

∂y

dy

dt
+

∂E

∂z

dz

dt
| (4.9)

where the partial differentials of E are obtained numerically and the remaining differentials
denote the velocity components of the molecule at position �r inside the trap. With the
average Stark shift of the molecules in the trap, the average velocity can be calculated.
Section 4.3.5 will show that the average Stark shift of the molecules in the trap is equal
to that in the guide. Fig. 4.10 b) shows the estimated rate of change θ̇max in the xz-plane
of the trap. It can be seen that θ̇max is the highest at two spots close to the end caps
and in the regions where the quadrupoles enter the trap volume. However, the maximum
rate is far below the ND3 inversion frequency so that from this rough estimate Majorana
transitions are unlikely to happen. In a more accurate estimate, one has to take into
account the possible transitions to other hyperfine levels lying much closer together than
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the inversion levels. Due to the variety of molecular states involved, these transitions have
been neglected. Nevertheless, the rough estimate provides useful information about the
shape and the positions of the regions where transitions are likely to happen. In a larger
trap, where these regions might become bigger, a more accurate estimate will be required.
In case of the present trap, the rough estimate describes the experimental results well as
no significant losses due to Majorana transitions can be observed.

4.3.4 Velocity Distribution

Longitudinal Velocity Distribution
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Figure 4.11: (a) Measured time-of-flight signal obtained from molecules
emerging from the trap with electrode voltages of ±4.5 kV. The rising slope
is caused by molecules which are guided through the 17 cm long output
quadrupole, and the vertical dashed line indicates the starting point of the
guiding process. (b) Time-of-flight signal after deconvolution. The slow sig-
nal rise after t = 0.15 s vanishes and the deconvoluted signal is used to derive
a velocity distribution.

In the following, the temperature of the trapped ND3 sample is determined by a measure-
ment of the molecules’ velocity distribution. Therefore, a time-of-flight (TOF) measure-
ment is performed where the trap is continuously filled and only the 17 cm long output
quadrupole is switched on and off at rate of 1 Hz. All electrodes were set to voltages of
±4.5 kV. As soon as the output quadrupole is switched on, molecules from the trap are
guided to the detector where their arrival time is recorded. Fig. 4.11 a) shows a TOF signal
which has developed after more than 50,000 cycles. As the rising slope of the TOF signal
is affected by the spurious signal already discussed in section 3.6.5, the measured signal
was deconvoluted according to the method described above using the same deconvolution
kernel. The TOF signal after deconvolution is shown in Fig. 4.11 b). With the delay and
the rising slope of the deconvoluted signal, the longitudinal velocity distribution can be
derived by differentiation. For a single molecular state, the velocity distribution should
show a relatively sharp velocity cut-off because the guide and the trap filter on kinetic
energy. But given a mixture of states with different Stark shifts, the cut-off is smeared
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out so that the velocity distribution can be described by a one-dimensional thermal distri-
bution. Fig. 4.12 shows the velocity distribution obtained from the deconvoluted data. It
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Figure 4.12: Velocity distribution of trapped ND3 molecules derived from
data obtained with electrode voltages of ± 4.5 kV (squares). The line is a fit
to the measured data of the functional form (2vl/α2) exp[−v2

l /α2], with the
characteristic velocity α = 16.6 ± 1m/s. The triangles denote simulation
results.

can be described by a characteristic velocity α = 16±1 m/s with α=
√

2kBT/m, where kB

is the Boltzmann constant, T the temperature and m the molecular mass. This velocity
corresponds to a motional temperature of 300 mK. Note that the molecular velocities in
the output quadrupole are slightly smaller than inside the trap because the molecules are
decelerated when entering the quadrupole field. However, as there are only conservative
potentials involved, the temperature of the sample does not change. The experimental
data are in good agreement with the simulation.

Transverse Velocity Distribution

The transverse velocity distribution of the trapped molecules can be estimated by recording
the decrease of the flux of guided molecules in the output quadrupole when the electric field
in the latter is reduced. During the measurements, the voltages on the input quadrupole
and the trap were set to ±4.5 kV and the voltages on the input quadrupole were switched.
In each measurement, the electric field in the output quadrupole was set to a different
but constant value. It was observed that more than 90% of the flux from the trap can
be guided even if the output quadrupole voltage is reduced down to ± 750 V so that most
of the molecules can be two-dimensionally trapped in an electric field of only 15 kV/cm.
Below this voltage, the guided flux decreases and at voltages of ±160 V (≈3 kV/cm), for
example, the initial flux has reduced by a factor of two. The measured decrease of the
signal amplitude as a function of the output quadrupole voltage is in good agreement with
the simulation of the experiment. The measured data are shown in Fig. 4.13 a), together
with the simulation results. In the simulation, the molecules emerging from the trap are
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Figure 4.13: (a) Signal amplitude from trapped molecules as a function of the
output quadrupole voltages. The measured data (boxes) are in good agreement
with the simulation results (triangles). The increase in signal as a function of
the quadrupole voltages enables an estimation of the transverse velocity dis-
tribution. (b) Transverse velocity distribution obtained from the simulation
with trap electrode voltages of ± 4.5 kV. The line is a fit of the functional form
1/(

√
πα) exp[−v2

l /α2] with the characteristic velocity α = 14.2 ± 0.2m/s.

propagated in a segmented guide with the particular voltage differences. For detection,
the molecules have to pass the QMS inlet aperture which is positioned at a distance of
1 cm behind the guide. The agreement between simulation and experiment justifies the
assumption that the transverse velocity distribution in the experiment can be described
with the distribution obtained from the simulation. Furthermore, the measurement shown
in Fig. 4.13 a) shows an interesting feature at the output voltage range between ±1 kV and
±4 kV. It can be observed that the signal amplitude shows a slight dip at ±2 kV before
it rises again towards higher output voltages. This feature can also be observed in the
simulation. In principle, one would expect a steady increase of the guided flux with an
increase of the output voltages. However, for low output voltages, the molecules are accel-
erated at the transition from the trap quadrupole segment to the output quadrupole due
to the potential difference. Therefore, the longitudinal velocity of the molecules decreases
for higher output voltages. The dip can be explained by the fact that slower molecules
miss the detector inlet aperture with a higher probability because their transversal spread
behind the guide is larger. Fig. 4.13 b) shows the simulated transverse velocity distribu-
tion in the guide with a characteristic velocity of α = 14.2 m/s.
It follows that the characteristic velocity α is roughly equal for the longitudinal and the
transversal velocity distribution, in contrast to the situation in the input quadrupole guide.
There, the longitudinal velocities can be much higher as longitudinal filtering is less restric-
tive than transverse filtering. The trap equally filters the longitudinal and the transverse
velocities and, additionally, randomizes these two degrees of freedom. This leads to an
equilibration of the velocity distributions as it is confirmed by the simulation.
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4.3.5 Flux Characterization

Flux dependence on the electrode voltages

With the angle distribution of the guided molecules behind the output quadrupole and the
sensitivity of the QMS, the total flux emerging from the trap can be determined. From
the measured angle distribution it has been determined that only 15% of the guided flux
reaches the detector. As the detector sensitivity is of the order of 10−4 counts/molecule,
the guided flux from the trap with all electrodes set to ±4.5 kV amounts to 3×108 s−1. If
this number is compared with the input flux of ≈ 2×1010 s−1, the trapped ratio amounts to
1.5% which is in agreement with the simulation results. Comparable trapping results were
obtained with other dipolar gases like formaldehyde (CH2O) and methylchloride (CH2Cl)
which also show a linear Stark effect. This shows that the continuously loadable trap is
suited for various gases with a sufficiently large Stark shift. Similar to the situation in

Figure 4.14: Guided flux φ out of the trap as a function of the electrode
voltages U . The voltages were changed on the trap electrodes as well as
on the input and output quadrupoles. The line is a quadratic fit with the
functional form φ = aU2.

the double bend quadrupole, it can be observed that the guided flux from the trap shows
a quadratic dependence on the applied electric field for a molecule with a linear Stark
shift. Fig. 4.14 shows the measured flux of ND3 molecules obtained after averaging over
5000 cycles. The quadratic rise proves that the states contributing to the signal have a
linear Stark shift. With the knowledge of the average speed v̄ = 2α/

√
π and the total

molecular flux Φ out of the trap, one can estimate the number density n in the trap by
Φ = 1

4nv̄A, where A is the effective area of each of the two exit channels. The radius of the
circular effective area A can be approximated by the half width of the molecular density
distribution inside the guide which has been shown in section 3.18. For electrode voltages
of ±4.5 kV, the radius of the area A is about 400μm. Assuming an average molecular
speed v̄ of 18 m/s, the number density inside the trap is of the order of 108 cm−3 resulting
in a number of ≈ 6 × 107 trapped molecules.
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Flux dependence on the input guide voltages

Figure 4.15: Measured flux emerging from the trap as a function of the input
quadrupole voltages. The voltages on the trap and the output quadrupole
electrodes are set to the constant values of ±4 kV. For small input quadrupole
voltages, the flux emerging from the trap increases as the flux in the input
quadrupole increases. At a voltage of ±3 kV, the flux reaches a maximum as
the maximum velocity after the guide is comparable to the maximum velocity
accepted by the trap. For higher voltages, the molecules are accelerated due
to the potential difference between the quadrupole and the trap which causes
a reduction of the trap signal.

In a further measurement, the flux from the trap with constant electrode voltages of ±4 kV
has been investigated when the voltages on the input quadrupole have been varied. The
experimental data are shown in Fig. 4.15. For small voltages, the flux from the trap in-
creases as the flux in the input quadrupole increases. The flux reaches a maximum at
voltages of ±3 kV even though the trap is set to voltages of ±4 kV. The reason for the oc-
currence of the maximum below the trap voltage values is the following: Due to geometric
reasons the electric field in the trap is smaller than the field inside the quadrupole at equal
voltages. Additionally, the quadrupole guide with a comparatively large curvature accepts
higher velocities than the trap. When the input quadrupole voltages are further increased,
the guidable velocities as well as the average potential energy of the molecules in the guide
increases. The increase in potential energy leads to an acceleration of the molecules when
entering the lower field region of the trap as the potential energy is converted into kinetic
energy. This effect is responsible for the decrease of the guided flux for higher voltages.

Flux dependence on the reservoir pressure

In the following, the flux dependence on the reservoir pressure is investigated. The mea-
surements were performed in a reservoir pressure range from 0.15 mbar to 3.0 mbar and
the nozzle temperature has been set to 150 K. All electrodes are set to voltages of ±4.5 kV.
The resulting flux curve is shown in Fig. 4.16, together with the flux from the input guide
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Figure 4.16: Flux from the trap (circles) together with the flux from the input
guide (triangles) as a function of the nozzle pressure at electrode voltages of
±4.5 kV. Note that the flux from the input guide is ≈ 50 times higher on this
scale. Compared to the flux from the guide, the flux from the trap reaches a
maximum at a lower reservoir pressure.

already discussed in section 3.6.3. Similar to the situation in the input guide, the flux
from the trap increases linearly and it starts deviating from the linear dependence above
a reservoir pressure of ≈ 0.3 mbar. At this pressure the Knudsen regime, where the mean
free path is larger than the nozzle diameter, changes over into the viscous regime, where
intermolecular collisions along the capillary frequently occur. Especially the slowest mole-
cules are susceptible for collisions with fast molecules as it takes them longer to pass the
nozzle and the first part of the guide which is directly in the beam of fast, not-guided,
molecules. When the pressure is further increased, collisions quickly remove the slow mole-
cules which can be observed in Fig. 4.16: After the deviation from the linear behavior, the
maximum flux from the trap is reached at a reservoir pressure of ≈ 0.8 mbar before the flux
decreases again for higher pressures. The signal from the trap is particularly sensitive on
the depletion of the low velocities in the guided flux as only the slowest molecules can be
trapped. Therefore, the flux from the trap reaches its maximum value at lower pressures
compared to the flux in the guide.

Stark shift distribution

Fig. 4.17 shows the simulated Stark shift distribution of ND3 molecules emerging from
the trap. The distribution is based on the Stark shift values of 7300 molecules, and it is
very similar to the distribution in the input quadrupole guide shown in section 3.17. The
two exposed peaks are a feature resulting from the discretisation. The similarity of both
distributions is obvious as the occurrence of different Stark shifts in the guide and the
trapped gas should be a conserved quantity, independent on how deep the limiting electric
field value filters the original velocity distribution. Therefore, the relative abundance of
the molecular states inside the trap should be the same as that in the guided beam, given
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Figure 4.17: Simulated Stark shift distribution of molecules emerging from
the trap. The Stark shift distribution of the trapped molecules is very similar
to the distribution in the input quadrupole guide.

in Tab. 3.1. From the distribution, the average Stark potential experienced by the trapped
molecules can be calculated to ≈ 1.4 cm−1/100 kV

cm which results in a trap depth of 800 mK.
As expected, the trap depth of 800 mK is substantially higher than the temperature of the
trapped molecules of 300 mK derived from their velocity distribution.

4.4 Conclusion and Outlook

In this chapter a continuously loaded, large-volume electrostatic trap for polar molecules
is demonstrated experimentally. The results show that a sample of ND3 molecules at a
density of 108 cm−3 can be trapped with a lifetime of 130 ± 10 ms. It has been found
that the trap lifetime is basically governed by the probability of the molecules to leave
the trap via the exit channels. In principle, the probability of finding these holes is small
and can even be made arbitrary small by making the trap volume and/or the electric field
larger. The longitudinal velocity distribution of the trapped molecules in the output guide
is obtained by a time-of-flight measurement and it can be described by a characteristic
velocity α = 16.6 m/s. Even though the setup does not allow a direct measurement of the
transverse velocity, the simulation results indicate that the transverse velocity distribution
in the output guide can be described by a characteristic velocity α = 14.2 m/s which is
consistent with an indirect measurement. From the similarity of the characteristic veloci-
ties it can be seen that the trap equally filters the longitudinal and the transverse velocities
and, additionally, randomizes these two degrees of freedom. This leads to an equilibration
of the velocity distributions. The temperature of the trapped sample is determined to
300 mK. These results indicate that it is possible to filter and trap translationally cold
molecules at comparatively high densities from a thermal reservoir. Here, the trap is filled
from a quadrupole guide, but it is also conceivable to produce the trapped molecules inside
the trap, for example by reactive collisions, buffer gas loading or crossed molecular beam
techniques [70]. A single output guide would then allow the continuous extraction of the
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molecules out of the production region. The use of electrostatic fields for trapping offers
many perspectives, as electric fields can be made in a wide variety of shapes and they
can be ramped or rapidly switched. Furthermore, electric fields can be superimposed with
magnetic or optical traps. For the future, it would be interesting to investigate to which
extent the trap lifetime can be elongated by the use of a larger trap with an increased
trap surface. The present setup is particularly well suited for these investigations as the
lifetime is not limited by the background pressure. The basic goal behind the extension of
the trap lifetime is to see indications of cold collisions in the trap. The investigation of cold
collisions between polar molecules is very important as they provide valuable information
for future evaporative cooling experiments.
A remarkable step forward to a cold and dense sample of molecules would be a combina-
tion of the guiding and trapping technique with buffer-gas cooling in a helium cryostat.
In such a cryostat, cold molecules can be produced by thermalization with cold helium
vapor. It should be possible to guide the cold molecules out of the cryogenic cell where
they can be trapped. The advantages of trapping the molecules outside the cryostat are
the better optical access and a better isolation of the trapped sample from the helium
vapor. However, the helium might cause problems because of voltage breakthroughs at
the high voltages required for guiding. If this problem can be solved, the use of a cryostat
holds promise to produce molecules with cold internal and external degrees of freedom.
The availability of state-selected molecules at sufficiently high densities is a key precon-
dition for entering the fields of research outlined in the introduction of this thesis. It is
important to note that the field of cold molecules is still a young field of research and a
growing number of methods for manipulation and trapping are under investigation in the
different research groups. The methods available at present already allow a reliable control
of a molecular sample and they provide good starting conditions for the investigation of
cooling methods suited for molecules. The demonstration of a method which is able to
efficiently cool a molecular sample would be a milestone in molecular physics. Once cold
and dense samples are available, the anisotropic and long-range dipole-dipole interaction
could be observed and new phases of matter could be searched. The field of precision
measurements would benefit enormously and, with the increased interaction times of the
cooled molecules with external fields, one can think of pushing the current experimental
limits. This is, for example, strongly required for measurements which are searching for
time symmetry violations in polar molecules. The field of cold chemistry is also of consid-
erable interest to physicists and chemists. With regard to this, the trap developed in this
experiment offers the intriguing possibility of an electrostatic reaction chamber. Provided
electrostatic or mechanical valves can be developed, one can even envision a small cold
chemical factory made out of a network of interconnected “reaction vessels” with new
possibilities in controlling chemical reactions.
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