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Preface

The theory and the numerical treatment of the static Hamilton-Jacobi equation
(0.1) H(z,Du(x))=0, z€Q

are subjects of the doctoral thesis. Here 2 denotes a bounded Lipschitz domain,
and the Hamilton function H : @ x R — R, (x,p) — H(x,p) is assumed to be con-
tinuous, convex with respect to p, coercive (H(z,p) — oo uniformly, as ||p|| — o0),
and compatible (H(z,0) < 0 on §2). Examples for static Hamilton-Jacobi equations
are the Eikonal equation ||Du(z)| f(z) —1 = 0 from geometric optics, describing
the evolution of a wave front, given as the level-sets of u, with an underlying veloc-
ity f(x), the generalized Eikonal equation ||Du(z)| F(z, Du(z)/ ||[Du(x)|]) —1 =0,
where the velocity depends additionally on the direction of the front normal, or
the Hamilton-Jacobi-Bellman equation sup,c 4 {(—f(z,a), Du(x)) — l(z,a)} = 0,
which appears in optimal control problems with restricted state spaces, involving
exit-times.

A suitable notion of weak solutions for (0.1) is introduced in the first chapter,
based on which existence and uniqueness results (for the Dirichlet problem) are
established. In this concept of viscosity solutions, introduced 1981 by Crandall and
Lions in [ ], solutions are obtained as limits of smooth solutions of the viscous
equation H(x, Du(x)) = eAu(x) with vanishing viscosity e — 0. Viscosity solutions
can be ingeniously characterized by smooth test functions, as shown in | 1,
[ ], which forms meanwhile the usual approach to this concept. I also follow
this approach in definition 1.5, and recall basic properties of viscosity solutions,
such as the consistency with the concept of classical solutions u € C*() of (0.1).
Moreover, Lemma 1.12 shows, that every viscosity solution w of (0.1) is Lipschitz-
continuous, and fulfills the Hamilton-Jacobi equation, where u is differentiable (that
is, almost everywhere, by Rademacher’s theorem).

The comparison principle (theorem 1.13) from | ] shows, that the maximal
difference between two viscosity solutions |u(z) — v(x)| is attained on the boundary
0f). A simple consequence is, that the Dirichlet problem

(0.2) H(xz,Du(x)) =0, x€Q, uloq = g,

has at most one solution.

Like in physics, where the behavior of a physical system follows the principle
of the least action, which provides a variational formulation of the equations of
motion, while the action can also be characterized as a solution of the Hamilton-
Jacobi equation, I derive in section 1.3 a variational formulation for the viscosity
solution of (0.2), which I refer to as the Hopf-Lax formula. This formula was already
given in | ] in the context of static Hamilton-Jacobi equations, and provides
also an existence result for the Dirichlet problem (theorem 1.25).

A local application of the variational principle leads to a discretization of the
Hamilton-Jacobi equation, which is subject of the second chapter. We endow €2
with a triangulation, and obtain a fixed point equation

(0.3) Apup = up, unlog, = gloa,

iii



iv PREFACE

for the linear finite-element approximation wy, to the viscosity solution of (0.2).
It is shown, that this finite-element solution is well-defined, that is, (0.3) admits
a unique solution in the space of linear finite-elements (theorems 2.6 and 2.7).
Additionally, the convergence of the sequence of finite-element solutions (uy,) to
the viscosity solution, as the grid-diameter h vanishes, is proved (theorem 2.12),
and the approximation error ||u — uy||, is analyzed (theorems 2.17 and 2.18).

Several direct and iterative methods for solving the discrete system (0.3) are
considered in the third chapter. The simplest (but not the most efficient) ap-
proach is a fixed-point iteration for (0.3), where O(h~!) iterations are necessary
to reach a user-defined tolerance (theorem 3.4). A competitive iterative method is
the adaptive Gauss-Seidel method, originally used as a relaxation method for the
multilevel solution of elliptic boundary value problems (see [ ]), which was
transfered for the solution of the non-linear system (0.3). T will further discuss the
Fast Marching Method (] 1, 1 1), which provides an O(N log N) solver for
the Eikonal equation (N denotes the number of grid-points), and its generalization
to anisotropic equations, the Ordered Upwind Method (] ). The utilization
of an untidy priority queue within the Fast Marching Method, or the Ordered Up-
wind Method, suggested in | ], reduces the total complexity of those methods
to O(N). For the obtained algorithms, I contributed a rigorous estimate on the
introduced error due to the inexact minimization (lemma 3.17).

In the fourth chapter, computational examples are given. An extension of the
Fast Marching Method to the solution of the Eikonal equation on Riemannian man-
ifolds, introduced in [ ], is discussed and a convergence result for the obtained
discretization is supplied (theorem 4.5). Based on an idea in | ], a second order
discretization of the Eikonal equation is investigated. Reflections on the applica-
bility even in the case of non-smooth solutions lead to an adaptive scheme, which
chooses the first-order variant, where the solution forms shocks (subsection 4.3.4) .

Acknowledgments. I would like to thank Prof. Bornemann for his contri-
butions to our publication | ] (especially the simplifications in my proof of
lemma 1.18; and the proof of lemma 3.1), and Thomas Satzger for the help on the
complexity analysis of the modified Fast Marching Method (lemma 3.16).



CHAPTER 1

Static Hamilton-Jacobi Equations

In this chapter the theory of static Hamilton-Jacobi equation is established,
along with the concept of viscosity solutions. The first section contains the state-
ment of the problem, and the discussion of a few assumptions, that will be imposed
on the Hamilton-Jacobi equation. We consider equations of the form

H(z,Du(z)) =0, z€qQ, ulon = g,

where H is a continuous, real valued function, which is convex with respect to the
second variable, and fulfills a certain growth condition (coercivity).

In section 1.2, viscosity solutions are considered, special weak solutions of
Hamilton-Jacobi equations, based on which existence and uniqueness results can
be proved.

The Hopf-Lax formula, derived in section 1.3 gives an explicit expression for
the viscosity solution of the Dirichlet problem. Also the role of a compatibility
condition for the boundary data is highlighted.

As a special case, the Hamilton-Jacobi equation

F(z,Du(z)) =1, z€Q, ulag = ¢,

where F' is continuous, convex and homogeneous with respect to the second variable,
will be treated in subsection 1.4.1. We refer to this equation as the Hamilton-Jacobi
equation of Eikonal type. It is further shown, how the methods developed herein
may be applied to exit-time optimal control problems.

1.1. Statement of the Problem

Let © C R? denote a bounded domain (open and connected set). We consider
partial differential equations with Dirichlet boundary conditions of the form

(1.1) H(xz,Du(x)) =0, x€Q, ulon = ¢,

with Hamilton function H : Q x R — R, (z,p) — H(x,p) and boundary value
function g : 02 — R. In the following three subsections, I will precisely characterize
the problem, we are concerned with herein. First, four important assumptions on
the Hamilton function are collected, that underlie the most results throughout the
discussion. Then, I will briefly introduce examples for Hamilton-Jacobi equations.
Finally, a result on Lipschitz domains is quoted, which will enable us to prove the
Lipschitz continuity of solutions of (1.1).

1.1.1. Properties of the Hamilton Function. Most results will require H
to fulfill one or more of the following properties:

(H1) H e€C(Q x RY) (continuity)
(H2) p+~ H(x,p) is convex for every = € Q (convezity)
(H3) H(x,p) — oo for ||p|| — oo uniformly in x € Q  (coercivity)
(H4)

H4) H(z,0) <0 forall z € Q (compatibility)
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Furthermore, a compatibility condition for the boundary data is necessary for the
solvability of the Dirichlet problem (1.1), which will precisely be discussed in section
1.3. For the moment, let g be at least continuous.

The following lemma gives an equivalent characterization of the coercivity of
the Hamiltonian H due to its convexity with respect to p. The quantities «, 3
therein will appear in many estimates concerning the solution of equation (1.1).

LEMMA 1.1: Let Q be a bounded domain and let H fulfill (H1),(H2). Then (HS3)
holds, if and only if there exist real numbers o, B > 0 with

(1.2) H(z,p) = allpll = 8

for all x € Q and p € RY.

ProOF. Property (H3) follows directly from equation (1.2). Let (H3) be ful-
filled, and let M > 0. As H(xz,0) is bounded on €, there is, by (H3), a real number
m > 0 such that H(z,p) — H(x,0) > M for all z € Q, p € R? with ||p|| > m. With
0 <t <1 we obtain from the convexity of H, that

H(z, tp) < tH(z,p) + (1 — ) H(z,0)

and therefore
H(z,tp) — H(x,0)

H(z,p) > ; + H(z,0)
For p € R? with [|p|| > m it is t := o < 1 and it holds, that
M
H(z,p) = — |lpll + H(z,0)

where the last addend is bounded. Defining o := % > 0 we can choose 8 > 0 such
that

M
Ha.p)= M52 )~ = alp] -
holds additionally for p € R? with [|p|| < m. O

Let © be a bounded domain, and assume (H1), (H2) and (H4). Then (H3)
holds, if and only if the convex zero level-sets Z(z) = {p € R?; H(x,p) <0} are
bounded. Loosely speaking, the property (H3) ensures the boundedness of the
gradient Du(z) in (1.1), and yields the Lipschitz-continuity of u (lemma 1.12).

The condition (H4) becomes important in the uniqueness result theorem 1.13 for
solutions of (1.1). Of course, the trivial equation, where H(z,p) = 0 has infinitely
many solutions, while an equation, where H(z,p) > 0 for some 2 and all p € R?,
would not admit any solution.

Condition (H4) could be weakened. It is sufficient, if there exists a smooth
sub-solution of the Hamilton-Jacobi equation, that is to say, a function ¢ € C1(Q)
with H(x, Dy(x)) < 0 on Q. Provided that (H1)-(H3) are satisfied, the Hamilton
function, defined by H(z,p) = H(x, Dp(x) + p), fulfills assumptions (H1)-(H4). If
4 is a solution of ﬂ'(ac7 Du) =0, with @ = g — ¢ on the boundary, then u = @ + ¢
is a solution of the Dirichlet problem (1.1).

1.1.2. Examples of Static Hamilton-Jacobi Equations. A famous exam-
ple is, with H(z,p) = ||p|| — f(x), where f € C(Q), and f > 0 on , the Eikonal
equation

[Du(z)|| = f(z), =€, uloa=g.
Physically the solution u(xzg) at o € Q can be interpreted as the shortest time
needed to reach the boundary 09 from z(, with an underlying speed 1/f(z) de-
pending only on the position x (here typically ¢ = 0). If f = 1, the (viscosity)
solution is the distance function from 0, u(x) = dist(x, ON).
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The computation of shortest traveltimes in an anisotropic medium, or on man-
ifolds leads to the generalized Eikonal equation

(Du(x), M(z)Du(z)) = f(x), x€Q, ulaq = g,

where M (z) is a symmetric, positive definite matrix for every z € Q. In some
applications, initial values will be provided on a closed (and non-empty) subset
I' € © (which can be a curve, or a finite set of points, etc.) and the boundary
condition will be dropped, in order to, for example, compute the distance function
from a single point or from a curve on a manifold.

A further important example is the Hamilton-Jacobi-Bellman equation

21618{<—f(x,a),Du(x)) - l(x,a)}, T € Qv U"BQ =9,

which arises in optimal control problems involving restricted state spaces and exit-
times. Here f(z,a) is the speed function of the controlled dynamical system, and
I(z,a) describes a running cost. The dynamical system is to be controlled in such
way, that an associated cost functional takes its minimal value. The given examples
of Hamilton-Jacobi equations will be discussed in more detail in section 4.1.

1.1.3. Lipschitz Domains. For our main results, we will always require €2
to be a Lipschitz domain, i.e. 992 to be locally the graph of Lipschitz-continuous
mappings. This is means no considerable restriction on the computational domain,
as we even need to triangulate 2 for our discretization.

DEFINITION 1.2 (] , A 6.2])): A bounded domain Q2 C R? is called a Lipschitz
domain, if 9Q can be covered by finitely many open sets U, ... U*, such that
OQ N U’ is the graph of some Lipschitz-continuous mapping for j = 1,...,k and
that QN U7 lies on one side of this graph.

A more formal definition can be found in | , A 6.2]. We need the following
property of Lipschitz domains.
LEMMA 1.3 (] , Lemma 8.4]): Let Q C R? denote a Lipschitz domain. Then

there is a constant Cq > 0 depending only on Q, such that for each two points
x,y € Q there exists a curve £ € C*([0,1]; Q) with £(0) =z, £(1) =y, such that

“e = / e ae<[€] < ca-lly—al

Especially convex domains €2 are Lipschitz domains, where every two points z,y € 2
can be connected by the straight line £(¢) = = + t(y — x) for t € [0,1]. Thus, for
convex domains, the lemma holds with Cq = 1.

1.2. Weak Solutions and Viscosity Solutions

Partial differential equations, in general, require an adequate concept of weak
solutions, based on which existence and uniqueness results can be shown. The
problem (1.1) (with additional compatibility assumptions on the boundary values)
admits a locally Lipschitz-continuous weak solution u, which satisfies the Hamilton-
Jacobi equation in all points, where u is differentiable. However, this notion of weak
solutions lacks in uniqueness, as an example in the next subsection teaches.

The adequate concept is the concept of viscosity solutions, where solutions are
obtained by considering limits of solutions of the diffusive equation H(z, Du.(z)) =
€ - Aue(x) , as € vanishes. In 1981 Crandall and Lions proposed a definition of vis-
cosity solutions, where the differentiation is done by means of smooth test functions
through partial differentiation. We follow this approach, and discuss consistency,
uniqueness and stability of viscosity solutions. An existence result is subject of
section 1.3.
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1.2.1. Weak Solutions. Let O C R? be a Lipschitz domain and let H :
Q xR? — R be at least continuous. Let v : Q — R be locally Lipschitz-continuous.
According to Rademacher’s theorem wu is differentiable almost everywhere in .
Such a function w, which fulfills the Hamilton-Jacobi equation

(1.3) H(z,Du(x)) =0, z€Q

where it is differentiable, is called a weak or generalized solution of (1.3). It is called
a weak solution of the Dirichlet problem (1.1), if it additionally fulfills

(1.4) u(y) =g(y) for ye .
ExXAMPLE 1.4: Consider the scalar Eikonal equation
(1.5) W' (z)]—1=0 in |]—1,1], u(-1)=wu(l)=0

This problem has no classical solution u € C([—1,1]) (by the theorem of Rolle,
such a function v had a critical point £ €] — 1,1], in contradiction to |u/| = 1 on
] —1,1[). However, the functions u,, defined by

1 1
wo(e) =1 ol w(@) = 5~ |

-5 Gen

—uj-1(z)

are all weak solutions of (1.5).

The fact, that even in this simple example there are infinitely many weak
solutions, seems unsatisfactory. Interpreting equation (1.5) as Eikonal equation for
the first arrival time at x of a signal emanating from the boundary with constant
speed 1, the function ug(x) = 1 — |x| would be the solution of choice. As it turns
out later on, ug is characterized as the unique viscosity solution of (1.5).

1.2.2. Definition of Viscosity Solutions. We will now introduce the notion
of viscosity solutions for static Hamilton-Jacobi equations and collect some of their
fundamental properties. This notion originates from the paper | | of Crandall
and Lions in 1981, where in particular existence and uniqueness of viscosity solu-
tions of the Cauchy problem for Hamilton-Jacobi equations were proved. Based on
the following definition, we will be able to derive existence and uniqueness results
for viscosity solutions of the Dirichlet problem (1.1).

DEFINITION 1.5 (] ): On an open domain Q C R? let u € C(Q). u is called
a viscosity sub-solution of (1.3) if, for any ¢ € Cg°(Q),

H(zg, Dp(x0)) <0

provided that u — ¢ attains a local maximum in xo € .
u s called a viscosity super-solution of (1.3) if, for any ¢ € C§°(Q),

H(xg,Dy(x0)) >0

provided that u — ¢ attains a local minimum in xg € ).
Finally w is called a viscosity solution of (1.3), if u is a viscosity sub-solution
and a viscosity super-solution of (1.3) in union.

As stated by theorem 3.1 in | ], viscosity solutions may be obtained as
uniform limits of smooth solutions of

H(xz,Duc(x)) =€ Auc(z) in Q

as € — 0. Similar equations appear in fluid mechanics, where € > 0 quantifies the
fluid viscosity. Indeed the diffusive term on the right-hand side has a smoothing
influence on the solution u. The method of gaining viscosity solutions of Hamilton-
Jacobi equations by adding a small diffusive term is also referred to as the method
of vanishing viscosity (see | D-
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REMARK 1.6: A function u € C(2) is already a viscosity sub-solution (super-
solution) of (1.3), if for all zy € 2 and test functions ¢ € C5°(§2) the inequality
H(zg, Dp(xo)) < 0(> 0) holds true, provided that zq is a strict local maximum
(minimum) point of u — ¢.

To show this, let, for example, ¢ € C§°(€2) be such, that u — ¢ has a local
maximum in zg € 2. Then u — ¢ attains a strict local maximum in xg, where

P(x) = p(@) + 6 |lz — zo|”
with some § > 0, and moreover Dy(xg) = Dp(zg).

In the definition of viscosity solutions, often C' test functions are considered.
Before we investigate this approach in another remark, let me quote an useful
proposition, borrowed from | ].

PROPOSITION 1.7 (] , Lemma 2.2.4]): Let v € C(Q) and let z9 € Q denote
a strict mazimum point of v in B = B(x,0) C Q. If (vn) C C(Q) converges locally

uniformly to v in §, then there exists a sequence (x,) C B, such that
T, — 29, and vu(x,) > v,(x) Vo € B.

Proor. (From | ].) We take z,, to be a maximum point of v,, on B.
For any convergent subsequence (z,, ) of (z,), we have, by uniform convergence,
Vny (Tn,) — ©(F), where & = limx,, . As vy, (7n,) > v, (2) for all € B, we
deduce v(Z) > v(xp), hence T = xq, as xg is a strict maximum. O

REMARK 1.8: Considering test functions ¢ € C1(Q2) leads to an equivalent charac-
terization of viscosity solutions: Of course C5° () C C*(€2). For the other direction,
let u denote a viscosity solution according to definition 1.5 and let » € C*(f2) be
such, that u — ¢ attains a local maximum in xg € Q. Then u — ¢ has a strict
local maximum in xg, where ¢ is constructed as in the last remark. There is a
sequence (¢n)n C C§°(€2), such that ¢, — ¢ and Dy, — D¢ uniformly in some
neighborhood U of xy (such a sequence may be obtained by mollification of ¢ and
multiplication with a smooth cutoff function, which equals 1 on U). Then by the
last proposition, there exists a sequence of points (z,), C U, such that u — ¢,
has a local maximum in z,, (after passing to a subsequence, if necessary). Since u
is a viscosity sub-solution, H (., D¢, (2,)) < 0 holds. Consequently, by uniform
convergence, H(xo, Dp(xo)) = H(zo, De(x0)) < 0.

1.2.3. Consistency of Viscosity Solutions. In the following, we will in-
vestigate the connection between viscosity solutions and weak solutions. If H is
coercive, then every viscosity solution u is locally Lipschitz-continuous and there-
fore differentiable almost everywhere. A similar result for continuous and coercive
Hamiltonians H on R? x R? and bounded continuous viscosity solutions u : R? — R
can be found in | , Prop. 2.4.1]. The next lemma shows, that the assumption
of the boundedness in [ , Prop. 2.4.1] can be dropped.

LEMMA 1.9: Let H fulfill (H1), (H3). Then every viscosity sub-solution u € C(2)
of (1.3) is locally Lipschitz-continuous.

Proor. (After | , Prop. 2.4.1]). Let 29 €  and let R > 0 be a real
number, such that B(zg,2R) C Q. For each C > 0 the function
oz, y) =uly) = C-lly— 2|
is continuous on 2 x Q. If the constant C' is chosen sufficiently large, then for every

x € B(zg, R) there exists some § € B(zg,2R) with

(1.6) oz, g) = sup  o(z,y),
yEB(z0,2R)
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because of the boundedness of u on the compact set B(zg, 2R).
The point § is then a local maximum of the function y — p(z,y). If § # x, it

follows that ~
H <g, C?ix) <0
9 — ||

as u is a viscosity sub-solution of (1.3), which implies a contradiction to the coer-
civity (H3) of H for large C.

Therefore we can choose C, such that § = « holds for all © € B(xo, R) in (1.6),
and as

p(r,y) < o(z,§ = x)
we finally obtain
u(y) —u(z) <C-lly — .
The last inequality holds for all z,y € B(zg,R). Consequently, u is Lipschitz-
continuous on B(zg, R). O

The following theorem shows the consistency of the introduced concept of vis-
cosity solutions with the familiar notion of classical solutions or weak solutions.
Similar results can be found in [ ] orin | ] (propositions 2.1.3 and
2.1.9).

THEOREM 1.10 (Consistency): Fuvery classical solution u € C1(Q) of (1.3) is also
a viscosity solution. If, vice versa, u € C(Q) is a viscosity solution of (1.3) and if
u s differentiable in xq, then H(xqg, Du(zg)) = 0.

ProOF. If u € C}(Q) is a classical solution, and ¢ € C§°(f2) is such, that
u — ¢ has a local extremum in xy € €, then Du(xg) — De(xo) = 0, and therefore
H(xm D(p(.%‘o)) = H(l‘o, Du(xo)) =0.

If w € C(Q) is a viscosity sub-solution of (1.3), and differentiable in xq, then
there exists a function ¢ € C1(£2), such that u — ¢ attains a local maximum in o
(easy exercise, or see [ , Lemma, p. 544]). In the maximum point xg, we
have Du(zg) = Dy(xq), and by remark 1.8, H(zg, Du(xo)) = H(zo, Dp(x0)) < 0.
Analogously one obtains for a super-solution u, which is differentiable in z¢, that
H(zo, Du(zo)) >0 O

If H is coercive, i.e. if condition (H3) is fulfilled, then every viscosity solution
u € C() of (1.3) is also a weak solution of (1.3), as  is locally Lipschitz-continuous
by lemma 1.9, and satisfies (1.3), where it is differentiable, according to theorem
1.10. In general the converse doesn’t hold true, as the following example teaches.

EXAMPLE 1.11: The function u(z) = 1 — || is a viscosity solution of
(1.7) W' (z)]—1=0 in ]—1,1[, u(=1)=u(l)=0

Anyway, u is a classical solution on the subintervals | —1, 0] and |0, 1], and according
to the last theorem satisfies |u/(x)| — 1 = 0 for z # 0 in the sense of definition 1.5.

Let ¢ € C}(] — 1,1[) and assume 0 to be a local maximum point of u — . Then
there is a § > 0, such that for all  with |z| < § the inequality

(u—@)(z) < (u—1¢)(0)
holds. Therefore, it holds for all  €]0, §[, that

e =) _

and for all z €] — ¢,0[, that
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Thus it is |¢'(0)| < 1, or equivalently |¢'(0)] — 1 < 0, and w is a viscosity sub-
solution of (1.7). One can show in an analogous manner, that u is also a viscosity
super-solution of (1.7).

The function @(z) = 1 — |3 — u(z)| is a weak solution of (1.7) by example 1.4,
but no viscosity solution. To state a reason let § < % in the argumentation above,
such that a(x) = |z| for |z| < 6. If for some p € C'(] —1,1[) the difference function
@ — ¢ had a local maximum in 0, one would conclude |¢'(0)| > 1.

Viscosity solutions are not preserved under the change of sign in equation (1.3).
If, for example, u € C(Q) is a viscosity solution of (1.3), then v = —u is a viscosity
solution of —H (z,—Dv(x)) = 0, but in general u is not a viscosity solution of
—H(z, Du(z)) = 0.

1.2.4. Lipschitz Continuity. In the next lemma it is shown, that under the
assumptions on H, made in section 1.1, every viscosity sub-solution w of (1.3) is
even Lipschitz-continuous. We also require the Lipschitz continuity of u for our
uniqueness result.

LEMMA 1.12: Let Q be a Lipschitz domain and let u € C(Q) be a viscosity sub-
solution of (1.3), with conditions (H1)-(H3) being satisfied. Then u is Lipschitzian
with its Lipschitz constant bounded by gCQ with the constants from lemma 1.1 and
lemma 1.3.

PROOF. Because of lemma 1.9 u is at least local Lipschitz-continuous and there-
fore we have u € W, (Q) (see | , 4.2, Theorem 5]). Besides, u is differentiable
a.e. with its derivative Du equal to its weak derivative a.e. (| , 6.2, Theorem
1]). As w is a sub-solution, it is H(x, Du(z)) < 0 a.e., and thus ||[Du(z)| < g
a.e. in £ by lemma 1.1. Now we can follow the argumentation in the C%!, W1t
embedding theorem (] , Theorem 8.5]). Let u. = @, * u denote the usual
mollification of u with some Dirac sequence of functions . € C5°(R?) (where we
define © = 0 on R \ Q). Let 21,22 € Q, and let £ denote a curve joining z; and x5
as in lemma 1.3. Then:

ue(w1) —ue(w2)| =

[weeraal

IN

[ it Jéw]| a
0

e [ Duc(§O)] - Ca - las = s

N

If € is small enough, we have for all z € £([0,1]), that
[Due(@)]| = [[D(@e * u)(@)[| = [[(pe ¥ Du)(@)]| < | Dul| o -

As u, — w in LP(Q) for every p < oo, there is a subsequence u. converging to u
pointwise a.e., and we obtain for almost all z1,xo € €, that

p
lu(z1) — u(z2)] < —Ca - [l21 — 2] .
The assertion follows, as u is continuous on €. O
Particularly, every viscosity sub-solution of (1.3) is bounded, and possesses a con-

tinuous extension on Q, that is u € C%1(Q), provided that assumptions (H1)-(H3)
are fulfilled.
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1.2.5. Uniqueness and Stability. Finally, the uniqueness of viscosity solu-
tions of the static Hamilton-Jacobi equation (1.1) is a simple consequence of the
following comparison principle.

THEOREM 1.13 (Comparison Principle, | 1): Assume (H1)-(Hj). Let Q C R?
be a Lipschtiz domain and u,v € C(Q) be a viscosity sub-solution and viscosity
super-solution of equation (1.3), respectively. Then, if u < v on the boundary OS2,
we have u < v on .

PROOF. According to lemma 1.12, u is Lipschitz-continuous, and the corre-
sponding result in | ] is applicable. Note that H(z,p) is uniformly continuous
on Q x B(0,R) for every R > 0, hence the continuity assumption in | ] is
satisfied. By assumption (H4), the function ¢ = 0 is a strict sub-solution of 1.3.

Another proof may be found in | , page 82]. Though it does not directly
apply to our case, the argumentation therein is much more elaborate, and easy
to follow. It is not difficult to transfer the result to our case, if the Lipschitz
continuity of w is regarded, which holds due to our coercivity assumption. With
that in mind, the continuity assumption on the Hamilton function in [ | can
be weakened. d

As a consequence, if uy,us € C(2) are viscosity solutions of the Dirichlet prob-
lem (1.1), where H satisfies (H1)-(H4), then u; = us. This result only holds true
for bounded sets 2. Consider for example the problem

[Du(z)|| =1 on R\ {0}, u(0) =0,

which has the two viscosity solutions u;(x) = ||z|| and us(z) = — ||z|| (which are
even classical solutions). Also the compatibility assumption (H4) is necessary: The
functions u; o(x) = £(1 — (x, x)) are viscosity solutions of

[Du@)]| = 2|[z]| on Q, ulsq =0,

with Q = B(0,1).

The comparison principle stated above not only shows, that, if the Dirichlet
problem has a viscosity solution wu, it is actually unique, it also yields the continuous
dependence of the solution on the boundary values as a simple corollary:

COROLLARY 1.14: With the assumptions from the theorem let u and v be a viscosity
sub-solution and super-solution, respectively. Then

sup(u —v)" < sup(u—v)*
a 0
PROOF. Apply theorem 1.13 to u and ¥ = v + supyq (u — v)*. O

If both u and v are viscosity solutions, we can interchange the roles of v and v in
the above argumentation, and obtain:

CoroLLARY 1.15 (Continuous Dependence on the Boundary Data): Under the
same assumptions let u; € C(Q2) be viscosity solutions of

H(xz,Du;(z)) =0, z€Q, uloq = gi,
fori=1,2. Then

sup [up — uz| < suplgr — gol
Q o0

The following theorem shows the stability of viscosity solutions with respect to
the locally uniform convergence of continuous functions.
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THEOREM 1.16 (Stability, [ , Prop. 2.2.2]): Forn € N let u,, € C(Q) denote
a viscosity solution of

Hy(z, Dup(z)) = 0,  zel
If up, — u, H, — H uniformly on compact subsets of Q and Q x R?, respectively,

then u is a viscosity solution of H(x, Du(z)) = 0.

ProOF. (From | ].) According to remark 1.6, let x¢ be a strict local
maximum point of u — ¢, with some test function ¢ € C§°(Q2). There exists some
N € N and points z, € 2, such that u, — ¢ has a local maximum in z,, for
n > N, and z,, — x (see proposition 1.7). As u,, is a viscosity solution, we have
H,(xn, Do(x,)) <0, and because of

| Hp (2, Dp(n)) — H(zo, Dp(x0))| <
|Hy (2, Do(xy)) — H(xn, Do(x,))| + |H(2n, Do(x,)) — H (w0, Do(0))|,
we obtain 0 > H,(x,, Dp(z,)) — H(zg,Dy(xg)). A similar argument proves,
that u is also a super-solution. O

1.3. The Hopf-Lax Formula

Making certain assumptions on the Hamiltonian H, one can explicitly state
an expression for the viscosity solution u of the Dirichlet problem (1.1). Similar
formulas were proposed by Lax in | ] and by Hopf in | ], e.g. for the
Cauchy problem

dwu(z,t) + H(Opu(x,t)) =0 in RY x [0,T]
u(z,0) = uo(x),

where the viscosity solution is given by the formula of Lax

ula,t) = inf, {uo(y) L tH* (x ; y) } ,

provided that H is convex and coercive, and ug is a bounded, uniformly continuous
function on R?. Here H* denotes the convex conjugate of H, defined by

H*(q) = S;lﬂgl{@m —H(p)}.

In the following, I derive a variational formulation of the viscosity solution of
(1.8) H(z,Du(x)) =0, x€Q, ulaq = g,

which I refer to as the Hopf-Laz formula, and show in this way the existence of
viscosity solutions of the Dirichlet problem. While the formula and the existence
theorem are also contained in | ], its proof is omitted therein, as the author
considers the result a “trivial extension” of the case, where H(z,p) = ||p|| — f(x)
(the Eikonal equation). Contrary to the approach in [ ], the whole discussion
will be based on the convex support function, which will be introduced in the next
subsection, and not on the convex conjugate of H, which bears several advantages.
For example, the conjugate needn’t be finite on Q x R?. Moreover, a weaker duality
correspondence between the Hamilton-Jacobi equation and the characterization by
means of the support function can also be obtained with the help of convex sepa-
ration theory (lemma 1.20). Viscosity sub-solutions can be concisely characterized
by a variational inequality (lemma 1.23). The maximal sub-solution is also a super-
solution, and therefore a viscosity solution (lemma 1.24). Final consequences are
the Hopf-Lax formula, the existence theorem, and the compatibility condition for
the boundary values, a necessary and sufficient condition for the solvability of the
Dirichlet problem (1.8).
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1.3.1. The Support Function of the Zero Level-Set. By definition 1.5,
u € C(Q) is a viscosity sub-solution of (1.3), if for every z € Q and ¢ € C§°(Q),
such that u — ¢ has a local maximum at x, it holds that

p=Dy(z) € {peR?; H(z,p) <0},

that is p = Dy(x) belongs to the zero level-set Z(z) of H at x. The set of such vec-
tors p forms the super-differential DV u(z) (| , Lemma 2.1.7]), and we could
express the sub-solution property equivalently as DT u(z) C Z(x). The convex
support function p : Q x R4 — R, defined by

1.9 T,q) = max ,q) = max ,q)
(1.9) pl.0) H(z=p)SO<p ? {pERd;H(ryp)SO}@ 9

provides a description of the half-spaces, which contain the zero level-set of H. Note
that by assumptions (H1)-(H4), the zero level sets of p — H(x,p) are non-empty
compact and convex sets, with an non-empty interior for € Q. Hence, for every
r € Q, g € R? there exists a p € R? with p(z,q) = (p,¢) and H(x,p) = 0. Moreover,
p € R? belongs to the zero level-set of H at z, if and only if

(p.q) — p(z,q) < 0 for all ¢ € R

(which follows from a convex separation theorem, compare lemma 1.20).

But before we come to the characterization of viscosity solutions by means of
the support function in lemma 1.20, we collect some important (and maybe obvious)
properties of p in the following two lemmas. At first, the dependence on the state
variable is ignored, and the partial function g — p(z, q) is examined for every € Q.

LEMMA 1.17 ([ , Lemma 3]): Let (H1)-(H4) be satisfied. Then for every
x €Q, and q,q1,q2 € R?, the following properties hold:
(1) p(x,q) >0 (non-negativity)
(2) p(x,tq) =tp(z,q) for allt > 0 (positive homogeneity)
(3) plz,q1 + a2) < plz,q1) + p(x, g2) (subadditivity)
And if H(x,0) < 0, we have additionally,
(4) p(z,q) =0=q=0 for all ¢ € R? (definiteness)
For every x € Q and q € R?, p fulfills the estimate

o) < Zlal

with the coercivity constants o, B from lemma 1.1.

PrOOF. (From | ].) As H(z,0) <0, it is p(z,q) > (0,q) = 0. If even
H(z,0) < 0, there exists a real number § > 0, such that H(z,p) < 0 for all
p € B(0,0). Consequently,

p(z,q) > sup (p,q) =0 lq|l
p€eB(0,0)

The homogeneity and subadditivity are immediately obtained from the definition
of p. By lemma 1.1,

{peR?; H(z,p) <0} C {peR’; allp| <5}
and therefore p(z,q) < max, |y <g (P, q) = g llql|- O

If, for = € Q, the Hamilton function H is symmetric with respect to p, that is
H(z,p) = H(z,—p) VpeR’

then ¢ — p(z,q) is even homogeneous, and therefore defines a semi-norm on R¢,
and a norm, if H(z,0) < 0.



1.3. THE HOPF-LAX FORMULA 11

For every = € § the partial function ¢ — p(x,q) is convex by properties (2)
and (3), hence continuous on R? ([ , Corollary 10.1.1]). The continuity with
respect to the state variable of p(z, q) is to be investigated in the following lemma.

LEMMA 1.18 ([ , Lemma 3]): Let (H1)-(H4) be satisfied. Then p € C(QxR?).
If even H(x,0) < 0 on §, then p € C(Q x RY).

ProOOF. (From | ].) For 2y € Q, the continuity of p will be proved by
separately showing its upper and lower semi-continuity. As it turns out, p is upper-
semicontinuous on €, and lower semi-continuous in zg € Q, if H (z0,0) < 0. Let
q €RY x5 € Q and (z,)nen C Q be a sequence converging to .

In order to prove the upper semi-continuity let (z,, )xen be a subsequence, such
that

P( Ty @) = (Pny,> @) — limsup p(z,, q)

n—oo
for k — oo, where p,,, is a maximizing argument with H(z,,,pn,) = 0. As (Dn, )keN
is a bounded sequence by (H3), we can assume without loss of generality that there
exists a pp € R? with p,,, — po for k — oo. We obtain H(xg,pg) = 0 and therefore
limsup p(zn, q) = (po, @) < p(z0,q).

n—oo
For the upper semi-continuity, we require H(zg,0) < 0. There is a maximizing
po € R with p(xg,q) = (po,q) and H(zo,po) = 0. We extract a subsequence, such
that p(zn,,q) — liminf, . p(zn,q) and below, construct a sequence p,, — po
with H(2n, ,pn,) < 0. With it in hand we conclude

liminf p(z,,q) = lim p(xn,,,q) > Um (p,,,q) = (po,q) = p(z0,q).
n—oo k—oo k—oo

We can assume, that either always H(x,, ,po) < 0 or always H(x,,,po) > 0. In the
first case we simply take p,, = po. In the second case, since H(x,,,0) < 0, there
isa Ay, € (0,1) with H(zp,, An,po) = 0 and we take p,, = A\, po. We can assume
that there exists a real number Ag € [0, 1] with A,, — Ag. Passing to the limit in

0= H(xnm)‘nkpo + (1 - )‘nk)o) < )‘nkH(mnmpo) + (1 - )\nk)H(mnk’O)
yields 0 < (1 — A\g)H (20, 0) which, by H(zo,0) < 0, implies Ag = 1 and p,,, — po.

The assertion follows from [ , Theorem 10.7], where it is proved, that
a function of two arguments, which is convex in the first, and continuous in the
second argument, it jointly continuous in both arguments. U

Let me remark, that p may fail to be continuous in some boundary point
x € 09, where H(z,0) = 0. Consider for example the function

H(z,p) = max(|p| — 2,z (p—1))

on 2 x R, where Q = (0,1) C R. Conditions (H1)-(H4) are obviously satisfied, and
denoting by Z(z) = {p; H(x,p) < 0} the zero level-set of H at x, we have

2(x) [—2,2], forz=0
xT) =
[-2,1], forz>0

Consequently, p(0,1) = max p = 2, and p(x,1) =1 for > 0, and thus
—-2<p<

1 =liminf p(1/n,1) < p(0,1) = 2,

n—oo
hence © — p(z, 1) fails to be lower semi-continuous in g = 0.
If H(z,0) < 0on Q, then p(z,q) > 0 on Qx S%! by lemma 1.17. Consequently,
by homogeneity, p(z,q) is also bounded from below by a multiple of ||¢||. For our
convenience, let me summarize the estimates on p in the following corollary.
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COROLLARY 1.19: Assume (H1)-(H3) and H(x,0) < 0 on Q. Then there are num-
bers p«, p* > 0, such that

p«llall < plx,q) < p* [l
for all x € Q, q € R
Denoting by Z(x) the zero level-set of H, p, and p* can be chosen as the radii

of the largest disk with B(0, p.) C Z(z) and the smallest disk with B(0, p*) 2 Z(x)
for all x € €, respectively. For the Eikonal equation, for example, where H(z,p) =
Ipll— f(@), with f. < f(x) < f*on Q, itis p(z,a) = f(2) lall, and p. = fu, p* = f.

As initially mentioned, we use the convex support function in order to describe
the zero level-sets of H. The following result makes use of a convex separation

theorem. For the proof, we refer the reader to | ]

LEMMA 1.20 ([ , Lemma 9)): Assume (H1)-(H4). Then for allz € Q, p € R¢

> >

|g1‘ﬁ:}i{<pﬂ> p(z,q)} (<) 0 <« H(z,p) (<) 0

Proor. (In [ ] the case is considered, where instead of (H4), we assume
H(x,0) < 0 on Q. With this weaker compatibility condition only one direction
“=" can be proved.) Let x € , p € R? and let Z(z) = {p €RY; H(x,p) < 0}
denote the zero level-set of p — H(x,p). Because of | , Theorem 13.1], we
have p € Z(z) if and only if (p, q) < p(z,q) for all ¢ € R? and p € int(Z(x)) if and
only if (p,q) < p(x,q) for every ¢ € R%\ {0}. O

As a simple consequence of lemma 1.20, u is a viscosity solution of (1.3), if and
only if w is a viscosity solution of

(1.10) max {(Du(x),q) — p(z,q)} =0.

The advantage of this representation is, that we have resolved the Hamilton-Jacobi
equation H (z, Du) for Du, so to speak. Integrating this relation along a curve will
yield the formula for w.

1.3.2. The Optical Distance. From now on let 2 denote a Lipschitz domain.
A viscosity sub-solution u of H(z, Du(z)) < 0 is Lipschitz-continuous by lemma
1.12, and therefore differentiable almost everywhere. By lemma 1.20, we have

(Du(),q) < p(x, q) for all g € RY

a.e. in Q. Assume for a moment, that u is C', such that the above inequality holds
for all € Q. Then the integration along a curve £ € C*°([0,1]; Q?) yields
1

u(w) ~uly) = | (Dutev), ) dt < | ot~y

0 0
where = £(0) and y = £(1). According to lemma 1.3, every two points z,y €
can be joined by a smooth curve with its derivative bounded by a multiple of the
distance ||z — y||. The optical distance of x and y is defined by

1
(1) o) =it { [ pleo).~éw)ats

¢ €C™(0,1;9) with £(0) = #,£(1) = y}.

Based on lemma 1.20 it will be shown later on, that u is a viscosity sub-solution
of (1.1), if and only if u(x) — u(y) < d(z,y) for all z,y € €, which generalizes
the above argument to not necessarily differentiable viscosity solutions. First, we
collect some properties of § : 2 x  — R in the following lemma.
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LEMMA 1.21: Assume (H1)-(H4) and Q a Lipschitz domain. Let z,y,z € Q. Then
(1) é(z,y) > 0 (non-negativity)
(2) 6(z,y) = 0=z =y (definiteness)
(3) d(z,y) < d(x,2) + d(z,y) (triangle inequality)

Additionally, we have

p
6(z,y) < ECQ |z =yl
with the constants from lemma 1.1 and lemma 1.3.

PROOF. As p(z,q) > 0 on Q x R?, we have 6(z,y) > 0 for all ,y € Q. Since
p is positively homogeneous, the value of the integral L(§) = fol p(&(L), —£(t)) dt in
(1.11) is independent of the choice of parametrization of £, as long as the direction
from x to y is preserved.

Let x,y,z € Q and let 1, € C*=([0,1];2) be curves, which join z, z and z, y
respectively. The curve £(t) defined by £(t) = n(t) for 0 <t <1, &(t) = ((t —1) for
1 <t <2 joins z and y, and has the optical length L(§) = L(n) + L(¢). Thus

0(z,y) < d(m,2) +6(z,y).

(In fact the compound curve £ = 5V ¢ is not C* on [0, 2], but one could substitute
¢ by the mollified curve & = @, * £, where ¢ is extended to R by £(¢t) =z for t <0
and £(t) = y for ¢t > 2, and let ¢ — 0. We could also have defined ¢ with joining
curves £ € W1°°[0, 1] instead of C*°.)

If x # y, consider some neighborhood B(z,¢) of x with y ¢ B(x,¢) and
B(z,¢) C Q. Because of lemma 1.17 there is a real number ¢ > 0 such that
p(z',q) > c for all 2’ € B(x,¢) and ¢ € R? with ||q]| = 1. Hence for every curve
& € C*>([0,1]; Q) joining x and y, we have L(£) > ce and thus d(x,y) > ce.

By lemma 1.3, there is a curve & € C*([0,1];Q) joining x and y, with its
derivative bounded by Cq ||z — y|. From lemma 1.17, we finally get

) < Zing{ [ ¢ ar} < Scate -l

where the infimum is to be taken like in (1.11). Of course, if the line segment
&) =x+t(ly—x), for 0 <t <1 lies entirely in €2, we have

Say) < g p(E()—) < 5oyl
0

In general, § will not be a symmetric in its two arguments, unless H (and
therefore p) is symmetric with respect to p for all € Q. Under the assumption of
this symmetry,  defines a metric on ).

Let z,y,2',y’ € Q. Then we have

6(xa y) - 5(‘%/, yl) = 6(xa y) - 6(xla y) + 5(£E/, y) - 5(1'/7 y/)
(z,2") + 0y, y)

B
5 Cale ="+ 1y = y'll)

IN

IN

Thus 6 is Lipschitz-continuous, and may be extended on Q x Q. This extension will
also be denoted by ¢ in the following. By continuity, assertions (1), (3), and the
estimate on d(x,y) in the last lemma are valid for all z,y,z € Q. In view of (H4),
the definiteness may fail for points x,y on the boundary 0f2.

As the following example shows, § is the difference metric obtained from p, if
H(z,p) does not depend on the state variable.
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EXAMPLE 1.22: If H(x,p) = H(p) does not depend on the state variable, then also
p(x,q) = p(q), and if the segment [x,y] C Q, then §(x,y) = p(z — y).
Defining £(¢) = x + t(y — =) shows, that

5a,y) < / p(—€(t)) dt = / Pz —y)dt = plz — ).

On the other hand, if £ € C*°([0,1]; Q?) is some path, joining x and y in Q, we infer
from Jensen’s inequality, that

[ o-cparz o~ [ &) =pe -
as p is convex by lemma (1.17).

1.3.3. A Variational Inequality. Viscosity sub-solutions can be character-
ized by a variational inequality, based on the distance function, introduced in the
last subsection. Factually, the inequality provides a more accurate Lipschitz bound
for sub-solutions of Hamilton-Jacobi equations than the lemma 1.12. The charac-
terization is one of the main results within this section, and will directly lead us to
the Hopf-Lax formula and the existence theorem.

LEMMA 1.23: Assume (H1)-(H{) and Q a Lipschitz domain. Then u € C(Q) is a
viscosity sub-solution of (1.3), if and only if

u(z) —u(y) < 6(z,y)
for all x,y € Q.

PROOF. Let u € C(Q2) be a viscosity sub-solution. Then w is locally Lipschitz-
continuous by lemma 1.9, and therefore u € Wlifo (Q). Moreover, u is differentiable
a.e., and its derivative Du equals its weak derivative (a.e.). From theorem 1.10

(consistency of viscosity solutions) and lemma 1.20, we infer
(1.12) (Du(z),q) < p(x,q) VqeR?

almost everywhere in (2.
Now let xg,yg € Q and let a > 0 be a positive real number. Then by the
definition of J, there is a curve £ € C*°([0, 1]; ), joining x¢ and yo, such that

1
5(z0,40) < /0 pE(t), —€(1)) dt < 50, 10) +

Next, let (¢c)e=0 be a Dirac sequence of functions ¢, € C5°(R?), and let u, =
©e * u denote the mollification of of u (where we set u(x) =0 for z & Q). Let € be
small enough, such that dist(£([0,1]),99) > e.

For = € Q. (that is the set of all z € Q with dist(x,0Q) > €), one obtains by
partial integration,

(Duc(z).q) = /Qsoe<x—y><Du<y>,q> dy < / welz — y)o(y, q) dy

pe(z,q),

where we used (1.12). Here p. denotes the mollification of p with respect to the
state variable. It holds for x € €., that

IN

pe(z,q) — p(r,q) = /Q ve(z —y) (p(y,9) — p(x,q)) dy

IN

sup  (p(y,q) — p(z,q)) .
yEB(x,€)
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Consequently, by the continuity of p, we have for small enough €

pe(£(1), =€(1)) — p(&(t), =£(1)) < @
for all ¢ € [0,1]. Hence,

ue(zo) — uc(yo) =

IA

INA
$
§

p(& (1)) dt + «
S (anyo) +204

and € — 0 yields u(zg) — u(yo) < d(xo,y0) + 2.
In order to prove the other direction, let u € C(Q) fulfill

u(@) —uy) < 6(z,y)

for all z,y € Q. We will now show, that u is a viscosity sub-solution of (1.3). For
that purpose, let zy € Q and ¢ € C5°(£2) be a function, such that v — ¢ has a local
maximum in 2. Then there exists some neighborhood B(xg, ) of o in Q with

o(xo) —p(z) < u(zg) —u(z) Ve B(xo,r)

For ¢ € R? with ||q|| = 1, we consider the curve ¢(t) = zo — tq with tangent —g.
Since

u(wo) — u(€(R)) < 8(wo, () < / plE(t). q) dt

for h < r and as &(h) € B(xg,r) for such h, we obtain

h
PE) —plet) < [ olewraar
Division by h on both sides and taking the limit h — 0 yields

—<D¢(x0),é(0)> < p(z0,9)

because of the differentiability of po and because of the continuity of p (see lemma
1.18). Consequently, as ¢ was chosen arbitrarily,

jnax {{Dy(z0),q) — p(zo,q)} <0

and therefore H(xo, Dp(zg)) < 0 by lemma 1.20. O

In the proof of | , Theorem 5.1, part (iv)], Lions showed by a similar
argument, that every sub-solution u € W1°°() of the Eikonal equation, that is
[[Du(x)| < f(x) a.e., fulfills the estimate in lemma 1.23. However, Lions did not
incorporate the Lipschitz continuity of u, shown in lemma 1.12. The proof of the
sufficiency of the inequality was inspired by the proof of [ , Proposition
3.2.8], where it is shown, that the value function of an infinite horizon optimal
control problem is a viscosity solution of the associated Hamilton-Jacobi-Bellman
equation Au + H(z, Du) = 0.
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1.3.4. The Maximal Sub-Solution. The next lemma shows, that a maxi-
mal sub-solution u of the Dirichlet problem, H(xz, Du) = 0 on , and © = g on 90€,
is already a viscosity solution.

LEMMA 1.24: Assume (H1), and let g € C(092). We denote by
S={veC(); H(z,Dv(z)) <0 in the viscosity sense, v < g on OQ}

the set of viscosity sub-solutions. If u € S is such, that u > v for allv € S, then u
is also a viscosity super-solution, and therefore a viscosity solution of H(x, Du) =0
with w < g on the boundary.

PROOF. The argumentation in | , Proposition I1.2.1 (¢)] applies directly
to our case. I will briefly sketch the idea. Let xy be a local minimum of u — ¢,
where ¢ € C5°(£2), and suppose by contradiction, that H(xo, De(z¢)) < 0. Then
there is some dy > 0, such that

u(zo) — @(x0) < u(x) —p(x) for all x € B(xg,d) C Q.

Consider the function w € C*(QQ), defined by
1
w(z) = p(a) = o = ol* + ulwo) — o) + 5%,

where 0 < § < §p. One easily verifies, that w(zg) > u(zg), and w(z) < u(x) for
all x, such that ||z — zg|| = 6. For small enough ¢, it is shown by a local uniform
continuity argument, that H(z, Dw(z)) < 0 on B(xg,d). Then

o(x) = max(u(x),w(x)), for xz € B(xog,0d)
) u(=), for x € Q\ B(xo,6)
defines a (continuous) sub-solution v € S with v(z¢) > u(zo) in contradiction to
the optimality of u. O

The last two lemmas lead to a formula for the viscosity solution of (1.1). Let
v € C(Q) denote a viscosity sub-solution of the Dirichlet problem with v < g on the
boundary. From lemma 1.23 we infer, that
v(z) < g(y) +6(z,y)
for all y € 0Q.
Now, let u : 2 — R be defined by the Hopf-Lax formula,

(1.13) u(x) = min {g(y) +d(z,y)}-

By construction, © < g on 0f), and v < u for every v as considered above. If u
itself was a sub-solution, then, by the last lemma, it would actually be a viscosity
solution of H(x, Du) = 0 with u < g on 0. To see this, let y, denote a minimizing
argument for some point = € Q, that is u(x) = g(y«) + 6(z,y«). Then

u(z) —u(@) < (9(y:) +0(2,9.)) = (9() +3(w,9)) < (2 2),

and accordingly, u fulfills the Lipschitz condition in lemma 1.23, and is indeed a
sub-solution.

Moreover, the boundary condition is fulfilled, if and only if u > g on 92, that
is

i >
min {g(y) +(z,y)} = (=)

for all x € 9. This yields the following condition on g
(1.14) 9(x) —g(y) < d(z,y) Va,y €09,

which we refer to as the compatibility condition for the boundary data.
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1.3.5. The Existence Theorem. As a final result in this section, we obtain
the existence theorem for viscosity solutions of the Dirichlet problem. A similar
result (without a rigorous proof) is | , Theorem 5.3].

THEOREM 1.25: Assume (H1)-(H4), Q a Lipschitz domain and g € C(02). Then
a Lipschitz-continuous viscosity solution of (1.3) with u < g on 9§ is given by

u(z) = min {g(y) +6(z,y)}, @€

The Dirichlet boundary condition uw = g on 02 is fulfilled, if and only if the com-
patibility condition

g9(x) —g(y) < é(x,y) Vr,y € 0Q
for g holds.

PrROOF. Lemmas 1.23, 1.24 and the last subsection. O

REMARK 1.26: The existence of a viscosity solution can also be proved, if as-
sumption (H4) is replaced by H(x,0) < 0 on Q. To see this, let u, denote
the viscosity solution of H(z, Duc(xz)) = € given by the Hopf-Lax formula. For
some sequence ¢ — 0, the sequence of viscosity solutions (u.) is equi-continuous
(by lemma 1.12), and uniformly bounded (a simple consequence of the Lipschitz-
continuity). By the Arzelad-Ascoli theorem, (u.) contains a uniformly convergent
subsequence. By the stability theorem 1.16, the limit function u is a viscosity solu-
tion of H(x, Du(x)) = 0. As one can show, also in this case, the viscosity solution
u is given by the Hopf-Lax formula. However, p(x, q) is then in general only upper
semi-continuous on Q x R?, as the example after lemma 1.18 shows.

While we were able to state an expression for the viscosity solution wu, the
difficulties in solving the Dirichlet problem (1.1) seem to be only displaced, as it
is not clear how §(x,y) is to be computed. However, the Hopf-Lax formula will be
used to derive a numerical approximation to the viscosity solution of (1.1) in the
following chapter, by solving local, simplified problems.

1.3.6. Compatibility of the Boundary Data. From the last theorem we
know, that (1.1) has a viscosity solution wu, if the compatibility condition (1.14) is
fulfilled. But even the converse holds true, as the following theorem shows.

THEOREM 1.27: Assume (H1)-(H4), let 2 be a Lipschitz domain, and g € C(09).
The Dirichlet problem (1.1)

H(z,Du(x))=0inQ, wu=g ondf
has a viscosity solution u € C(Q), if and only if g satisfies the compatibility condition

(1.14).

PRrROOF. In view of theorem 1.25, only one direction is left to prove. Let u €

C(92) denote a viscosity solution of (1.1). From lemma 1.23 we infer, that
< mi
u(x) < min {g(y) +d(z,y)}
for all = € Q, especially for z € 99, where u(z) = g(z). O

A similar result is already contained in | , Theorem 5.3 (v)]. Lions showed
the necessity and sufficiency of the compatibility condition for the existence of
solutions u € W1°°(Q) of the Eikonal equation, where H(z,p) = ||p|| — f(z).

1.4. Examples, Computation of the Support Function

In this section, examples for Hamilton-Jacobi equations are discussed, and dif-
ferent ways to express the support function p(z, q) are introduced.
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1.4.1. Equations of Eikonal Type. Consider the problem
(1.15) H(z,Du(x)) =0, z € Q, with H(z,p) = F(x,p) — 1,

where F(z,p) fulfills the following properties
F1) F eC(Q2 x RY) (Continuity)

(
(F2) p+~ F(x,p) is convex for every € Q (Converity)
(F3) F(x,tp) =tF(z,p) forallz € Q, pe R4 t >0 (Homogeneity)
(F4)

F4) F(z,p)>0forallz €Q,p#0 (Positivity)
and Q C R? denotes some open set. As easily seen, H(z,p) defined by (1.15) fulfills
the properties (H1)-(H4) and the existence and uniqueness results from the last
sections are applicable.

A function f : R — R, which is non-negative, positively homogeneous and
convex with f(0) = 0 is called a gauge. So for fixed x in Q the function F is a
gauge with respect to p € R?. By assumptions (F2) and (F3),

F(xz,p1 +p2) < F(x,p1)+ F(x,p2)

for all p;, po € R%. Consequently, provided that F(z,p) = F(z, —p) for all p € R¢,
p — F(z,p) defines a norm on R,

Let p : OxR? — R denote the support function of the zero level-set of H(x, p) =
F(z,p) — 1 with respect to p for every z € Q, as defined in equation (1.9). We have

plz,q) = sup (p,q)
H(z,p)=0

=  sup (p,q)
F(IJ)):l

— sup P9
p#0 F(x,p)

So p is the polar function of F' with respect to the second argument and thus F' is
the polar of p (see | , p. 128]):

oy 2D
(1.16) F(x,p) = #18 )

and the Cauchy-Schwarz inequality

(p.q) < F(z,p)-pl(z,q) for all p,q € R?

holds. Polar pairs of gauges qualify as the “best” pairs of functions fulfilling this
inequality, in the sense, that the inequality wouldn’t hold, if one function was
replaced by a lesser one.

ExaMPLE 1.28: Consider the case, where F(z,p) = (p, M(x)p>1/2, (z,p) € Q x R?
and M(z) € R4 is a symmetric, positive definite matrix for every z € €0, that
depends continuously on the state variable x. Let R(x)” R(z) denote the Cholesky
factorization of M (x). By the Cauchy-Schwarz inequality for the Euclidean norm,
we have

(p,q) = (R(x)p, R(z)""q) < |[R(z)p| - ||R(z)""q
with equality, if p = M (z)~!q, and therefore p(z,q) = ||R(x)*TqH = (q, M(x)’1q>1/2.

b

Given a Hamiltonian H : Q x R? — R, we can define a function F(zx,p) by
(1.16). Under certain assumptions, the Hamilton-Jacobi equation (1.3) is then
equivalent to a Hamilton-Jacobi equation of Eikonal type.
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THEOREM 1.29: Let Q denote an open set, and H : QxR? — R fulfill the properties
(H1)-(H3) and H(z,0) < 0 for all x € Q. Then F(x,p) defined by (1.16) fulfills
(F1)-(F4). Moreover u € C(Q) is a viscosity solution of (1.3), if and only if it is a
viscosity solution of

(1.17) F(z,Du(z)) =1, ze€.

PROOF. Letz € Q. By | , theorem 15.1], p — F(z, p) is a gauge function,
as ¢ — p(z, q) is gauge by lemma 1.17. As the supremum in (1.16) may be restricted
to the compact set S, with p(z,q) > 0 for ¢ € S%~!, condition (F4) is satisfied.
As

1
|F'(2,p) = F(y,p)| <llpll sup
lall=1 1 P(@,q)  p(y,q)
for all ,y € Q and p € R, (F1) is fulfilled, as p is continuous on Q x R? by lemma
1.18 with p(x,q) > 0 for all x € Q, ¢ # 0.
From lemma 1.20 we infer, that H(z,p) and F(z,p)—1 have the same sign, and
the related Hamilton-Jacobi equations have thus the same viscosity solutions. [

In theorem 1.29, F' may also be obtained as the gauge function generated from
the convex level-set {p; H(x,p) < 0} (while p is the convex support function of this
level-set). This follows from the theorems 14.5 and 15.1 in | ]. The gauge
function f : R — R generated from a convex set C' containing the origin as an
interior point, is defined to be

f(p) =inf{A>0; pe A\C}.
If C is a symmetric, bounded and convex set containing the origin as an interior

point, then the gauge generated from C' is a norm having C' as its unit circle.

1.4.2. The Eikonal Equation. Let k : R — R denote some norm on R?.
For the Eikonal equation

(1.18) kE(Du(z)) = f(z) in Q, w=g on 09

where f : Q — R is continuous and positive, we have p(z,q) = f(2)k°(q), where k°
denotes the polar of k. The polar of a norm is a norm itself, and the Cauchy-Schwarz
inequality becomes

[(p,a)| < k(p)-k°(a),
by the symmetry of both k£ and k°. With

T
o(z,y) = inf{/o f&@)dt; T > 0 and & € C*(]0,T]; Q) with

§0) =, &(T) =y, k* (¢) < 1on [0,7]}

the unique viscosity solution of (1.18) is given by (1.13), provided that g is com-
patible.

If © is a convex set, and f(z) = 1 is a constant, then 6(z,y) = k°(x — y) by
example 1.22. Then the viscosity solution of (1.18) is given by

u(z) = ynelgé {9(y) +k°(z —y)}.

This relation holds as well for points z of a non-convex set {2, where the segments
joining x to an arbitrary point y € 02 are contained in 2.
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1.4.3. Exit-Time Optimal Control Problems. In the section 1.3, we proved
the existence of a viscosity solution of the Dirichlet problem (1.1) by explicitly stat-
ing an expression for it. The solution u defined by

u(r) = ylenafﬂ {9(y) +d(z,y)}

may be interpreted as the value function of some optimal control problem. For that
purpose, consider the set

A={a:[0,00[— A; a measurable}
of admissible controls, where A = S4~1. For z € Q and a € A we define y, (¢, @) to
be the solution of the state equation

y(t) = —a(t) fort >0, y0)==x

that is y.(t, @) = © — fot a(s)ds and y, (-, «) fulfills the state equation almost ev-
erywhere. We denote by t,(a) the first exit-time of y, (-, ) from

ty(a) =inf {t > 0; y,(t,a) € 00}
(where the infimum over the empty set is +00). One can think of g as the terminal

cost and p as the running cost of an optimal control problem and define the cost
functional by

te (o)
J(z,0) = / pa(s). o) ds +  g(ya(ta(@)))

if t;(a) < o0, and J(z,a) = 400 otherwise. Here for simplicity of notation, y,
denotes the trajectory for the control a. We then have

(1.19) u(z) = irelfAJ(x,a)

for every x € Q. Additionally, if v is defined by (1.19) on Q, we have v = u in
Q and v = g on the boundary 0f2. Hence, by theorem 1.25, v is continuous on
Q, if and only if the compatibility condition (1.14) holds for the boundary data.
Furthermore, u is the viscosity solution of the Hamilton-Jacobi-Bellman equation

max {{a, Du(z)) - p(z,a)} =0

in , as proved in theorem 1.25.

Next, I will show, that the value function of an exit-time optimal control prob-
lem coincides with the solution given by the Hopf-Lax formula of the associated
Hamilton-Jacobi-Bellmann equation. For that purpose, let A denote a compact
subset of R™, and

A={a:[0,00[— A; o measurable}
the set of admissible controls. Let f : R¥ x A — R? and [ : R? x A — R be
continuous functions, such that, for all z,y € R%, a € A:

(1.20) 1f(z,a) = f(y,a) < Lygllz—yl

(1.21) [z, a) =l(y,a)] < willlz—yl)

with a Lipschitz constant Ly > 0 and a modulus of continuity w;, and assume
further, that

(1.22) 1 <l(z,a) < M with some M > 0.

Let g € C(0N2) with g > 0 denote the terminal cost, where 2 is a Lipschitz domain
(R9\ € is our target set). Let me remark, that the rather strong assumptions were
chosen in order to match the requirements in | ]. Tt would suffice, if I and
f were defined on Q x R?, with the above assumptions. The more general results
in | | include cases, where the computational domain is unbounded.
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We denote by y.(t, a) the solution to the state equation

(1.23) §(t) = Fy(t),alt) fort>0, y(0) =z
for some given o € A and z € R?, in the sense that y,(-, ) fulfills the integral

equation
=x+ / [y

and solves (1.23) almost everywhere (by [ , theorem II1.5.5], the integral
equation has a unique solution y,(t,«) on [0, oo], Wthh is, of course, absolutely
continuous). We will further assume, that there is a number r > 0, such that

(1.24) meaj(<—f(x,a),p> > r forallz e R? pe st
a

(a controllability assumption, which ensures, that from every point z € Q we can

reach the boundary with some trajectory y. (¢, «) under an appropriate control. Of

course, (f, A) is small-time controllable in the sense of | , definition IV.1.1]).
As easily seen, the Hamilton function defined by

(125) H(‘T7p) :Igleaj({<*f(xaa)ap> 7l(xaa)}

fulfills the properties (H1)-(H4) on page 1. With the cost functional

te ()
J(z,0) = / (s, 0).a(s)ds +  glum(ta(a).a)),

let the value function v be defined by

v(xz) = érelf J(z, ), z€.
We obtain the following lemma.
LEMMA 1.30: Assume (1.20)-(1.24) and g > 0. If g fulfills the compatibility condi-
tion (1.14), then the value function v is the unique viscosity solution of
(1.26) H(xz,Dv(z)) =0, z €, vloa =9,
and hence coincides with the solution u given by the Hopf-Lax formula (1.13).
PrOOF. We have u < v by | , theorem IV.4.2] and u > v by | ,

theorem IV.4.1]. For the application of the quoted results, let me remark, that u
can be extended to a Lipschitz-continuous function on R? by

_ . B d
= =z - R\ Q
o) = mip {0 + CoZ o =1} weRT\0
by the estimate on ¢ in lemma 1.21. The uniqueness follows from theorem 1.13. O
Particularly, all points = € €2 are reachable by the backward system y = —f(y, )
from the boundary 02, and v is Lipschitz-continuous on 2.

The Hamilton-Jacobi equation (1.26) with H being defined in (1.25) is equiva-
lent to the equation F'(z, Dv(x)) = 1 with

F(z,p) = r;leaj({< z,a)"" f(z,a),p)},
where F' has the properties (Fl)—(F4) Let
Sy ={-l(z,a) " f(z,a); a € A}
denote the speed profile at x. Then the following lemma holds.

LEMMA 1.31: Under the above assumptions let p(x,q) be defined by (1.9). Then
g+ p(z,q) is the gauge function generated from coS,, that is

plz,q) =inf {A>0; g€ XcoS,}.
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PROOF. The convex level-set
{peR?; H(z,p) <0} ={peR?; F(z,p) <1}

is the polar set of S, as well as the polar set of coS,. As S, is compact, coS, is

convex and compact by | , theorem 17.2]. By (1.24), there is a ¢ € S, with
{q,p) > 0 for every p € R?\ {0}. Consequently, 0 € int(coS,) (by convex separation
theorems). The assertion follows from | , theorem 14.5]. O

So if coS, is a symmetric set, ¢ — p(z, ¢q) is the norm, that has coS, as its unit
circle. The minimal cost function v or the viscosity solution u of (1.26) depends on
the shape of the speed profile S, rather than on the exact definition of f and [.
The methods described herein for approximating viscosity solutions of Hamilton-
Jacobi equations can also be used, to obtain the value function of an exit-time
optimal control problem. In optimal control theory, often a different approach is
chosen, where the state equation (1.23) is discretized explicitly, e.g. by Runge-Kutta
methods.

The subsection 4.1.3 contains an example of an exit-time optimal control prob-
lem, where the support function is calculated with the help of lemma 1.31.

1.4.4. The Legendre Transformation. Let the Hamilton function H(z,p)
fulfill the properties (H1)-(H4). For every x € (2, we consider the convex conjugate
of p— H(x,p), that is, the function

(1.27) L(z,q) = sup {(p.q) — H(z,p)},

pERI
which provides a description of the closed half-spaces containing the epigraph of
p+— H(z,p), and possibly takes the value 400, where the supremum is unbounded.
L fulfills the following properties:

(1) ¢~ L(x,q) is a closed convex function for every x
(2) p+— H(zx,p) is the convex conjugate of ¢ — L(z,q)
(3) L(z,q) < g, if ||q|| < o with the coercivity constants from lemma 1.1
(4) L(%Q)/ llgll — oo, as ||q|| — oo, uniformly in z
(5) L(z,0) >0 for all z € Q

PRrROOF. | , Theorem 12.2] shows (1) and (2). (3), (5) are trivial. (4) is
shown in | , Theorem 3.3.3]. O

Moreover, the support function p(z,q) of the zero level-set, defined in (1.9),
can be obtained as the positively homogeneous function generated from L, that is,

— 1 . -1 .
p(z,q) = inf 7. L(z,77" - q),
by | , Theorem 13.5]. The convex conjugate of H may be obtained as the
Legendre transformate of H. Let us assume, that p — H(z,p) is differentiable for
some z € , and let D C R? denote the range of D,H(z,p). For some ¢ € D let

p(q) be such, that D,H (z,p(q)) = ¢. Then, by [ , Theorem 26.4], it is

L(x,q) = (p(q),q) — H(x,p(q))-

Let me remark, that the choice of p(gq), such that D, H(x,p(¢)) = g does not have an
influence on the value of the right hand side in the last equation (compare [ ,
Theorem 23.5]), and hence the Legendre transformate is well-defined.

Provided, that even H(z,p)/ |p| — oo for some z, then (p,q) — H(z,p) is
bounded from above for every ¢ € R%, and the supremum in (1.27) is attained
in some p = p(g) € R% Thus, as the derivative must vanish, we obtain ¢ =
D,H(x,p(q)). I summarize the results in the following lemma.
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LEMMA 1.32: Let H € C*(Q x R?) fulfill H(x,0) < 0 on Q, and let D2H(x,p) be
positive definite for all (x,p). We assume additionally, that H(x,p)/ llpl| — oo,
as ||p|| — oo, uniformly in x € Q. Then the Legendre transformate L(x,q) of H
exists on Q x R?, and is continuously differentiable. Moreover, the support function
p(x,q), defined by (1.9), can be obtained as the positively homogeneous function
generated from L,

p(x,q) =min7 - L(z, 77" - q),
7>0
with the minimum being attained at some T > 0, where
- L{z, 77t q) = <DqL(q:,7'_1 . q),q> )

PROOF. The existence of the Legendre transformate was shown above, and its
differentiability is a consequence of the implicit function theorem. The minimum
of f(r)=7-L(x,77!q) is attained at some 7 > 0, as

lim f(7) = lim f(7) = +o0

T—0+ T—00
by properties (4) and (5) of the Legendre transformate. At the minimal point, we
have f/(7) = 0, which yields the last equation. O



CHAPTER 2

Discretization by Linear Finite Elements

In this chapter, we develop a discretization of the Dirichlet problem (1.1)
H(z,Du(x)) =01in Q, ulon =g

by linear finite-elements, based on the Hopf-Lax formula, which has been intro-
duced in section 1.3. The idea to construct the finite-element solution u; on a
triangular mesh ¥, is to locally solve simplified problems, obtained by freezing
the state dependency of H. This leads to a fixed-point equation for the discrete
solution. I show, that the solution is well-defined, and fulfills a discrete version
of the comparison principle (theorem 1.13). Stability and consistency are consid-
ered, and a restrictive compatibility condition on the boundary data enables us to
show, that the sequence of finite-element solutions (up) on refined triangulations is
Lipschitz-continuous, uniformly with respect to the grid-spacing A — 0.

In the last two sections, we prove a-priori estimates on the error |ju — up|| -
First we consider the case of a classical solution u € C?(f), where the estimate is
obtained by tracing the propagation of the local error in the discretization. Second,
in section 2.5, we follow an approach recently made by Deckelnick and Elliott in
[ ], who used a maximum principle argument in order to proof an a-priori
estimate for the Eikonal equation H(Du) = f(z) on Cartesian meshes. Here,
their approach is adopted for the finite-element discretization of Hamilton-Jacobi
equations.

2.1. Linear Finite Elements

In this section, we briefly recall the notion of linear finite elements, and intro-
duce two necessary regularity assumptions on the triangulation. An estimate on
the interpolatory error is given.

2.1.1. Triangulation. Let Q C R? be an open polytope. A (simplicial) ad-
missible triangulation of  is a set ¥ of d-dimensional closed simplices, that form
a subdivision of 2, such that any face of any simplex o € 3 is either a subset of
09, or a face of another simplex 7 € ¥. If ¢ and 7 share a common face, they
are called adjacent. For every simplex o € ¥, we denote by diam(o) its diameter,
and by hmin(o) its minimal altitude, that is the minimum of the distances of the
vertices from their opposite face in o.

For a sequence h — 0, a family of admissible triangulations (X5) is called
reqular, if

diam(oy,)

(2.1) 1< <0 Vo,eX,

~ hmin(oy)

with some constant 6 > 0 and

2.2 di < h.
(2.2) Jnax diam(o) <
The family (X2) is called uniform, if (2.2) holds, and, with some constant 6 > 0,
(2.3) min hmin(op) > h/6.
ohEXR

24
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Yh

Zh

Q2

FIGURE 1. The neighborhood-patch wy (z1) of some grid-point z, € Qy,
is the union of the adjacent triangles.

We denote the nodal points (vertices) of X, that belong to Q, Q, 9Q by Q,
O and 09y, respectively. For some x5 € 2, we define wy(x) to be the union of
all simplices o}, € X, that share xj as a vertex. Finally, by N (xy), we denote the
set of all neighbors of xj, in €y,.

2.1.2. Linear Interpolation. The space of linear finite elements on X, that
is, the continuous functions that are affine if restricted to a simplex o € X, is
denoted by V;, and

Ih : C(ﬁ) — Vh
is the corresponding nodal interpolation operator. Note that a finite-element func-
tion uy € Vy, is uniquely determined by its nodal values, that is, the values uy(xp)
for all z € Q.

For some ¢ € RY, we denote the directional derivative of a (differentiable)
function f : R — R at z in direction ¢ by

Also a finite-element function uj € Vj;, possesses a directional derivative at every
x € ), particularly in every grid-point xj € ;. An estimate on the interpolatory
error for a smooth function ¢ is given in the following lemma, where also the error
in the directional derivative is considered.

LEMMA 2.1: Assume (2.1) and (2.2), ¢ € C*(Q) and let ¢, = Inp denote its
interpolant. Then

1
le — enllo < 5 ||D%el| 27,

and for every xyp € Qp, the error in the directional derivatives is bounded by

0
max [(Dp(en), q) = Opn(wni @)l < 5 [[D*e| P

geSN-1

Here ||D2<,0H00 means sup,cq max|q =1 || D?¢(x) - q|| with the Hessian matriz D*¢(x).

PROOF. Let z € Q. Then z € o3, for some o, € ¥, and there are numbers
0<Xo,...,A¢ <1, such that Z?:o A; = 1 and

d
i=0
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where {zg,...,24} is the set of vertices of o;,. We have by Taylor expansion,

d
en(x) —p(z) = Z Ai(p(@i) — ¢(2))
1;() 1
= Y N(De@) (@i —2) + 5 (@ — 2, D2p(&) @i — ) )
1=0
1 d
= 3 Z Ni {z; — 2, D*p(&) (i — ) .
1=0

with some points & € o,. Consequently, as diam(op) < h by (2.2), we obtain

1
lon(@) —p(@)| < 5 | D, 1
Let ¢ € S%1. As ¢y, is affine on every simplex, we have
on(zn +tq) — on(Tn)

t

for sufficiently small ¢, as 2(t) = x, +tq € o), as t — 0 for some o}, € ¥p,. In detail,
if ¢ < hmin(oy,), then z(t) € op. By (2.1), we can choose t = diam(o},)/0. We
obtain with & = x(t) = xj + tq, expressed in barycentric coordinates as in (2.4),

= &Ph(l“h,;(J)

d
on(@) —en(zn) = D Milp(@:) — e(an))
=0

d
S xi (D)o — an) + 5 (@1 — ), DA (60) s — ) )
=0

and thus
1 )
|on(zn +tq) — n(zn) — tDe(zn)a] < 5 | D?¢|| . diam(op)?,

and division by t = diam(o},)/0 yields the assertion. O

2.2. Discretization by Linear Finite Elements

In this section, I will motivate the discretization, by considering local simplified
problems, which are obtained by freezing the state dependency of the Hamilton
function. Then the Hopf-Lax formula is applied on every neighborhood-patch, and
every grid-point z, is assigned a value depending on the values in the neighboring
grid-points, which leads to a fixed-point equation for the discrete solution. It is
further shown, that this fixed-point problem admits a unique solution, the finite-
element solution of the underlying Hamilton-Jacobi equation.

2.2.1. Motivation. The finite-element discretization which I consider is mo-
tivated by the idea of local solutions: At every grid-point z, € €, the finite-
element solution wuy, € V, is assigned the value v(xy) of the ezact viscosity solution
v € C%L(wp(xy)) that solves a simplified Hamilton-Jacobi equation on wy,(zp,) sub-
ject to the boundary conditions v|3wh(mh) = uh‘c’)wh(xh)-

A good candidate for such a simplification of the Hamilton-Jacobi equation
(1.1) is obtained by freezing locally the dependence of H on its first variable. This
way v € C%(wy(zy)) is obtained as the viscosity solution of the local Dirichlet
problem

(2.5) H(xp,Dv(z)) =0 =z € int(w(xp)), V]own (zn) = Uh|own (zn)-



2.2. DISCRETIZATION BY LINEAR FINITE ELEMENTS 27

Example 1.22 and theorem 1.25 show, that the viscosity solution of (2.5) is given
by

v(z) = min A{un(y) + p(zn,z - y)}
yEOwn (zn)

if un|9w), (z,) 18 compatible. Under the assumptions (H1)-(H4), the Hopf-Lax for-
mula is well-defined independently of the compatibility of the boundary values of
the local Dirichlet problem (2.5). Thus we can define

(2.6) up(zp) = yeggif(lmh) {un(y) + p(@n, zn —y)} -

The questions, that now arise, are whether there exists a finite-element function
up, which fulfills (2.6) for all z;, € Q) along with the boundary condition on 92,
and if so, how good it approximates the viscosity solution of (1.1).

2.2.2. The Hopf-Lax Discretization. In view of the last subsection, we
define the discrete sub- and super-solutions of the Hamilton-Jacobi equation.

DEFINITION 2.2: The function Ay : Vi — Vp, defined by

min {up(y) + p(en, ©h —y) x, €,
(2.7) (Apup)(zp) = yanh(Ih){ ( }
un(zn) xp € 0y,

for up, € Vi, will be called the Hopf-Lax update function. Every fized-point of Ay,
such that up|oq = g, will be called finite-element solution of (1.1) on Xj. Finite-
element functions up, € Vy, are called finite-element sub-solution (finite-element
super-solution) if up, < Apup (up > Apup).

The denomination finite-element sub- or super-solution is chosen, as they rep-
resent the discrete equivalent of viscosity sub- or super-solutions. One of the main
results of this chapter states, that the finite-element solutions, defined by the fixed-
point equation

(2.8) up = Apun,  unloq, = gloa,,

converge uniformly to the viscosity solution of (1.1).

In the next subsections we prove, that the fixed-point equation (2.8) has a
unique solution up € Vy. Thus for a Dirichlet problem (1.1) and an admissible
triangulation X, the approximate solution is well-defined.

As stated before, the finite-element solution has directional derivatives in every
grid-point z;, € Qp. The following remark shows an alternate formulation of the
Hopf-Lax scheme (2.8).

REMARK 2.3: Let (H1)-(H4) be fulfilled. Then wy, fulfills (2.8) if and only if

max {—0up(zn;—q) — p(zn,q)} =01in Qpn,  unlo, = gloa,-
qesdfl

Thus the Hopf-Lax approximation is an upwind discretization, that is, uy, is updated
from the simplex where the characteristic direction —¢ points into.

PROOF. The following equations are equivalent:

up(zp) = (Apup)(Th)

up(zp) = min {up(y) + p(zn, zn —y)}
yEown (xp)

max  {up(zn) —un(y) — p(wn,zn —y)} =0
yE€own (zn)

max {—0up(zn; —q) — p(Th,q)} =0
qES'd_l
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As shown in lemma 1.20, the equations
max {(Du(a:),q>—p(x,q)}20, JL‘EQ
gesd—1

and H (z, Du(z)) = 0 are equivalent in the sense, that they have the same viscosity
solutions. In view of definition 1.5, we can also formulate the following characteri-
zation of finite-element solutions:

REMARK 2.4: A function uj, € V), is a finite-element sub-solution, if and only if
(2.9) vn(@n) < (Anvn)(zn),

for every vy € Vp, provided that u, — v, attains a local maximum in z; € Q.
Super-solutions may be characterized analogously. To give a reason let up, € Vj,
denote a finite-element function, and let condition (2.9) be fulfilled. Then trivially
also vy, = uy, fulfills (2.9), and therefore uy, is a sub-solution. If wp, on the other
hand, is a finite-element sub-solution, and v, € V, such that uwj, — v, attains a
local maximum in xp, then

(un —wvp)(zn) = (un —on)(y) for all y € dwp(zp),
and as up(xn) < up(y) + p(zh, zn — y) for such y, we have

op(zn) < upzn) + (vn(y) —un(y)) < vnly) + p(en, ©h — y)
for all y € Owp(xy), thus vy (xr) < Apvp(xp).

2.2.3. Solvability of the Discrete System. The existence of a finite-element
solution as implicitly defined by (2.8) is based on two simple properties of the Hopf-
Lax update function Ay,.

PROPOSITION 2.5 (| , Lemma 5)): Assume (H1)-(H4). Let up,vp, € V.
(1) Ap is monotonic, that is, up, < vy, implies Apup, < Apvp
(2) Ay is non-expanding, that is, ||Apun — Apvn|| o < [|un — vnll o

Proor. (From | ].) The first property is an immediate consequence of the
definition of Aj. To prove the second, let the maximum be attained at a nodal point
zy, € Qp, without loss of generality ||Apun, — Apvnll, = (Apun)(@n) — (Apovn)(xn).
If xp, € 09, there is nothing to show; so we can assume x;, € Q. Let y € dwp (xp)
be such that

(Anvn)(zn) = va(y) + p(Th, Th — V).

Hence
(Apun)(@n) — (Apon)(zn)
<Aun(y) + p(zn, zn —y)} —{vn(y) + pl@n, zn —y)}
< [lun = vallo
which proves the assertion. O

The existence of solutions of the fixed point equation can be proved by con-
sidering the fixed point iteration uZH = Apuy with an appropriate initial value.
This so-called Jacobi iteration provides simultaneously a first method to compute
the discrete solution. The Jacobi iteration, together with other numerical methods
for solving the fixed point problem, will be discussed in detail in chapter 3.

THEOREM 2.6 ([ , Theorem 6]): Assume (H1)-(Hj) and g : 92 — R. Then
the finite-element discretization (2.8) has a solution up, € Vy,. If u?L € V), is such
that ul)|aq, = glag, and Apul) > ul, then the Jacobi iteration

uptt = Apul, n=0,1,2,...,

converges monotonically to a solution of (2.8).
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ProOF. (From | ].) An initial iterate u) € Vj, with Apu) > uf is given
by
up laq, = gloq, uplq, = min g(z).
h h h 200,

Inductively the monotonicity of A implies uZH = Apuj > uj. Hence, the mono-

tonic convergence of the sequence follows if we establish a uniform bound on the
iterates. Such a bound is given by
upll € max glyn)+ > plwnzh — yn)

yp €00, o
T €Qn,yn €N

Thus, up — up € Vy, for some vy, € Vy,, which by continuity must be a fixed point
of Ah. O

2.2.4. Uniqueness of the Discrete Solution. Like in the continuous case,
uniqueness of the finite-element solution is a simple corollary of the following dis-
crete comparison principle, which is formulated in analogy to 1.13. In particular,
the finite-element discretization is a monotonic scheme.

THEOREM 2.7 (] , Theorem 7]): Assume (H1)-(H4). Let up, vy € Vy, be finite-
element sub- and super-solutions, respectively. If up < vy on €, then we have
up, < vp, on €.

PrOOF. (From | ].) Let be A, = up, — v, € V3. Note that the maximum
of Ay, will be attained in a nodal point. We will show that the existence of z, €
with Ap(2) = max, g Ap(r) = § > 0 yields a contradiction. To this end we
choose such a maximizing x;, with minimal value of vy, (z}). There exists a point

y € Owp(xp), such that (Apvp)(xn) = vp(y) + p(zh, 2 — y), hence
6 = un(zn) — vn(zn) < (Apun)(zn) — (Apvn)(@n) < unly) — vn(y)-
On the boundary of the face that contains y in its relative interior there is, by the
maximality of 0, a point &, € Qp such that Ay, (Z,) = 6 and v, (Zh) < vu(y). By
lemma 1.17 we have p(xp,x;, —y) > 0 and obtain
vp(2r) < vn(y) = (Anvn)(zn) — p(zn, zn — y) < (Apvn)(@n) < vn(zh)

in contradiction to the minimality of vy (xp). O

And we get the continuous dependence on the boundary data as a simple con-
sequence, likewise the corollary 1.14 to the comparison principle for viscosity solu-
tions.

COROLLARY 2.8: Assume (H1)-(H4) and let up, v, € Vi, denote finite-element sub-
and super-solutions, respectively. Then

sup(up, — vp)t < sup(up — o).
Q, 80
PROOF. Apply theorem 2.7 to uj and 0, = vj, + supyq, (un — vp) ™. O

If up and vy are both finite-element solutions, then the last corollary yields the
estimate [[up — vpl,, < maxy,con, |(un —va)(yn)l-

2.3. Convergence

The aim of this section is to show the convergence of (uy), as the grid-diameter
vanishes. For that purpose, we introduce a stronger compatibility condition on
the boundary value function g, which enables us to show the equi-continuity and
uniform boundedness of the sequence of grid-functions (uy). Such a sequence has
a convergent sub-sequence, as the theorem of Arzela-Ascoli teaches. A notion of
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consistency is required in order to prove, that the limit function is indeed a viscosity
solution of the underlying Hamilton-Jacobi equation.

2.3.1. Discrete Compatibility. The existence of a continuous viscosity so-
lution of the Dirichlet problem H(z, Du(z)) = 0 on Q with v = g on the boundary
is equivalent to the compatibility condition (1.14)

g(x) —gly) < o(z,y) forall x,y € IQ

for the boundary values, as we have seen in subsection 1.3.6. A more restrictive
bound on g will be needed in order to show the uniform Lipschitz-continuity of the
sequence of grid-functions (up,).

There exists a constant p, > 0, such that

pz,q) = pu-lall  VzeQ, geR%
Of course, this is trivially fulfilled with p, = 0. If H is strictly coercive, that is
H(x,0) < 0 forallze€Q,

we can choose p, > 0, as shown in corollary 1.19. With the regularity constant 8 > 1
of the sequence of triangulations from (2.1), we consider the discrete compatibility
condition

P
(2.10) lg(z) —g(y)| < 7 |z =yl for all z,y € Q.

Of course, this condition is actually stronger than (1.14), as d(z,y) > p« ||z — ¥
and 8 > 1. Note that the homogeneous Dirichlet condition g = 0 always satisfies
(2.10).

2.3.2. Uniform Boundedness and Equi-Continuity. If ¢ fulfills the dis-
crete compatibility condition (2.10), then we can derive an uniform Lipschitz bound
for the sequence of grid-functions. This is done in the following theorem. The
boundedness follows as a simple consequence. A similar result has already been

part of my diploma thesis | ], where I have considered only homogeneous
Dirichlet boundary values g = 0.
THEOREM 2.9 (] , Theorem 8]): Assume (H1)-(H4), (2.10) and (2.1). Then

the sequence (up) of finite-element solutions of (2.8) is equi-continuous and uni-
formly bounded. In detail, we have

B
[un(z) —un(y)| < Co-d-0- —-|lz —y]
for all z,y € Q, and a uniform bound on the sequence is given by

B
<m +C0-d-0-2. .
lunllo < y€%§%|g(y)| Cqo-d-0 o diam(Q)

Here, o, B > 0 are defined in lemma 1.1 and Cq > 0 is from lemma 1.5.

PrOOF. (From | ].) The uniform bound on |juy||, is a simple conse-
quence of the Lipschitz condition. The proof of the Lipschitz condition proceeds in
three steps, imposing less and less restrictions on the possible choices of z,y € .

Step 1. For neighboring nodal points xp, yn € 2 we prove

B
[un(n) —un(yn)l < = llzn —ynll -
Since B/a > p. > p./0 this is, by (2.10), obviously true for zp,y, € 9. If
xp € Qpp we have yp, € Jwp(zp,) and hence
B
up(zn) = (Apun)(@n) < un(yn) + p(Tn, oo — yn) < un(yn) + o lzn — ynl -

If y, € Q) we can change the roles of x; and y, and the Lipschitz bound follows.
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Assume on the other hand that yp, € 09Qj,. There is a minimizing y € dwp (xr)
such that

up(wn) = (Apun)(wn) = un(y) + p(xn, Th —y) > un(y),

where the last inequality follows from Lemma 1.17. The boundary of the face that
contains y in its relative interior has a point ), € Q, with up(z}) < up(y) < up(zs).
By the definition of p, and € we obtain

p(n,zn —y) = psllon —yl| > %* |lzn — x| -

Continuing this construction, we obtain a sequence z; = x%x,ll, ...,z of nodal
points with strictly decreasing uj-values that necessarily reaches the boundary at
some index m: z}* € 9€Qy,. Thus, by construction and (2.10),

m—1
wn(en) 2 g(af) + 5 37 lh — 23|
1=0
p m—1
> g(yn) + 5 (Z [, — @t = =g — th|>
1=0

p B
> up(yn) — ]g'Hmh = ynll > un(yn) — agﬂxh —ynll s

which concludes the proof of Step 1.
Step 2. Let o, € X, be a simplex of the triangulation. For x,y € o, © # y,
we prove that

g

[un(@) —un(y)l < 6-d-—-|lz —y|

Let zg, ..., x4 denote the vertices of oj and let

d d
LC:Z/\Z'CUZ‘ and ZI:ZMN%
i=0 i=0

be represented as convex combinations.
Let I={i=1,...,d; A\ # p;} and i € I. Then we have

A — ] [z —yll _lz =yl
L ¥ =SV R | P
225=0 Ximpy T3 T gm0 Xmgis T
where
d
P Z Mj—ij,
v i — [ J
j=0.4#i "

is contained in the affine hull of the z; for j # . Consequently,

Jun(@) —un(@)| < D e = pal - fun (@) = un (o)

el
= ) e
2 Tlo =z
B | 370”
ier "7t g
< é T diam(oy,)
T« hmin(oy,)
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FIGURE 2. Example 2.10: Triangulation (left) and approximation error
on the finest mesh (right).

Step 3. For x,y € Q, there is a curve ¢ € C*°([0, 1]; Q) joining x and y, with its
derivative bounded by Cq ||z — y|| (lemma 1.3). Let 0 =tg <t; < ... <ty =1 be
a subdivision of [0, 1] such that £(¢;—1) and £(¢;) are elements of a common simplex.
By step 2 we obtain

m—1

lun(z) —un(y)] < Y lun(§(t:) — un(€(tivr))]
i=0 , .
< 0-d- a Z I6t:) = & (i)
i=0
< 00 2o oyl S -t
@ i=0
which concludes the proof of the asserted Lipschitz bound. O

The crucial point in the proof, where the discrete compatibility condition (2.10)
is needed, is the estimate on up (yn) — up(zp), where y, € 0Qp, and xp, is a neighbor
of yp, in Q4. Let me remark, that a necessary and sufficient condition for the uniform
Lipschitz continuity of (uy) is: There is some M > 0, such that

(2.11) 9(yn) —un(zn) < M - ||yn — x|

for al y;, € 09y, and neighbors xj, € Qj, of y,,uniformly in A — 0.
The following example shows, why in the discrete case a stricter compatibility
condition is actually necessary, in order to obtain the uniform Lipschitz continuity.

EXAMPLE 2.10: With @ = (0,1) x (0,1) € R? let g : 92 — R be defined by
g(x) = ||z||. We consider the Eikonal equation

[Du(z)] =1, z€Q,  ulsa=y,

which possesses the unique viscosity solution u : @ — R, u(z) = ||z||, by theorems
1.13, 1.25. As easily seen, 0(z,y) = ||z —y|| for 2,y € Q and g fulfills (1.14),
whereas the discrete compatibility condition (2.10) is violated, as # > 1 in the two
dimensional case.

We computed the associated finite-element solution u, on a sequence of refined
triangulations, constructed as in figure 2. The mesh spacing h and the correspond-
ing approximation error ||uj — u||, are given in the following table:
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grid-spacing b error [Jup — ul|

0.2000 0.1161
0.1000 0.0627
0.0500 0.0388
0.0250 0.0233
0.0125 0.0143
0.0063 0.0081
Following Zhao in | ] one can show, that the approximation error is of

order O(hlog(h)) for h — 0, which is done by estimating the interpolatory error in
every triangle and by carefully tracing the error propagation in the mesh. As it can
be seen in figure 2, the maximal error is attained in the grid-point xj, = (1—h, 1—h).
With yp, = (1, 1), we obtain

un(yn) = un(zn) _ g(yn) — w(zp) + O(hlog(h))
llyn — xnl| V2h

and |log(h)| — oo, as h approaches 0. In this case, the uniform Lipschitz continuity
asserted in theorem 2.9 is violated.

=1+ O(log(h)),

2.3.3. Consistency. Loosely speaking, in the framework of viscosity solutions
the notion of consistency of a discretization means that a smooth function is already
a sub-solution (super-solution) of the differential equation if it is a sub-solution
(super-solution) of the discrete scheme.

THEOREM 2.11 (] , Theorem 10]): Assume (H1)-(H4), (2.1) and (2.2). Let
e CP (), z€Q, and xp, € Oy, be a sequence of nodal points that converges to x
as h — 0. Then

on(zp) < (Apen)(xzn) for allh = H(x,Dye(x)) <0,
on(zn) > (Apen)(zn) for allh = H(z,Dye(x)) >0,
where oy, = I denotes the interpolant of .
ProOF. (From | ].) First, let on(zn) < (Apen)(zp) for all h of the se-

quence, that is,

en(@n) — on(y) — plen, zn —y) <0, Yy € Owp ().
After division by ||z, — y|| we get, by lemma 2.1, a constant C' > 0 such that

(Do(xn),q) — p(xn,q) < Ch, llall = 1.

If we pass to the limit A — 0 (note the continuity of p at z € Q as stated in
lemma 1.18) and take thereafter the maximum over all ¢ € S*, we obtain

max {(Dp(a).q) — plaa)} <0,

From lemma 1.20 we infer the assertion H(z, Dy(x)) < 0.
On the other hand, let ¢p(xy) > (Anpn)(zn) for all b of the sequence, that is,
en(zn) = en(yn) — p(xn, xn —yn) 2 0
for some y, € Owp(xzp). After division by ||xp — yn|| we get, by lemma 2.1, a
constant C' > 0 such that
(Do(xn),qn) — p(Tn,qn) = —Ch,  qn = (xn —yn)/ l|2n — ynl|
By compactness, we can assume that there is a convergent sub-sequence g, — ¢

with ||g|| = 1. Passing to the limit yields
(De(x),q) = pz,q) 20,
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from which we infer the assertion H(z, Dp(z)) > 0 by lemma 1.20. d

2.3.4. Convergence Theorem. Under the assumptions of theorem (2.9), the
sequence (uy)p, of grid functions is equi-continuous and uniformly bounded. Thus,
by the Arzela-Ascoli theorem, it has a convergent sub-sequence in C(Q2). By the
consistency theorem 2.11, the limit function is a viscosity solution of (1.1). The
details are given in the following theorem, and the subsequent proof.

THEOREM 2.12 (| , Theorem 11]): Assume (H1)-(H4), (2.10) or (2.11), and
(2.1), (2.2). Then, as h — 0, the sequence of finite-element solutions up € Vj
defined by

up = Apup, unloq, = glo,,
converges uniformly to the unique viscosity solution u of the Dirichlet problem

H(z, Du(x)) =0, ulon = g.

ProOF. (From | ].) Theorems 2.6 and 2.7 show the existence and unique-
ness of the finite-element solutions u;, € V},. Theorem 2.9 shows that (uy,) C C(Q2) is
equi-continuous and uniformly bounded. By the theorem of Arzela-Ascoli there is
a sub-sequence (up/) that converges uniformly to a function u € C(Q2). Let y € 9.
As uplaq, = 9loq,, this limit satisfies the boundary condition u|sn = g.

To show that w is a viscosity sub-solution of H(xz, Du(x)) =0 let ¢ € C5°(£2)
and zg € §2 be such that u—¢ attains a strict local maximum in xg (see remark 1.6).
By lemma 2.1, up — ¢p converges uniformly to u — ¢, where ¢y, = I/ denotes
the interpolant of ¢. Hence, after passing to a sub-sequence again, if necessary,
there is a sequence of nodal points zp. € Qs such that zp — x¢ and

(unr — on)(@n) > (un — o0 ) (y), y € Owpr (zp),

that is, (up — pp/) attains a local maximum in xj, (see proposition 1.7). By remark
2.4, we obtain

plen) < (Anon)(@n).
The consistency of the discretization, stated in Theorem 2.11, yields that

H(.’Eo, DSD(:EO)) < 07

which concludes the proof that u is a viscosity sub-solution.

In the same way we prove that w is a viscosity super-solution of H(xz, Du(x)) =
0. Therefore, u is a viscosity solution, which, by the comparison principle (the-
orem 1.13), is actually unique. Hence, the full sequence (up)p cannot have limit
points different from wu. O

2.4. Local Error and Error Propagation

Let u denote a viscosity solution of H(x, Du(z)) = 0. In this section we will
see, that the local error |u — Ajul| is of order h%, where h denotes the grid-spacing.
Together with the investigation of the propagation of errors in the Hopf-Lax approx-
imation, T will show, that the rate of convergence is O(h), if the Hamilton-Jacobi
equation admits a classical solution. The general case will be treated in section 2.5.

In order to prove the assertions made in this section, we have to impose stronger
assumptions on the Hamiltonian than in theorem 2.12. The following two assump-
tions will be needed, in addition to (H2),(H3).

For every R > 0 there is a constant L > 0, such that

for all z,y € Q, ||p|| < R.

(Lipschitz-

(H1) Continuity)
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There is a number m > 0, such that
H(z,0) <—m
for all z €

, (Strict

(H4) Compatibility)

2.4.1. Lipschitz Continuity of the Support Function. In section 1.3 we
showed the continuity of p(z,q), defined by (1.9) as the support function of the
zero level-sets of p — H(x,p). Under the assumptions of (H1)’, (H4)" we can prove,
that p(z,q) is Lipschitz-continuous with respect to the first argument.

PROPOSITION 2.13: Assume (H1)',(H2),(H3) and (H4). Then there is a number
L, >0, such that
lp(2,0) = py I < Ly - lz =yl - llgll - for allw,y €Q, g e R™.

PROOF. Let Z(z) = {p € R?; H(z,p) < 0} for z € Q2 denote the zero level-set
of p— H(x,p). We observe, that

T,q) — , = max ,q) — max ,
p(z,q) — p(y,q) plez($)<p1 q) pzez(y)@z q)

< - max min — ,
< gl max win o~ pal

for all 2,y € Q, ¢ € R?, and thus

(2.12) p(z,q) = p(y; )| < llqll - du(2(2), Z(y)),

where dy denotes the Hausdorff distance. From (H3) we infer, that the level-sets
Z(z) are bounded independently of x. Thus there is a radius R > 0, such that
Z(z) € B(0,R) for all z € Q. Let z,y € Q. By (H1)’, we have for p € Z(z),

H(y,p) <H(z,p)+ Lr-llz—yll < Lr-llz—yl.
Consequently, by assumptions (H2) and (H4)’, it holds for 0 < ¢ < 1, that

H(y,tp) tH(y,p) + (1 —t)H(y,0)
tLg - ||z =yl — (1 —t)m

INIA

And thus H(y,tp) <0 for
m

m+Lg- [z -yl

So with p = tp we have p € Z(y), and therefore
dist(p, Z(y)) < lp—pll=0-1)|pl

Lr

m

Lg
< Loy <R R ey

As p € Z(x) was chosen arbitrarily and by changing the roles of z and y, we get
Lgr
d(2(2), 2) < B- 25 oy,
which, together with (2.12), yields the asserted Lipschitz continuity. U

2.4.2. Local Error. The finite-element solution u;, € V) of the Hamilton-
Jacobi equation H(z, Du) = 0 on a triangulation X, takes the value

up(rp) = min  A{up(y) + p(zn, on —y)}
yEdwp, (zp)

in every point x, € Q. As easily seen, the viscosity solution of (1.3), given by the
Hopf-Lax formula (1.13), fulfills

u(zy) = yeargir(lwh) {uy) +0(zn,y)}-
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The local error in xp, that is u(xp) — Ap(Ipu)(xp), consists of two components:

(213) ’U,({Eh) - Ah(Ihu)(mh) §
max {u(y) — Ihu(y)} + max {0(zn,y) — p(zn, 20 —y)} -

yEdwp wp,

The first addend is the interpolatory error of u on dwy(xy), and the second addend
is the approximation error in the optical distance. While we have dealt with the first
addend in lemma 2.1, the approximation error is subject of the following lemma.

LEMMA 2.14: Assume (H1),(H2),(H3),(H4). Then there is some C > 0 with

0(x,y) — p(z,z —y)| < C |z —y|?

for all x,y € Q, for which the joining segment [x,y] C €.

PROOF. For z,y € Q, such that [z,y] C Q, we have with £(t) =z + t(y — x)

(2.14) d(z,y) < /0 p(E(t), —E()) dt < p(z,x —y) + Ly ||z — |,

by the Lipschitz-continuity of p from proposition 2.13. For every n > 0, there exists
a curve £ € C*°([0,1]; Q) joining = and y, with

1 .
(2.15) <%Ly)zbé plE(t), —£(t)) dt — 1.

By the Lipschitz continuity of p, it holds that

/WMa—am—w@@ffu»Mw</f%~w—gwMame<L¢ua?
0 0

So by Jensen’s inequality, we get from (2.15)

1
(o [ o) -1, 17 1
0
= pla,z—y) =L, U(&)* —1
Using (2.15) in order to estimate the length of £, we obtain

Ca-p"llz—yl+n = d(z,y) +n = p.-1E).
Here p*, p. > 0 are the bounds for p from corollary 1.19. (2.14) and (2.16) yield

(2.16) 0(z,y)

Y

N 2
p
M%w—p@w—yHSLprp) e =y,
by letting n — 0. g

We obtain the following result on the local error, in regions U C 2, where the
viscosity solution is smooth.

THEOREM 2.15: Assume (H1)',(H2),(H3),(H4), (2.2). Let u € C(Q) denote a
viscosity solution of H(x, Du(x)) = 0, such that the restriction of u to some open
subset U C Q is C2(U). Then

max |u(zy) — (ApLpu)(zh)| = O(h?),

xp €U

where Uy, = {zp, € Q5 wi(zn) C U}

PRrOOF. Follows from (2.13) with lemmas 2.1 and 2.14. O
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2.4.3. Error Propagation. Next, we discuss the propagation of errors in the
Hopf-Lax scheme, in order to obtain an error estimation in the smooth case. For the
sake of simplicity, we consider uniform triangulations X, where hmin(o}) > h/6
for all o, € Xy,.

LEMMA 2.16: Assume (H1)',(H2),(H3),(H4), (2.2),(2.3). Let uy, denote the solu-
tion of (2.8) and (vy) a uniformly bounded sequence of functions vy, € Vi, with

—A < u(h)h — <
Jnax [(vn — Anon)(@n)| < p(h)h, - max fun(yn) = vn(yn)] <,
where w is some modulus of continuity and n > 0. Then there is some C > 0 with
[un = vnlloe <0+ Cp(h)
for sufficiently small h — 0.

PROOF. Let xp, € Q). By assumption, we have for every xj €

(217) vh(xh) Z (Ahvh)(xh) — u(h)h
By the assumptions on the triangulation, it holds, that
(2.18) p(@h; xh —y) = px llzn =yl = puh/06.

Consequently, we deduce by (2.17), that

Uh 'Th - Uh
max 2
yE€0wn (xh) xhwxh -
1
27

L <

then the function

So if h is sufficiently small, such that

Up = *Uh

1— Ou(h)
P
is a finite-element super-solution. Since wuy is a finite-element sub-solution, we

obtain from corollary 2.8, that

(up, —wvp)(xn) = (up —0p)(xn) + (On — vi)(@n)
< Iggf(uh — )" + o — vnllo

IN

_ 215, —
Iér)lgiduh vpl 4+ 2|0 — vn|l o

L A0u(h)

*

IN

|| ||oo *

Analogously, we have for every xj € Qy,
vn(@n) < (Anvn)(zn) + p(h)h
or equivalently,
p(h, zh —y) - (U”(”) —only) _ 1) < u(h)h
p(Th, xn —y)
for all y € Owp,(zp). By (2.18),
1
= ’Uh
O (h)
L+

defines a finite-element sub-solution. From the discrete comparison principle, we
get

20p(h)

*

(vh —un)(xn) = (v — On)(zn) + (On — un)(zn) < Nvnll o + 1
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If 3, is a non-uniform (e.g. local refined) triangulation, with properties (2.1)
and (2.2) being fulfilled, then the last lemma holds, provided that the sequence (vy,)
satisfies

lon(zn) — (Apvn)(@n)| < p(h) - diam(wp (z))

for all z;, € Qp. Combining the error propagation in the scheme with the local
error, we obtain an estimation of the global error |ju — us|| ., provided that (1.3)
has a classical solution u € C?(2). However, the differentiability assumptions on
u are too strong, and will generally not be fulfilled. Consider, for example, a
Hamilton-Jacobi equation (1.3) with homogeneous Dirichlet boundary condition
(g = 0). By assumption (H4), the viscosity solution cannot be constant, thus it
takes a maximum or minimum in some point x € ). If u was differentiable in =z,
then Du(z) = 0, but then equation (1.3) would not be fulfilled, as H(z,0) < 0.
Anyway, the convergence is of order O(h) in regions, where the viscosity solution
is smooth.

THEOREM 2.17: Assume (H1)',(H2),(H3),(H4), (2.2),(2.3) and let (up) denote
the sequence of finite-element solutions. If the Dirichlet problem (1.1) admits a
classical solution u € C%(Q), then

l[u = unll o = O(h)
for h — 0.

PROOF. Follows from theorem 2.15 and lemma 2.16 applied to uy, and v, =
Ihu. O

As u € C?(Q) in the last theorem, the compatibility condition

9(x) —g(y) < o(z,y)
is necessarily fulfilled by theorem 1.27, and the stronger discrete compatibility re-
quirement for theorem 2.12 may be omitted. It will take a lot more effort to obtain
the convergence rate in the non-smooth case, which will be done in the next section.

2.5. Convergence Rate

The main result of this section is the following theorem. Under the regularity
assumption on the triangulation, and the discrete compatibility condition, I show,
that the order of convergence of (uy,) is at least O(V/h).

THEOREM 2.18 (Convergence Rate): Assume (H1),(H2),(H3),(H4), (2.1),(2.2)
and (2.10). Let u € C(Q) denote the viscosity solution of H(z, Du(x)) = 0 with
u =g on 90, and (uy) the sequence of finite-element solutions. Then there are
numbers C, hg > 0, such that

lu—unll, < CVh for all h < hy.

The proof of the theorem requires two short propositions, and is postponed to
subsection 2.5.2.

2.5.1. The Kruzkov-Transformation. In order to prove the theorem, we
begin with two short propositions. The following transformation of a viscosity
solution u — v = —e~* leads to the Hamilton-Jacobi equation v + F(x, Dv) = 0,
where the dependent variable v appears explicitely as an addend.

Let me remark, that v € C(Q) is called wviscosity sub-solution of the equation
F(z,v(z), Duv(z)) = 0, if for any ¢ € C§°(Q2),

F(xo,v(x0), Dp(xg)) <0

provided that u — ¢ attains a local maximum in zg € §2. Viscosity super-solutions
are defined likewise the definition 1.5, with F(xq,v(xzo), De(x0)) > 0, where u — ¢
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has a local minimum. Of course, a viscosity solution is a sub- and super-solution
in union.

PROPOSITION 2.19 (Kruzkov-transformation): Letu be a viscosity solution of (1.3).
Then v = —e™" is a viscosity solution of

(2.19) F(z,v(z), Dv(z)) =0 in Q,

where F : Qx| — 00,0[ x RY — R is defined by
1
F(z,r,p)=—-rH (x, p) .
T

PRrROOF. This follows directly from | , proposition 11.2.5] with ®(¢) =
—e~t. There it is shown, that v = ®(u), with ® € C!(R) and ®’'(¢) > 0 for all ¢, is
a viscosity solution of F(z, ¥(v), ¥’'(v)Dv) = 0, where ¥ = ®~! provided, that u
is a viscosity solution of F'(z,u, Du) = 0. Consequently, with ¥(¢) = —log(—t), v
is a viscosity solution of H(z, —1Dv) =0. O

As shown in subsection 1.4.1, we can assume, that H(x,p) = F(z,p) — 1 with
some function F € C(Q x RY), which fulfills the properties (F1) - (F4) on page 18,
that is, F' is convex, positively homogeneous with respect to p, and positive except
for p = 0. Moreover, F' will be Lipschitz-continuous as the following proposition
shows.

PROPOSITION 2.20: Assume (H1),(H2),(H3) and (H}) and let F : Q x R — R be
defined by (1.16) on page 18 as the polar of the support function or equivalently, as
the gauge generated from the convex zero level-sets of p — H(x,p). Then F fulfills
properties (F1)-(F4), F is even Lipschitz-continuous, that is,

|F(x,p) = F(y,p)l < Lp-|Ipll - llz — gl for all z,y € Q, peR?

with some constant Ly > 0. If u € C(Q) is a viscosity solution of H(x, Du(z)) =0
in Q, then v = ®(u) = —e™™ is a viscosity solution of

v(z) + F(z,Dv(z)) = 0, x € Q.
PROOF. The support function p : Q x R* — R is Lipschitz-continuous with

respect to its first argument by proposition 2.13. As p(z,q) > p« - ||¢|| with some
p« > 0 by corollary 1.19, we obtain

|F(z,p) = Fly,p)l < |7l ||ih1£1 p(x,q)  p(y,q)

1
< = ol sup [p(y,q) — p(z,q)|
P llall=1

*

1
S Ipll - Lp - |z = wll,
which shows the asserted Lipschitz-continuity of F. If u is a viscosity solution of

H(x, Du(x)) = 0, then by theorem 1.29, it is also a viscosity solution of F'(x, Du(z))—
1 = 0, and by the last proposition 2.19, the transformed function v = —e™ is a

viscosity solution of

—v(z) - (F(z,—v(z)'Dv(z)) —=1) =0 <  F(z,Dv(x))+v(z) = 0.



40 2. DISCRETIZATION BY LINEAR FINITE ELEMENTS

2.5.2. Proof of the Theorem. Now we come to the proof of the theorem.
The technique, that is used to obtain the convergence rate, is similar to the maxi-
mum principle argument used by Crandall and Lions in [ | for the convergence
of approximations to the viscosity solution of the Cauchy problem, which was re-
cently adapted by Deckelnick and Elliott in | | for Hamilton-Jacobi equations
H(Du(z)) = f(x) on Cartesian meshes. In a similar way, also uniqueness results for
Hamilton-Jacobi equations are proved, see for example the proof of the uniqueness

theorem IL.3.1 in | ] for the equation v + F(x, Dv) = 0.

PROOF. (of the theorem) By proposition 2.20, we may assume, that the Kruzkov-
transformate v = —e™" of u is a viscosity solution of
(2.20) v(z) + F(x,Dv(z)) = 0,

where F' is Lipschitz-continuous, and satisfies (F1)-(F4). By theorem 1.12 and
theorem 2.9, there is a Lipschitz bound L, > 0 such that

[u(z) —u@)| < Lullz —yll and Jlun(z) —un(y)]| < Lullz =yl
for all z,y € , and a number M > 0, such that
[ull o - lunlloe < M
uniformly in h. Consequently, by the mean value theorem,

[o(2) —v(y)| = |—e @ + e @) < eMfu(e) —u(y)| < e Ly |lo —y|
for all z,y € Q, so v (and accordingly v, = —e~“#) is Lipschitz-continuous with
Lipschitz constant L, = e™ L,,. Moreover, we have

—eM <v(z),vp(z) < —e™ forallzeQ
uniformly in h. As we have
[o(@) —on(2)] > e |u(z) — un(z)],
for all z € Q, it suffices to show, that ||v — vy, = O(Vh).
Let z7 € Qy, be such, that

(2.21) [o(@r) = vnlea)l = max fo(zn) = vn(za)l.

The cases, where v(x}) > vp(z}) and v(z}) < vy (x}) have to be treated seperately,
although the approach is very similar in both cases.
First part: v, (x}) > v(z}). In this case, let ¢ : Qp, x @ — R be defined by

lzn — =
zh,x) = vp(zp) —v(T) —
QO( h ) h( h) ( ) 2\/E
and let (Zp,,T) € Q5 x Q be such, that

©(Th,T) = max @(rp, ).
QpxQ

As o(Th,T) > p(z}, 2}), we have

Ty T 2

W < (@) — o(@) + vla}) — on(z])
— on(@) — v(@n) + (@) — v(@) — (on(el) — v(x])
< u(Th) —v(T)
< Lz -7

and thus
(2.22) |Zn — 7| < 2L,Vh.
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We first consider the case, where (Z,Z) € Qp, x Q. Then T is a minimum point
of x — —p(Ty, ), and as v is a viscosity (super-)solution of (2.19), we infer

(2.23) v(@) + F <x x”\;ﬁ) > 0.
The fact, that Tj, is a maximum point of zj, — ¢(x,T) enables us to show, that
(2.24) on(Tp) + F (x;“ W) < Oh),

Vh

which will be proved later on. As ¢(Z),T) > @(z}, z}), we have
)
2vh
By the Lipschitz-continuity of F' and by (2.22), we obtain
_ Th— _ IThp—x
Flz, "=~ ) < F (@, —~ |+ Lp-2L, - 2L,Vh.
(= 57) = e (o o) o 2o

Thus (2.25), (2.23) and (2.24) and the above estimate yield

(2.25) vp(xy) —v(x)) < vp(Zp) — v(T) < up(Tp) — v(T).

op(a)) —v(@h) < op(@n) — v(7) - o
(”h(fh) +F (:& :Eh\/%m) ) - (v(f) +F (x, xh\/_ﬁx> )
O(h).

Now we turn to the proof of (2.24). As ¢(Zp,T) > p(xp,T) for all z, € Qp, we
have

IN

12 = =2
=T = ||Tn — T
(2.26) on(zn) < (@) + e '2\/5 ki wh(zh).
It holds for all grid-points y;, € Qj,, that
_ Th —T _ % — ynll”
2.27 wp(Tp) —w = S Th — -
(2.27) @) = wnlom) = (P ) - I

We have wy,(Zr) = vi(Th), and for all neighbors y, € Qp, of Zp,, we deduce from
(2.27), as ||Zp, — yr|| < h by regularity assumption (2.2), the following estimates

1
(2.28) |wh (Zn) — wn(yn)| < (2Lv+§\/ﬁ)'||fh—yh\|a
where (2.22) was used, and
_ Tp—T _ 1 _
2.29 Wh(Th) — W —( ———, T — < ,\/ﬁ. Ty — .
(229) @) = wnlon) ~ (P )| < VAo

Recall, that with 6 = e’]‘i where M denotes the uniform bound on uy, we
have vy (xp) < —9 for all x, € Q. So one obtains from (2.28), that for sufficiently
small h,

[« 9

(2.30) wh(yh) < —5

for all y, € N(Tp). For such h, W, = VU(wy) = —log(—wy,) is defined for T), and
the neighboring grid-points. By Taylor expansion, we have for a,b < 0, that

U(a)—¥b) = ¥'(a)-(a—b) + R = (a—b) + R,

a
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where the remainder term R is bounded by 517 (a — b)?, where m = min(|al, [b]).
Consequently, we obtain by (2.30)

1 _ 2 — 2
—m (wn(Tn) — wn(yn)) — 52 (wn(Tn) — walyn))”,
Thus, by (2.28) and (2.29), there is a constant C' > 0 depending only on ¢ and L,
such that

Wy (Tp) — Wr(yn) = _vh(lfh) <xh\/ﬁx,$h - yh> — CVR|[Zn — all
for all neighbors y, of ). We can think of w;, as a finite-element function on
wp,(Th), where the values Wy, (y) for y € dwy, (Tp,) are defined by linear interpolation.
Although 1y, is defined on a neighborhood of T, the values of Wy, outside of wy, (Zy)
don’t play a role, so one could assign arbitrary values. From the last equation, we
infer by regularity assumption (2.1), that

Wp(Tn) — wn(yn) >

_ 1 Tp—T _ _
2.31 Wy (Tp) — W > — S E =y )y — COVR||Th -y,
@30 dnm) - inl) > - (P - ) - oVl
for all y € Owp(Tp). Moreover, we have W, (Trn) = Y(wp(Tn)) = Y(n(Tr)) =
up(Tp) and, by (2.26), wp(yn) > un(yn) for neighbors yp, of x,. Thus up — Wy
attains a local maximum in Tj, and as wj is a finite-element sub-solution, we
obtain Wy (ZTr) < (Apwp)(Tr) by remark 2.4, and therefore, in view of (2.31),

Consequently we have, as —vj, < eM, and p(x,q) > p. - [|q|| on Q x R?, that

Th—T Co-eM
’Uh(l’h)+F<93h,xh\/Hm> < pe ~\/ﬁ,

and (2.24) is proved.
The cases remain, where Zj, € €, or T € Jf). In the first case we obtain by
(2.22) and (2.25), as v = vy, on 0Ly, that

on(@y) —v(@) < (@) —v(@)
< on(@n) —v(@n) +0(Th) —v(T)
< Ly |[@n — 7| = O(WVh).
In the second case, where T € 0f), we have
< op(Th) — 0(T)
< op(Tn) — on(T) + vn(T) — v(T)
< Lo|@n 7| +O(h) = O(Vh),

() — v(y)

where vy, (T) — v(Z) = O(h) is the interpolation error on the boundary.
Second part: vy(z;) < v(z}). Because of the analogy to the first part of the
proof, I only sketch the arguments here. Let 1 : Q x Q;, — R be defined by

e =

(x,zp) = v(x) — vp(zh) Vi

and let (Z,75) € Q x Qj, be such, that

¢(fvfh) = max 1/1(%%)'
QxQp,
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As (z,Tp,) > Y(x}, ), we have by the uniform Lipschitz-continuity of (vy),

””52}:” < o(@) — on(@s) + vnle}) — v(a)
= o(®) — 0n(@) + v (T) — vn(@n) — (v(x}) — vn(z})
< op(T) — vp(Th)
S Lv||f—§h||,

and thus (2.22) holds.
We assume, that (Z,Tp) € Qx Q. Then T is a maximum point of x — ¥ (x, Ty),
and as v is a viscosity (sub-)solution of (2.20), we obtain

(2.32) o(T) + F <x xh“) <0.

From the fact, that T, is a minimum point of xp — —U(T, xy), we infer that

(2.33) on(Th) + F <xh, w\_/;h> > —0(Vh),

which will be proved below. As in the first part, (2.32) and (2.33) yield the assertion.
Now we turn to the proof of (2.33). As ¥(%,Zp) > (T, zp) for all zj, € Qy,, we
now have

— 2 = 2
I ot el |

(234) vh(xh) > Uh(fh) 2\/E =: wh(xh).
It holds for neighboring grid-points y, of Tj, that

_ T—Tp _ IZn — yul®
2.35 wp(Tp) —w = , Ty — + —
( ) n(Th) n(yn) < NG h yh> Wi

Again, (2.28) holds true, and we define by wy, = —log(—wy,) on €y, a finite-element
function wy, with wp,(Tp) = up(Tr). Following equations (2.28)-(2.31), we obtain a
constant C' > 0 independent of h, such that

Wy (Tn) — W (y) < _vh(lfh) <$_\/gh,:ch - y> + COVR||TH —

for all y € Owp,(Tp). From (2.34) we read off, that @, (Tp) > (Apws)(Ty), and thus

And (2.33) is proved, as we have with —v;, < eM|

()+F( :”_xh>> e covh
vp(T Th, > — . .
h\Lh h \/E Py

The cases, where Ty, € 9y, or T € 912, can be treated as in the first part. (]

2.5.3. Example. Let me remark, that the asserted convergence rate of O(v/h)
is in most cases too pessimistic, even if the Hamilton-Jacobi equation has no clas-
sical solution u € C%(Q). Although the theorem 2.17 doesn’t apply in the general
case, the Hamilton-Jacobi equation has a smooth solution at least in a neighbor-
hood of the boundary, where the boundary is smooth, and if the boundary value
function ¢ is appropriate, which can be shown by characteristic theory. As the
shock lines in the solution then appear, where the characteristics intersect, and
as the information flows into those shocks, and does not emanate from them, we
also compute Hopf-Lax updates near the shock lines from a subregion, where the
solution is smooth. Thus the convergence behavior is in such cases determined by
the theory developed in section 2.4. Examples, where a lower rate of convergence is
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FIGURE 3. Left. The characteristics intersect at the discontinuities of
Du (red lines). Right. The characteristics emante from a point, where
w is not differentiable.

observed, typically include situations, where information spreads out from a singu-
larity (a sharp corner) in the boundary, or when a distance function from a single
point is computed.

To give an example, we consider first the following two dimensional problem:

(2.36) |Du(z,y)|| = e* for (z,y) € 2, wu(z,y) =0 on 49,
with £ =]0,1[ x ]0,1]. As one easily verifies, the functions

up(z,y) = e —1

up(z,y) = e—e€”

uz(e,y) = € -sin(y)

ug(z,y) = €° - sin(l —y)

are (classical) solutions of || Du(z,y)|| = e®, subject to u;(0,y) = 0, ua(1l,y) = 0,
us(x,0) = 0 and uyg(x,1) = 0. The viscosity solution of (2.36) is given by

u(z,y) = min {ui (z,y), uz(x,y), us(z,v), ua(z,y)},

for (z,y) € Q. The directions of the characteristics, and the contours of u are
depicted in figure 3 (left). The viscosity solution u(x,y) takes the value uy, ua, ug
and ug(x,y) in the left, right, upper and lower region, respectively. On the region
boundaries (the red lines) we observe jumps in the derivative of u. Nevertheless, the
characteristics run into the singularities, and first order convergence of the finite-
element solution is observed. Results of a numerical calculation can be found in
table 1. For the computation, I used the Fast Marching Method on regular meshes
like the one shown in figure 2.
The second example is the (generalized) Eikonal equation
a2, )? + Gy 9)? = Lfor (2,9) €9, u(zo,50) =0,

where 79 = yo = 0.5, and Q = [0,1]? \ {(x0,y0)}is the computational domain. A
viscosity solution u (—u is another one) is given by the distance function

u(z,y) = \/(aj —0.5)2 +4(y — 0.5)2,
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Example 1 Example 2

Mesh L®° error | order L error order

11 x 11 0.07163 0.07192

21 x 21 0.03781 | 0.92169 || 0.04343 | 0.72749

41 x 41 0.01940 | 0.96239 || 0.02846 | 0.61010

81 x 81 0.00982 | 0.98158 || 0.01776 | 0.67992
161 x 161 0.00510 | 0.94533 || 0.01079 | 0.71961
321 x 321 0.00253 | 1.01367 || 0.00790 | 0.448321

TABLE 1. Numerical Results for the two examples depicted in figure 3.
To obtain the convergence order, I calculated log(e1/ez)/log(2), where
ez = |lup —ul|, denotes the error on the finer mesh, and the grid-
spacing is reduced by half in each step.

which is shown in figure 3 (right). The solution u has a singularity at (xo,yo),
and the characteristics spread out from that point. Thus we expect a lower rate of
convergence, as it can be confirmed by a numerical calculation, where we used the
adaptive Gauss-Seidel method on regular n x n meshes. The results are summarized
in table 1.



CHAPTER 3

Computation of the Discrete Solution

This chapter is devoted to the computation of the discrete solution uy, which
has been characterized as the unique fixed-point of the Hopf-Lax update function

up = Apup, unlan, = gloa,

in section 2.2. For the whole chapter, we assume at least (H1)-(H4) to be fulfilled,
such that the fixed-point equation has a unique solution up, and we assume the
regularity conditions (2.1) and (2.2) for the triangulation. For some results, even
(2.3) will be required.

In section 3.2, we discuss iterative methods for the fixed-point problem, mo-
tivated by similar iterative methods in linear algebra for solving systems of linear
equations, and analyze their complexity. All these methods are usually terminated,
when the residual ||, — Aptp||,, falls below a user-defined tolerance. So the ter-
mination error |lu, — @p||,, has to be determined in terms of the local residual.

For isotropic Hamilton-Jacobi equations, that is equations, where H(x,p) =
f(z,|Ipll) does not depend on the direction of p, a direct (non-iterative) method
is available to compute the finite-element solution, the so-called Fast Marching
Method, described by Tsitsiklis in | | and Sethian in | ]. It is based
on a causality principle, which states, that on an acute triangulation the value
of uy in some grid-point x; depends only on the smaller grid-function values in
the neighboring grid-points. Then the finite-element solution can be computed,
starting at the boundary, where values are provided, and following increasing values
of up. In an implementation, a heap sort strategy will be involved, in order to
arrange the values of u, by their size, leading to a total complexity of O(N log N),
where N denotes the number of grid-points. An extension of the Fast Marching

Method to non-acute triangulations was given in | ]. We briefly follow this
approach, and introduce the virtual update strategy for triangles with obtuse angles.
Recently Yatziv, Bartesaghi and Sapiro suggested in | ] to use a bucket sort

algorithm for the Fast Marching Method, reducing its overall complexity to O(N),
but introducing a local error due to inexact sequencing. In subsection 3.3.5 I discuss
this approach, and give a rigorous estimate on the introduced error.

An elaborate generalization of the Fast Marching Method for anisotropic equa-
tions, suggested in | |, leads to the so-called Ordered Upwind Method. With
a similar technique of discretization, this method does not compute a solution of
the above fixed-point problem, but it also constructs a suitable approximation to
the viscosity solution. However, the complexity O(Y - Nlog N) of the method is
additionally affected by the anisotropy coefficient YT of the Hamilton-Jacobi equa-
tion, a quantity, which measures the anisotropic deformation of the zero level-set of
p+— H(z,p). The description of the Ordered Upwind Method is subject of section
3.4.

All methods for solving the fixed-point problem require, of course, the compu-
tation of the Hopf-Lax update for single grid-points x;, € Qp,

(Apup)(zp) = min - {un(y) + p(xn, 20 —y)},
y€dwn (xp)

46
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the local approximation of the viscosity solution. Generally, this results in the mini-
mization of a convex function, which can be done by iterative methods, as suggested
in subsection 3.1.2. For the generalized Eikonal equation (Du(x), M (z)Du(z)) = 1,
an update formula can be derived, which allows for the computation of Hopf-Lax
updates in O(1) time (see subsection 3.1.3). With a different approach, this formula
was already given in [ ] for the Eikonal equation || Du| = f(z).

3.1. Computation of Hopf-Lax Updates

The computation of Hopf-Lax updates leads to an ordinary convex program.
In the two dimensional case, a scalar function f : R — R has to be minimized
on the interval [0,1]. Two simple iterative methods for computing the minimum,
direct search, and golden section search are considered in subsection 3.1.2. The error
brought in because of the approximate minimization is studied, and it is shown, how
the iterative minimization affects the total complexity for solving u; = Apuy. For
equations of Eikonal type, (Du(x), M (z)Du(z)) = 1, an update formula is derived
in subsection 3.1.3. From a different point of view, Kimmel and Sethian attained
in [ ] an update formula for the standard Eikonal equation || Du| = f(z).

3.1.1. Convex Programs. In order to compute the finite-element approxi-
mation to the viscosity solution of (1.1), the Hopf-Lax update

(Apup)(zn) = min {un(y) + plan, on —y)}
yEdwp, (zn)

has to be evaluated. Let ¥, be some triangulation of the computational domain .
For some simplex o, = [xp, 21,...,24] € Bp adjacent to zp, (the interval brackets
denote the convex hull here), we denote by

d d d
(3.1) v”"(xp) = min {Ztﬂth(%) JFP(éEh,JCh - Ztlxl) ; Zti =1t 2 0}
i=1 i=1 i=1

the update from the simplex op. Then we get the Hopf-Lax update as the minimum

Apup(zp) = min v (xp)
o, adjacent to zp,
of the updates computed from the adjacent simplices.
Let me remark, that (3.1) is an ordinary convex program, where the convex
function

d d
f(tl, - 7td) = Ztiuh(xi) + p(mh, Zti(xh — l‘l))
=1 =1

is to be minimized subject to the the constraints
d
doti=1, >0, i=1,....d
i=1

3.1.2. Simple Iterative Methods. In the two dimensional case, we have to
minimize the scalar convex function

f(t) = tﬂh(yh) + (1 — t)ﬂh(zh) + p(fEh,(Eh — tyn — (1 — t)Zh), te [0, ].]

in order to compute an update in z, from the triangle [xx, yp, z1]. Here @y, (yp), tn(2n)
denote boundary values, or already computed trial values in the neighboring points.
In this subsection, two simple iterative methods are proposed, in order to approx-
imate the minimum, direct search and golden section search. For notational sim-
plicity, let f be extended to R by f(0) to the left of [0,1], and by f(1) to the right
of [0,1].
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For the direct search, we choose with some n € N equidistant points ¢; = i/n,
i =0,...,n in the interval [0, 1], and simply approximate the minimal value by
i t) = i ti).
tg}ég}f( ) iiél,l.%f( i)
Let t* denote the point in [0,1] where f takes its minimal value, and let i* €
{0,...,n} denote the index, where the right hand side is minimal. As f(i*/n) <
f((@E*=1)/n), f((i*+1)/n), and by convexity of f, we have t* €](i*—1)/n, (i*+1)/n|
(more precisely there is a minimal point of f in this interval). Thus, with e = 1/n,
we have |t* —i*/n| < e. Consequently,

(3.2) [f() = f(@"/n)] < e(lan(yn) — an(zn)l + p(@n, yn — 2n))-

By assumption (2.2) on the triangulation, we have ||lyp, — 2| < h, and by theorem
2.9 the finite-element solution uy, which is to be computed, is Lipschitz-continuous
(with a Lipschitz constant L independent of the grid-spacing). In theorem 2.15
we have seen, that the local truncation error, for a smooth solution, is O(h?). If
Un(yn), tn(zn) were good approximations to the finite-element solution, then we
could deduce from inequality (3.2), that |f(¢*) — f(i*/n)| < e(L + p*)h. Thus,
in view of the truncation error, we should have ¢ ~ O(h), such that the local
error is not worsened by the approximation of f(t*). Consequently, we would
choose n = O(1/h) points in [0,1] for the approximate minimization of f. Let
me remark, that of course the total complexity for solving the discrete system
(2.8) is affected by the complexity of the local minimization. For example, with N
denoting the number of grid-points, O(N) updates in single grid-points have to be
computed within the Ordered Upwind Method, which leads to a total complexity
of O(N -log N) for computing the finite-element solution, when it is assumed,
that the local minimization requires a constant number of operations. If the local
minimization in every triangle is done by means of the described direct search,
then the total complexity becomes O(N 3/ ), ashox N —1/2 for a uniform family of
triangulations.

As an alternative, the golden section search method may be used. This method
generates a sequence (I;) of nested intervals beginning with Iy = [0, 1], such that
the ratio of the lengths of two subsequent intervals is the golden section ratio
g = (1 4++/5)/2. The limit point of (I;) would be the minimal point t* for f(t).
As the length of the kth interval is ¢~*, and by the consideration above for the
direct search, we obtain a suitable approximation of f(t*) after |log(h)/log(g)|
subdivisions. As |logh|  log N, where N denotes the number of grid-points, the
total complexity of the Ordered Upwind Method with golden section search is still
O(Nlog(N)). Details on the implementation of the golden section method can be
found in | ], among other sources.

3.1.3. The Update Formula for the Eikonal Equation. For the Eikonal
equation in two dimensions, we derive now a formula for (3.1). For this purpose,
let @ C R? and M : Q@ — R?*2 be a continuous mapping into the symmetric
positive definite 2 x 2-matrices. We denote the corresponding inner product by
(P, @) a1(xy) = (P, M(x)q), and its subordinate norm by |[p[|,(,) = (p,p}}v/ﬁx).

Now, we consider the Dirichlet problem for the generalized eikonal equation,

The associated Hamiltonian H (z,p) = ||p||ar(») — 1 satisfies the assumptions (H1)-
(H4). The support function of the zero-level set defined in (1.9) is simply given by

polar of |||z, namely,

3.3 r,q) = max ,q) = X ,q) = =15
(3-3) ple,q) = max (p.q) HpHM(m)=1<p q) = llallpr(ay—
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FIGURE 1. Geometry of the minimization of cos(8) |ly—yn ||+|zr—y|| for
y € [yn, z1]. Note that for § > 7/2 the segment through y perpendicular
to ls has negative length cos(d) - ||y — yn||-

compare example 1.28. The Hopf-Lax update function becomes for z, € Qp,
3.4 Apup)(xp) =  min {u + ||xn — - }
(3.4) (Apun)(@n) jeanin n() + lzn = yllar

The next lemma shows, how the update v (z}) from a single simplex adjacent
to x; can be determined by an elementary geometric argument. At first, only the
classic eikonal equation (with M (x) = I) is considered.

LEMMA 3.1 ([ , Lemma 12]): Let o5, € X, be the triangle with the vertices
Th,Yn, 2n and up € Vy. Denote the angles at yn, zn by «, B, respectively. Defining

A Enn) = )

20 = ynll
and cos(d) = A if |A] < 1, we obtain
un(yn) + llzn — yall cos(a) < A,
(3:5) v (zn) = {un(yn) +cos(d —a)-[lzn —ynll, a<d<m—pf,
up(zn) + |lzn — 21l A < cos(m — f3).
PrOOF. (From [ ].) As one figures out, (3.5) yields the same value, if the

roles of y; and zp are interchanged in lemma 3.1. Thus it suffices to treat the case,
where A > 0.
By the definition of A, we have

vt = min A{un(y) + |lzn — yll} = unlyn) +yer[2in ]{A- ly — ynll + llzn =y} -
h3sZh

YE[Yn,2n
For A > 1, the first case in formula (3.5) applies, and as
A ly = ynll + llzn = yll = lly = ynll + l2n = yll = lzn = yall,

it is indeed v (z1) = un(yn) + ||xn — yrl|-
Now, let 0 < A < 1 so that cos(d) = A defines an angle 0 < § < 7/2. A look
at Figure 1 shows that

(3.6) cos(6) - [ly — ynll + llzn — yll
attains its minimum at the unique intersection y, of two straight lines: the first line

running through y; and zp, the second line running through x5 perpendicular to l5.
Here, I is the straight line that encloses at yp with [yp, z5] the angle 7/2 — §. We
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observe that the value of the minimum is simply cos(d — &) - ||z, — ynl|. A further
look at Figure 1 teaches that y. € [yn, 2] if and only if

0<d—a<y=m—a-—0, that is, a<d<m—L.

If § < a, or equivalently A > cos(a), y, is to the left of y;, and the minimum of
(3.6) in [yp, z5] is attained at yp. On the other hand, if § > m — (3, or equivalently
A < cos(m — ), y« is to the right of 2z, and the minimum of (3.6) in [yp, zp] is
attained at zj,. O

Now we return to the construction of an update formula for (3.4). As for
xp € Qp, M(x,)~ " is a symmetric positive definite matrix, there is a symmetric
positive definite matrix T'(xy,), such that T'(x;,)%? = M(x,)~!, and we have

lall3s o)1 = (T(xn)?a, q) = (T(xn)a, T(xn)q) = |7 (xn)ql -

Thus the update formula for the general case is obtained from lemma 3.1 by tran-
sition to the transformed triangle 65 with the corners

Zhy Uny 2n = T(xn)xn, T(zn)yn, T(zn)zn,

associated with values up(zr), un(yn), un(zr) of the finite-element function.

This way we immediately obtain the following update procedure, writing (p, ¢), =
(0; ) Mm@ IPlle = 1Pl M)t €a = cos(a), and cg = cos(3) for short (note that
we used the cosine addition formula to compute cos(a — §) for implementation
purposes):

ALGORITHM 3.2 (Update Formula for the Eikonal Equation):
Let x5, € Q, up € Vy, and o, = [m;“y;“zh] € Y.

A = () —un(yn)

20 — yulle,
(@ —Yn Zh = Yn)ay oo = (Th — 2n, Yn — 2n)a),
lzn — ynllzy - 120 — ynllz, lzn — znllzy - lyn — 21z,
if co <A

V7" (zn) = un(yn) + |on — ynlle,
else if A < —cg
v (zp) = un(zn) + |20 — 20lla),

else

o™ (@n) = un(yn) + (cald + /(1= )T =A%) 21 = ynlas

With different ideas on a discretization, exactly the same update formula has
been obtained for the standard eikonal equation by Kimmel and Sethian in | ]

(see also | , section 10.3.1]), who use for acute triangulations the method-
ology of | ] to construct upwind schemes on unstructured meshes, and, inde-
pendently, by the geophysicist Fomel [ ], who locally uses Fermat’s principle
of shortest traveltimes (which is closely related to the local use of the Hopf-Lax
formula).

Sethian [ , section 10.1] shows further that this update formula gener-

alizes the upwind finite-difference scheme on Cartesian grids given by Rouy and
Tourin | ].
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3.2. Iterative Methods for the Fixed-Point Problem

In this section, several iterative methods for the fixed-point problem u; = Apup
are analyzed. We start with the Jacobi iteration, which already served us to show
the existence of the discrete solution in theorem 2.6. In subsection 3.2.1, I show
the convergence of this method for arbitrary initial iterates, and give an estimate
on the number of iterations required to reach a pre-defined tolerance. In | 1,
Rouy and Tourin use a Gauss-Seidel iteration, to solve their discretization of the
Eikonal equation on a Cartesian mesh. I include this method in the presentation
of iterative methods, and show, that the residual [|u}, — Apuj || is bounded by the
difference Huz — ! HOO between two consecutive iterates.

In subsection 3.2.4, I propose an adaptive Gauss-Seidel iteration for the fixed-
point problem, modeled after a similar relaxation technique, used for linear systems
in the discretization of linear elliptic boundary value problems (compare | D-
Practically it turns out, that the adaptive Gauss-Seidel method is quite fast, and
can compete with the Fast Marching Method, and especially with the Ordered
Upwind Method for anisotropic equations. However, in the worst case it has the
same asymptotic complexity as Jacobi’s method, and becomes inefficient on large
grids.

Finally, in subsection 3.2.5, I provide an estimate on the iteration error, that
is, the error in the finite-element function due to the termination of an iterative
method, when the tolerance has been reached. It is shown, how the iteration error,
and the local residual, which is controllable by an iterative method, are connected.

3.2.1. Jacobi Iteration. In section 2.2, we have shown the existence of a
solution to the discrete system, given as fixed-point equation (2.8), by proving the
convergence of the fixed-point iteration. Practically, the fixed-point iteration is
terminated, if the residual falls below a user-defined tolerance. This results in an
algorithm given as follows.

ALGORITHM 3.3 (Jacobi Iteration):
Let 7 > 0 denote a user-defined tolerance.

(1) Choose initial iterate uy € Vj, such that ul|s0, = gloq, -

(2) Forn=0,1,2,..., let
up ™t = Apul,

until [Juff — Apu|| o = |Jup — uZHHOO <.
(3) Return u}*'.

By proposition 2.5, the sequence of the residuals ||uﬁ+1 - uZHOO is monotoni-
cally decreasing. Of course also uZ‘H fulfills
ah ™ = A | = ([ Anf = Anup ™
< lufy = up ™| = lluh — Anuillo < 7

when the algorithm terminates. As uZ“ must have been computed in order to

estimate the residual for u}, and as it yields a smaller residual, uzﬂ is returned in
step (3).

3.2.2. Total Complexity. Let (u}) denote the sequence generated by algo-
rithm 3.3, if it is not terminated after the tolerance has been reached. In theorem
2.6 it is shown, that this sequence is monotonically increasing and bounded, pro-
vided that u) < Apuf. Thus the limit point exists, which has to be a fixed-point
of Ay by continuity. In the following theorem we consider arbitrary initial iterates
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uY for the Jacobi iteration, and give a rough estimate on the complexity of this
method. For that purpose, we have to assume the stronger compatibility condition
(H4)" H(x,0) < 0 on Q for the Hamilton function, such that there is a positive
lower bound p, for p(z,q) on © x S9!, For the asymptotic complexity, we con-
sider a sequence of finite-element solutions (up) computed on a wuniform family of
triangulations.

THEOREM 3.4: Assume (H1)-(HS3),(H4), (2.2)-(2.3). Let the initial iterates u$ be
uniformly bounded. Then for a fized tolerance T > 0 the Jacobi iteration for up
terminates after at most n = O(h™1) steps.

PROOF. We assume, that Hu%”oo < M with some M > 0 uniformly in h. First
I show, that the whole sequence (u}), generated by the algorithm is uniformly
bounded. For this reason let v;, € V;, denote the solution of

(37) Vp = Ahv;” Uh|6£2h = M.
From theorem 2.6 we infer, that the Jacobi iteration for (3.7) converges, if the initial
iterate v) = M is chosen. By theorem 2.9, vy, is bounded by
lonlle < M +Co-N-0- 2 . diam(Q) = My,
o
and by the monotonicity of (vy), we have |[v|| < M; for all n € Ng. As we have
ug < v,g, we obtain by the monotonicity of Ay, shown in proposition 2.5, that
—M <up <wvp <M

for all n € Ng. Thus |Juj|| ., < M; for all n € N uniformly in 2 — 0.
Let ® : R — R be defined by ®(t) = —e~ ‘. Then for n € N and z;, € Qp, the
following equations are equivalent:

up(xn) = min  {u} " (y) + p(n, zn —y)}
yEdwp, (zn)
Py - ; _ o~y W) +p(zn,zn—y))
wien) = | min e }
(3.8) d(ui(xy)) =  min {(p(uz-l(y))efp(xh,wy)}_
yEdw, (zn)

By (H4)" and lemma 1.17, we have p, = ming, ga—1 p(z,q) > 0, and thus by (2.3)
pxn, xn —y) > peh/0 for all y € Owp(xp). From (3.8) we obtain

(3.9) [@(uptt) = @(up)] o < e M0 || @(uf) — Dup ]|
By the mean value theorem, we have
M Jup ™ = il < oG = @), -
Thus we obtain from (3.9), that
M [t =]l < () eth) - @)
Consequently, there are constants ¢, C' > 0 independent of h, such that for n € N
ot ] < Cemenh

The convergence of (u]) and the asserted complexity are immediate consequences.
The last inequality shows, that (u}) is a Cauchy sequence, and thus convergent
to some finite-element function up € Vj, which has to be a fixed-point of Ay, by

continuity. The residual fulfills Hu;’+1 - uﬁ“oo < 7 after n = O(1/h) iterations. O
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If we consider uniform triangulations with NV = ‘Qh’ vertices, where h ~ N—1/4,

the total complexity of algorithm 3.3 will be O(N'*1/4). Here we assumed, that the
complexity of the Hopf-Lax update Apup(xp) in a single node is independent of the
grid-spacing h. Then the computation of uzﬂ = Apu} requires O(N) Hopf-Lax
updates, and because of theorem 3.4, the iteration terminates after O(h~!) steps.

3.2.3. Gauss-Seidel Iteration. Let 4 denote an approximate finite-element
solution. In the Jacobi method 3.3, we iteratively replace 4 by Apdy. The first
improvement of this method is to overwrite 4y (xp) by Aptp(xy), whenever an
update in a single node xp € €1 is computed. This possibly leads to a smaller
residual, but anyway the iterate from the preceding step can be overwritten, and
thus does not have to be stored separately.

ALGORITHM 3.5 (Gauss-Seidel Iteration):
Let 7 > 0 denote a user-defined tolerance and let Qp, = {x},..., 2} }.

(1) Choose initial iterate iy € Vp, such that 4, = g on 9Q,.

(2) Repeat

For j=1,...,N: {

until max; |r;| < 7.
(3) Return .

Let {z},..., 2N} = Q) be some enumeration of 2,. We denote by

(Anup)(zy), k=3
up (2F), otherwise

(Afun)(af) = {

the update in xi, defined as function A{L : Vi — V. Then the iteration 3.5 with
the initial value uf generates the sequence (u}), where

= AN AL,
and the update operator in the Gauss-Seidel iteration can be written as
Ags :Vh —>Vh, ’LLhHAhNA}lluh

Needless to say, A},..., A, and therefore also AES, fulfill the properties (1) and
2) from proposition 2.5, that is, v, < wy, implies ASSv;, < AS5w;,, and moreover
( prop plies Ay h

| A S vn — AfswhHoo < |lvp, — wp||,- Hence we have, as for the Jacobi iteration,

™ = il oo < Ml = ™o

that is, the difference between two consecutive iterates is decreasing. But in general
the sequence of the residuals [[Apup —uf || is not necessarily decreasing in every
step, unlike to the Jacobi iteration.

The Gauss-Seidel iteration 3.5 is terminated, when HuZ+1 — uZH < 7. From
the next lemma it follows, that then also the residual

[Anuptt = up | < 7
fulfills the tolerance condition.
LEMMA 3.6: Let (u}) denote the sequence generated by algorithm 3.5. Then

HAnag™ = uy ™ < flui™ = il -
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FIGURE 2. The sequence (u};) generated by the Gauss-Seidel method,
for two initial iterates (thick red lines) in comparison.

Proor. For xib € Qp, we have
(At = ) @h)| = |(Anut = AP ()|

< max |t - AL Afup) ()|
Yr €O0wn (23,)

where A7 ALul(yn) = ul (yn), if yn = xF for some k € {1,...,5 — 1}. Oth-

erwise, if y, & {x,ll, . ,xifl}, then A{;l o AfuR(yn) = w(yn). Thus

(A =) ah) .

<  max | (up
yn€wp, (7))

— up)(yn)

)

and the assertion follows. O

Similar to the proof of theorem 3.4 it can be shown, that the Gauss-Seidel it-
eration has at most the same asymptotic complexity as the Jacobi iteration. Prac-
tically, it turns out to be faster, as in step (2), the value in some grid-point z;, may
benefit from the values in x,ll, . ,x{;l, which were updated in the same step. This
effect depends, of course, on the enumeration of the grid-points, that is, on the
order in which the updates are computed, and on the choice of the initial iterate
u9. Figure 2 shows the iterates (u}) for the discretization of the one dimensional
problem |v/| =1, u(—1) = w(1) = 0 on [—1,1]. The 11 grid-points were numbered
from the left to the right. For the left frame, I chose u) = —5 on §j,. 31 iterations
were necessary in order to compute the finite-element solution. With ug = +5 on
Qp, the solution was obtained after only 5 iterations. If I had numbered the points
by their distance from the boundary points —1,1, only one iteration would have
been enough. As we can see, the order of the updates and the initial iterate should
be chosen in such way, that the problem’s inherent flow of information from the
boundary inwards the domain €2 is maintained.

3.2.4. Adaptive Gauss-Seidel Iteration. This method is an adaptive ver-
sion of the Gauss-Seidel iteration, which pays attention to the flow of information
and which additionally enables us to conserve a lot of unnecessary updates.

In the initial iterate u{, only correct information on the boundary 9, is avail-
able. Therefore, the update process should start in those points, which are adjacent
to some boundary point. The order of the updates in the adaptive Gauss-Seidel it-
eration is organized in such way, that the information about the solution uy, which
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initially exists only in the boundary points, may propagate inwards the domain €y,
along adjacent grid-points.

In step (2) of the Gauss-Seidel iteration, updates are computed in every point
xp € Qp, even if in some of them the tolerance condition |(up — Apup)(zp)| < 7
is already fulfilled. In the adaptive Gauss-Seidel iteration, a point x;, € €, is
not touched anymore, if the residual in x; has fallen below the tolerance, unless
a neighbor of z, is assigned a different value (which might have influence on the
residual in xp). The algorithm is given as follows.

ALGORITHM 3.7 (Adaptive Gauss-Seidel Iteration):
Let 7 > 0 denote a user-defined tolerance.

(1) Let the initial iterate be defined by

. ( ) 0, xp € Qp,
URL\T =
AR g(zn),  an €0,

and let Q be the list of all points x; € 2, that are adjacent to some
boundary point (in fixed, but arbitrary order).
(2) Remove the first point z, from the list Q and compute

12 = (Ahﬁh)(l‘h)

If |4 — Gp(xp)| > 7, then update dp(zp) = @ and append all not yet
enqueued neighbors yj, of xp, to the list Q. Repeat (2) until Q = 0.
(3) Return dy.

The choice of the initial iterate @y, in step (1) ensures, that an update is com-
puted at least once in every point xj € y,, as the first time an update is computed
in zp,, the value of the residual is co (practically, instead of co, we could use any
upper bound for uy). Alternatively, a marker list can be used, where we store for
every point xj, whether an update in x; has been computed or not. This becomes
necessary, if the algorithm shall be passed an initial iterate @y, which might already
be a good approximation to uy. The order, in which the updates are performed,
follows the FIFO (first in, first out) character of Q.

In the next theorem, I show, that the algorithm terminates after finitely many
steps, with an approximate solution uy, which actually fulfills the tolerance condi-
tion. For this purpose let (u}) denote the sequence, generated by algorithm 3.7,
where we interpret the grid-function, obtained by performing a single update on

uj, as the next iterate uZH.

THEOREM 3.8 (] , Theorem 13]): The adaptive Gauss-Seidel method generates
a monotonically decreasing sequence (u}) of grid-functions. It terminates after
finitely many steps with an approximate finite element solution Uy € Vy, such that
||ﬁh - Ahﬁh” S T.

PrOOF. (From | ].) The initialization uf|g, = oo ensures that every
point zj is updated at least once, as the residual is co when the first update value
in xj, is computed. After the first update, up(xy) is assigned a finite value, since x,
has a neighbor in 99, or a neighbor, for which a finitely valued update has already
been computed. By induction on n we get that at each later update of a nodal
point x, all neighbors of x; that have been changed over the last update can only
have been assigned a lower value of uj. From the monotonicity of A, we thus get
the first assertion.

Since an update in step (2) only affects the residual in the neighboring points,
which are are immediately enqueued, it holds that

{zn € Qp ¢ up(xp) < oo and [Apup —up| >7 C Q
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for every n > 0. So if the algorithm terminates with @ = (), the tolerance has been
reached.

Otherwise, if the iteration does not terminate, then there is at least one nodal
point z; that appears infinitely often as the first element of the queue Q and gets
updated at steps n; — oo, j — co. Hence, there must be |u;” (z}) fuZ”'_l(x;"L)\ > T
in contradiction to the convergence of qu (x}) as j — oo which is implied by the
monotonicity and the trivial lower bound ]! > mingeaq g(z). O

Though it takes advantage of the fact, that information propagates from 0,
inside €2, when the discretization is solved iteratively, the total complexity of the
adaptive Gauss-Seidel iteration behaves in the worst case as the complexity of the
Jacobi iteration. However, numerical examples reveal, that the adaptive method is
considerably faster than the Jacobi or the Gauss-Seidel iteration.

3.2.5. Choice of the Tolerance. The complexity was analyzed in theorem
3.4, by considering a fixed tolerance, while h — 0. Of course the tolerance has to
be diminished along with the grid-spacing h. A connection between the residual
||in, — Aptin||, of an approximate finite-element solution, and the iteration error
|lun — @pll,, may be obtained from lemma 2.16.

LEMMA 3.9: Assume (H1),(H2),(H3),(H{), (2.2)-(2.3) and let 4y denote some
approximate finite-element solution computed with an iterative method, such that

N N Px
—A < — -tol-h
||uh huhHoo_49 0 ,

where tol < 1. Then, with the solution uy, of (2.8), we have

i, — uh”oo < tol.
PROOF. Lemma 2.16 and its proof. U

By choosing tol ~ h, the iteration error ||a, — upl,, will be of the same order
as the approximation error in the best case (compare theorem 2.17). Of course, if
we choose, for example, 7 & p* - h in algorithm 3.3, and start with the constant
initial iterate u% = 0, then the algorithm terminates after only one step, as

up(en) = min - {up(y) + p(en,zn —y)} <0+ p" - h,
yEOwh (zn)
and thus |u}, () — u (z)| < p* - h = 7. Anyway, the consideration above implies,
that one should choose 7 ~ k2, that is, 7 should be chosen within the range of the
local truncation error.

3.3. The Fast Marching Method

For isotropic Hamilton-Jacobi equations (where H(z,p) = f(x, ||p||)), the order
of dependence in the discretization is known, which makes it possible to construct
a fast method for solving the fixed-point equation uj, = Apuy, likewise the solution
of a triangular system by forward/backward substitution in linear algebra. For that
purpose, only O(N) updates Apup(xy) have to be computed, where N denotes the
number of grid-points. In an implementation, additional computational effort leads
to a total complexity of O(N log N).

For a variational discretization of the Eikonal equation on Cartesian meshes,

this method was proposed in [ | and for a finite-difference approximation of
the Eikonal equation (which yields the same approximate solution) in | |. Its
denomination as Fast Marching Method is due to Sethian in | . In [ ] a

generalization of this method for triangulated domains was developed.
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Beginning with the discrete causality principle in subsection 3.3.1, I introduce
the Fast Marching Method in subsection 3.3.2 for our discretization of Hamilton-
Jacobi equations. As the causality principle holds only on acute triangulations, it
requires additional effort to extend the Fast Marching Method to general triangu-
lations. In subsection 3.3.3, I briefly sketch the idea of virtual updates, which was
suggested by Kimmel and Sethian in | ].

A few aspects of the implementation are subject of subsection 3.3.4. With the
idea from | ], I show in 3.3.5, how the total complexity of the method can be
diminished from O(N log N) to O(N), when the sequencing is done by an inexact
(or untidy) priority queue. The introduced error is carefully analyzed, and I proved
an estimate on the difference between the finite-element solutions computed with
exact and with inexact sequencing.

3.3.1. Discrete Causality. We consider Hamilton-Jacobi equations, where
H(x,p) is isotropic with respect to p, that is H(z,p) = f(z, ||p||) with some contin-
uous function f:  x R — R. Then the support function p, given by (1.9), takes
the form p(z,q) = n(z) ||g||, where n € C(Q2) by lemma 1.18.

The construction of the Fast Marching Method is based on the following lemma.
It states, in short, that the value uy(z,) of the finite-element solution depends only
on those values in the neighboring grid-points y, € N (zp), for which us(yp) <
up(zp), provided that the triangulation is acute. We refer to this property as the
discrete causality principle.

LEMMA 3.10 ([ , lemma 5.2]): Assume (H1)-(H4) and H(x,p) = f(x,||pl)
with some f € C(QAxR). Let X}, denote a triangulation of Q, such that for xj € Qy
(3.10) (Yn — xpyz2n —R) >0

for all yp,, zn, € Q,, such that xp,,yn, 2z, are vertices of a common simplex oy, € 3j,.
Let up, € Vy, denote a finite-element function and let y, € Qwp(xp) be such, that

up(y«) + p(@p,xn —y) =  min - A{un(y) + p(@n, 20 —y)}-

yEOwn ()
If y. is expressed as convex combination in some simpler op = [Tp,X1,...,Td)],
which contains y. in its boundary face Owp(xp) N oy = [T1,...,24], that is

d
i=1
then t¥ > 0 implies up(xpn) > up(x;).
ProOOF. If tf = 1, then y, = x;, and as p(zp,xp — x;) > 0 by lemma 1.17,
up(xn) = up(x;) + p(zh, xn — ;) > up(z;).
Thus we may assume, that 0 < ¢; < 1. Then ¢t = 0 is a local minimum of
(3.11) t = up(ys) + t(un(z:) — un(ye)) + p(Tn, Th — Yo — H(Ti — Y4))

As a consequence, the derivative at ¢ = 0 vanishes. As p(z,q) = n(z) ||q||, differen-
tiation with respect to ¢ in (3.11) and setting ¢t = 0 yields

)<xh — Yur Y — CU1>

=0
lzn — vl

up (i) — un(ys) + n(zs

or equivalently,

) <y* — Th,Ti — Ih>
n — yell

The assertion follows, as we have, by condition (3.10),

= un(y«) + p(Tn, Tn — Yx) = un(n).

up(x;) + n(zp

(Yo — Thy s —xp) > 15 ||z — z||* > 0.
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Condition (3.10) is a restriction on the angles in the triangulation at xy,, which
is fulfilled, if every two edges adjacent to xp, that belong to a common simplex,
enclose an acute angle. Provided that this condition is fulfilled for all z;, € Qj,, the
Fast Marching Method, introduced in the following subsection, is applicable.

3.3.2. The Fast Marching Method for Acute Triangulations. The idea
of the Fast Marching Method is to compute the finite-element solution uy, beginning
at the boundary and traversing the computational domain along increasing values
of up. The discrete causality property, which holds true on acute triangulations,
ensures, that the value of uy, for xj;, € ; depends only on the lesser values uy (yp) <
up(xy), that have already been computed, or that are initially known, if they are
boundary values.

The grid-points Qj, are divided into three categories. First the set of alive
points Ap, where the value of uy, is known to be exact. Next the set of trial points
T, (sometimes called the narrow band), where trial values have been computed,
that might be changed later-on. All the other points form the set of the far away
points (which will not be explicitly needed in the algorithm).

Initially, we put A, = 0Q, as we know that up, = g(zp) on 9. Next, we
compute Hopf-Lax updates up(xp) in all points zj, which are adjacent to some
boundary point, where we only use the values of the points, that are alive. We
obtain trial values on Tj, = N'(Ap) \ Q.

We infer from the last lemma, that the smallest trial value up(xy) for xp € Tj,
has to be exact, as it depends only on the smaller values of uy, which already belong
to Ap. Thus the node x; with the smallest value can be removed from T}, and
becomes alive. Afterwards, new trial values in all neighbors of zj, that are not yet
alive, can be assigned.

ALGORITHM 3.11 (Fast Marching Method):
Assume (H1)-(H4) and H(z,p) = f(z,||p||) with some f € C(Q2 x R), (3.10) should
be fulfilled for all z;, € Q.

(1) Let Ap = 09, up(zpn) = g(ay) on 9Q), and up(xp) = oo for xp € Q. Let
Ty, be the set of all points, which are adjacent to some boundary point
yn € Ap. For all z, € T, compute trial values

up(wn) = (Apun)(wh).

(2) Let z}, € Ty, be the point with the smallest trial value in Tj,.

(3) Remove zj, from T}, and add it to Ap.

(4) Re-compute the values for all neighbors of 7, that are not alive, and add
them to Tj},.

(5) If T}, # 0, goto (2).

For the computation of updates in the algorithm, it suffices to use only values
up(xp) in those neighboring points, which are alive. The algorithm terminates
after N = |Qp| cycles, as in every cycle (2)-(5) one point is added to the list of alive
points, which contains the points zp, where up(zp) is already exact. Altogether,
only O(N) updates in single points have to be computed, in order to obtain the
exact finite-element solution. The actual complexity of this method is O(N log N),
as a priority queue has to be administered in an implementation, to allow for a fast
access to the trial point with the smallest trial value in step (2).

In the next lemma, the correctness of the Fast Marching Method is proved by
induction.
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FIGURE 3. Left. Degenerate mesh obtained by stretching in y direc-
tion. Right. Accuracy of the Fast Marching Method with and without
virtual updates, and the Hopf-Lax finite-element solution.

LEMMA 3.12: With the assumptions in algorithm 3.11, this method terminates after
O(N) steps with the exact solution uy of (2.8).

PROOF. Let u, denote the solution produced by the algorithm, and let vy
denote the solution of (2.8). Let €, = {z},...,x}  } be an enumeration of ), in
the same order, in which the trial points are accepted in step (2) of the algorithm.
We inductively show, that u, = vj. Clearly, we always have v, < wuy by the
initialization of the algorithm and the monotonicity of the Hopf-Lax update.

Let zj, € €2 denote some point with the smallest value of v, among the points
xp, € Q. From lemma 3.10 we infer, that vj,(x}) only depends on the values of vy,
on the boundary 0, (furthermore, z} must be adjacent to some boundary node).
When a:,lz becomes alive, the values on the boundary are already available. Thus,
as up(x}) is the smallest trial value in the first cycle,

on(xy,) < un(zy) < on(zg) < on(ey).

If uh(xﬁl) = vh(xfl) for j = 1,...,n with some n < N, one can show by the

same argument, that up,(z}™") = vy, (27 t!). If 2} € Q, is some point with the

smallest value vy, (z5,) among the points {332“, ... ,th}, then vy, () only depends
on the values vy, (z}), ..., vn(2}) by lemma 3.10. As these values are available when

xZ‘H becomes alive, we have
on(@p ™) < up (@) <wn(ag) < on(ap™h).

O

3.3.3. Extension on Non-Acute Triangulations. The assumption on the
acuteness of the triangulation can be dropped, if a virtual update strategy is used
to ensure, that a computed value uy,(x},) depends only on the smaller values of the
finite-element function. This strategy is described in [KS98] for the two dimen-
sional problem. We remark, that it may be connected with a slight loss of accuracy,
and the computed solution not necessarily fulfills (2.8) in every point.

EXAMPLE 3.13: For an example, consider with g = ||z|| the Eikonal equation
[Du(z)|| =1, z€Q,  uloa=y,

where Q =]0,1[2, which has the unique viscosity solution u = ||z||. I calculated
approximate solutions using the Fast Marching Method first with virtual updates,
then without virtual updates, and finally I computed the Hopf-Lax finite-element
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FIGURE 4. Traversal of adjacent triangles, seeking some point in the
splitting section.

solution (the solution of (2.8)) using an iterative method. A quite degenerate mesh
was chosen, with many obtuse angles, in which the discrete causality principle
(compare lemma 3.10) is violated. The results can be found in the following table,
and are visualized in figure 3.

Rmax Rmin Ymax Ymin  Mmax FM (VU) FM (no VU) Hopf-Lax
0.30806 0.03125 163.82° 6.78° 16 0.04979 0.10620 0.07730
0.15891 0.01490 165.08° 6.48° 16 0.03284 0.10591 0.05622
0.08181 0.00719 166.47° 5.38° 17 0.01700 0.07331 0.03534
0.03999 0.00347 167.28° 5.75° 18 0.01170 0.07113 0.01853
0.02094 0.00172 167.90° 5.06° 23 0.00654 0.05973 0.00861
0.01049 0.00086 167.90° 5.16° 24 0.00356 0.05626 0.00483
0.00531 0.00043 167.65° 5.01° 27 0.00228 0.05521 0.00263

Here, hpmax and hpi, denote the maximal and minimal lengths of an edge in
the triangulation, respectively, and yypax and vy, the maximal and minimal angles.
The next column contains the maximal number n,., of triangles, which had to be
traversed for the virtual update strategy. The next column shows the results of the
Fast Marching Method using the virtual update strategy described below, followed
by the Fast Marching Method without virtual updates, that is, I used algorithm
3.11 without taking care of the fact, that the violated acute angle condition is
required for the discrete causality principle. The last column shows the error of the
Hopf-Lax finite-element solution. It is remarkable, that the Fast Marching Method
using virtual updates yields a better approximation on the considered grids. The
higher error constant of the Hopf-Lax approximation is due to the interpolatory
error on the edges in the degenerate mesh.

Now let us assume, that in the Fast Marching Method, we have to compute an
update in some point xj, from the triangle [z, yp, 2], that is

(3.12) u= min {un(y)+ p(zn,zn —y)},

YE([yn,zn]
and suppose that (y, — zp, 2z — zp) < 0, such that the half-lines, running from zj,
through y, and zj, enclose an obtuse angle. We define the splitting section to be
the cone

S:{w€ﬁ;<w7'xh7yh7$h>20and <’wth7zh—xh>20}’

that is the set of points, such that the triangles [z, yp, w] and [z, 2, w] possess an
acute angle at xj,. By traversing adjacent triangles, we seek for a grid-point inside
this splitting section (see figure 4). If a suitable point wy, can be found, we define
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the update from triangle [zp, yn, 2] to be

w=min (min fun(y) +plon,on —y)},  min {unly) + plen, 2~ y)} ).

YE[yn,wn] yE[wn,zn]

In both wirtual triangles [xp,yn,ws] and [xp, zn,wy], the angle condition from
lemma 3.10 is fulfilled, and thus the computed update fulfills the discrete causal-
ity principle, and the Fast Marching Method remains applicable. In [ ] it is
shown, that the maximal number of triangles, that have to be traversed in order
to find an appropriate intersection point, is bounded by a constant, which depends
only on the regularity constant 6 of the family of triangulations, and not on the
grid-spacing h, when h — 0. However, while traversing nearby triangles, one could
reach the boundary 0f2 of the computational domain. Assume, for example, that in
figure 4 the edge [w,(ll), wf)] was a boundary edge, such that the splitting point wég)
wouldn’t have been found. As we know the values of uj; in the boundary points

w}(Ll),w,(f) (they are provided by the Dirichlet boundary condition), we compute

updates w1, us, ug from the triangles [xh,yh,w,(f)], [xh, w,(f), w,(f)} and [z, zh,w,(ll)]
respectively, and define © = min(uy, ug,us3). The possible obtuse angle in triangle
[xh, wf), wf)] is disregarded, as the boundary values are known.

Whenever an update is compute in some grid-point z;, from [z, yp, z5] with
an obtuse angle at x, the virtual update strategy yields the same subdivision into
virtual triangles. Let @y (xp,) denote the virtual neighborhood patch of xp, that is
the union of all adjacent triangles, that have an acute angle at zp, in union with
all virtual triangles generated by the virtual update method at xzj,. Then the Fast

Marching Method with virtual updates computes a solution of the discrete system

9

up(rn) =  min - A{up(y) +p(zn, o0 —y)}, zn € O,
yEO@h (xh)

with uw, = ¢ on the boundary, that is, the Hopf-Lax solution, if we had a priori
considered the virtual patches @, (zp,) instead of wp(zp). By the quoted result in
[ ], the diameters of the virtual patches are still bounded by a multiple of the
grid-spacing h, in a regular sequence of refined triangulations. Let (uy) denote the
sequence of finite-element functions, computed by the Fast Marching Method with
virtual updates. One could follow the convergence theory in section 2.3 in order
to prove analogously the uniform convergence of (uy,) to the viscosity solution u of
the underlying Eikonal equation.

3.3.4. Implementation, Complexity. Subject of this subsection is the im-
plementation and complexity of the Fast Marching Method, that is algorithm 3.11,
where I restrict myself, once again, to the two dimensional case. Typically, the
grid-points will be numbered in some way, that is Q, = {z},,...,z} }, such that
the edges and triangles can be stored as pairs or triplets of indices, respectively.
As we have to compute updates from adjacent triangles, it is useful to store those
triangles for every grid-point, and likewise the adjacent grid-points for every grid-
point, to allow for a fast access to them in step (4). The trial points T}, are kept in
an index based priority queue, which is often realized as a binary heap, that holds
the index of the trial point with the minimal trial value in its root. Insertion of an
element or deletion of the element, with the highest priority (the lowest value of
uy) typically costs O(logn) operations, where n denotes the total number of indices
in the priority queue. As the number of trial points in the Fast Marching Method
is at most O(N) — or more precisely, O(v/N), the deletion of x} from the priority
queue in step (2), and the insertion of the neighboring points in step (4) cost at
most O(log N) time.

It often occurs, that the re-computation of trial values in step (4) yields new
trial values. By the monotonicity of the Hopf-Lax update function, and by the
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initialization (up = oo on ), such a re-computation may only yield a smaller
trial value. Then the priority queue has to be reordered, which can also be done
in O(log N) steps, provided, that we have stored the position in the heap for all
grid-points.

On a regular sequence of triangulations, the number of neighboring points is
bounded by a constant for each grid-point, independently of h, as the minimal angles
in such a sequence of triangulations are bounded from below. Thus one cycle (2)-(5)
in the Fast Marching Method costs at most O(log N) operations, if the updates are
computed in O(1) time by the Eikonal update formula. We summarize the result
on the complexity in the following theorem.

THEOREM 3.14: Let (2.1) and (2.2) be fulfilled. Then the complexity of the Fast
Marching Method is at most O(Nlog N), where N denotes the number of grid-
points.

For details on the implementation and the complexity of a heap-based priority
queue see, for example, | ].

3.3.5. Sequencing by Untidy Priority Queues. In the Fast Marching
Method a priority queue is used, in order to keep track of the trial point with
the minimal trial value. As an alternative, Yatziv, Bartesaghi and Sapiro suggest
in [ ] to implement the narrow band T}, as an untidy priority queue. Loosely
speaking, they use a bucket sort technique for the narrow band, to allow for a fast
access to the trial point with the approximately smallest trial value. This method
is applicable for the Eikonal equation

(3.13) |1Du(z)]| = f(x), €, wulspa=0

with constant Dirichlet boundary data (or, equivalently, for the isotropic Hamilton-
Jacobi equation, compare lemma 3.10). Let f., f* > 0 denote lower and upper
bounds on f, respectively, such that f(x) < f* on Q. In the next proposition it is
shown, that the range of the trial values in the narrow band is O(h).

PROPOSITION 3.15: Assume (2.2), let algorithm 3.11 be applicable and f(x) < f*
on Q. At any stage of the Fast Marching Method, the following estimate on the
narrow band holds:
— mi < * - h.
nax up(p) Juin up () f

PROOF. Initially, the set of alive points equals 9€)},, and for all boundary points
Yn, it is up(yn) = 0. Let zj, denote some point adjacent to a boundary point y,.
Then the computed trial value @y, (z,) fulfills

un(xn) < un(yn) + p(xn, xn — yn) = g(yn) + f(xn) - llzn —yall < f*- R
In order to show the asserted estimate by induction, let us assume, that the inequal-
ity in the proposition is fulfilled at the beginning of step (2) in the Fast Marching
algorithm, and let T}, denote the narrow band after steps (2)-(4). Let z} € T} de-
note the grid-point with the smallest trial value in step (2). This point is removed
from 7T},, while the values in the grid-points z; adjacent to xj are re-computed,
and, if this hasn’t been done before, those points x; are added to the narrow band.
Let x;, denote some trial neighbor of z}. Then we deduce for the trial value @y, (zy),
an(zn) < un(wh) + plen, on — 2p) = min un(en) + f(@n) - lon — 2
h h

< mi + f*-h.
xrglelghuh(lfh) f

On the other hand, the re-computation of the trial value in some grid-point z; ad-
jacent to x} cannot yield a smaller trial value than uy, (z7), by the discrete causality
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principle (lemma 3.10). Thus the minimal value in Ty, is greater or equal than the
minimal value in T}, and the assertion is proved. O

Let z} denote the point with the minimal trial value in step (2) of the Fast
Marching Method. The key, that leads to the untidy priority — and the O(N)
complexity, is the observation, that we could have chosen some point z; with an
approximately minimal trial value instead of zj, accepting an error within the
range of the local error O(h?) of the discretization. This would lead, by the error
propagation lemma, to no considerable loss in the total accuracy of the method.

For this purpose, we store the narrow band in a collection of disjoint buckets B;,
with Ty, = BoU---UBg_1, where d € N is suitably chosen, such that one bucket B;
holds trial values within the range of the local error O(h?). By the last proposition,
we should use d = O(1/h) buckets, and quantize the trial values as follows: Define
o= f*. h/d, such that 6 = O(h?). In the bucket B; we store all trial grid-points
xp, with trial values @y, (), such that ¢ = |@,(xs) /6] modd. This way, we obtain
|t (zn) —Up(yr)| < 0 for all trial points p, yp € B;, as the trial values in the narrow
band differ from each other for at most f*-h. For my implementation, I realized
the buckets as doubly-linked lists, which bears the advantages that the buckets are
easily dynamically resizable, and that arbitrary elements can be removed in O(1)
time, if their position in the list is known.

During the Fast Marching Method, we have to keep track of the bucket, that
holds the grid-point with the smallest trial value. Let s denote the number of this
bucket. Initially, all trial values are in the range of 0, f*h[, and s is the number
of the first non-empty bucket. The untidy priority queue provides the following
operations:

e Insertion of some point xp: Compute i = |up(zp)/d] modd, and set
B; «— B; U {xp}. This operation costs O(1).

o Deletion of the point T; with the approzimately minimal trial value: The
index s should hold the number of the bucket with the smallest trial value.
If B is empty, we search cyclically for the next non-empty bucket By,
passing from bucket to bucket, substituting s by |[s + 1]modd. If all
buckets are empty, the Fast Marching Method terminates. Otherwise,
we simply return the first element in B, (instead of the point with the
minimal value). If the bucket B; runs empty, we increase s by 1, (s «
|s + 1Jmod d). The deletion typically costs O(1) operations, however, if
the cost of the search for the non-empty bucket is taken into account, the
total cost can rise up to O(d) operations.

e Re-ordering of the queue, when trial values are updated: Let us assume,
that a re-computation of the trial value of zj yields a smaller value, such
that we have to move zj, to a different bucket. As we store for every trial
point z; its position in the queue, that is the bucket B; containing zj,
and the point’s position within the bucket B;, it is possible to remove xy,
from B; in O(1) time. Re-insertion of z;, costs O(1), as indicated above.

Clearly, the re-ordering of the queue is necessary, if the re-computation of
trial values yields smaller values. However, this necessity is not regarded at all in
[ ]. What the complexity of the delete operation concerns, let us consider
the worst case, where a lot of buckets are empty, say, s = 1, and By_; is the next
non-empty bucket. Then By_; contains nearly the whole narrow band, and s has
to be increased d — 2 times, until the next non-empty bucket B;_; has been found.
Provided, that the size of the narrow band is O(d) = O(1/h), we would not have
to search for a non-empty bucket in the following delete operations. Thus in the
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statistical mean, also the deletion costs O(1). In the next lemma, the asymptotic
complexity of the Fast Marching Method with an untidy priority queue is shown.

LEMMA 3.16: Assume (2.2), (2.3). Then the asymptotic complexity of the Fast
Marching Method with an untidy priority queue consisting of d = O(h™1) buckets
is O(N), where N denotes the number of grid-points.

PROOF. Because of the uniformity assumptions (2.2) and (2.3) on the triangu-
lation, the area Aa of every triangle is bounded by
h? h?
oz = An < ER
Thus the triangulation consists of O(h~2) triangles, and accordingly, of N =
O(h~?) grid-points. By theorem 2.9, the finite-element solutions (uj) are uni-
formly bounded. As I will show in the following lemma, the difference between the
grid-solution computed with an untidy priority queue and the exact finite-element
solution is O(h). Hence the grid-functions computed with an untidy queue are
uniformly bounded by a constant M > 0 for a sequence h — 0. As every bucket
of the untidy queue contains points with function values, which differ from each
other for at most § = f* - h/d, where we chose d = O(h™!), a total number of
M/§ = O(h™?) = O(N) buckets have to be traversed during the Fast Marching
Method'. Thus also the delete operation from the untidy queue has an average
complexity of O(1), likewise the insertion and re-ordering. O

Finally, in the following lemma, it is shown, that the total error in the finite-
element function is O(h), when the priority queue is substituted by an untidy
priority queue. For that purpose, we have to choose at least d > 1/h buckets, and
quantize the grid-function values by 6 = f* - h/d. Let me remark, that an increase
in the number of buckets yields a better accuracy at the price of a higher complexity
of the method.

LEMMA 3.17: Let up denote the finite-element solution of (3.13) computed with
the Fast Marching Method with exact sequencing on an acute triangulation, and let
up denote the solution obtained by using an untidy priority queue with d > 1/h

buckets. Then we have

Jun = nlle < 202 b i

PROOF. An error is introduced, when computing the Fast Marching Method
with the untidy priority queue technique, described above, as in step (2) not the
point x; with the minimal trial value becomes alive, but some point Zj, such
that 4,(Z5) — 4p(z);) < §. By the causality principle (lemma 3.10), the value
Up(Z}) depends only on the lower function values in the neighboring grid-points,
and therefore possibly on the smaller trial values, that would have been accepted
before 4, (Z}), if an exact sequencing had been used. However, all points yp,, that
become alive after Z} fulfill up(yn) > ap(x}). Thus

Up(2y) — 0 < ap(xy,) < (Aptn)(73) < Un(Zh)-

The assertion follows from lemma 2.16, and its proof. As p(x,q) = f(x) - ||q||, we
have p, = fi. O

As we saw in theorem 2.17, the convergence rate is O(h), provided that a
smooth solution of (3.13) exists. Generally, the convergence rate will be even lower.
Thus the error introduced by untidy sequencing does not affect the convergence rate.

IThis argument was communicated by Thomas Satzger and will be part of his diploma thesis.
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3.4. The Ordered Upwind Method

In [ ], Sethian and Vladimirsky describe an extension of the Fast Marching
Method to Hamilton-Jacobi equations of Eikonal type, denoted as the Ordered
Upwind Method (OUM). Therein, they consider the equation

F(z,Du(x)) =1, z€Q, ulon =g,

where F' is Lipschitz-continuous with respect to x, and fulfills (F2)-(F4) on page
18. The anisotropy coefficient is defined to be the quotient

T = max F(z,p)/ min F(z,p).
QxSd-1 QxSd-1
The Ordered Upwind Method for Hamilton-Jacobi equations (OUM) uses a simi-
lar discretization as the Hopf-Lax discretization, but does not actually compute a
solution of (2.8). Compared to the accuracy of the finite-element solution defined
herein, the accuracy of the solution computed by the OUM is worse by the factor
T, and the complexity of the OUM is O(TN log N), where N = |Qy,].

In order to transfer the causality property discussed in lemma 3.10 to more
general Hamilton-Jacobi equations, the updates in the OUM are not computed
from the neighborhood patches wy, (), but from the whole accepted front, which
corresponds to the set of those alive points, which are adjacent to some trial point in
the Fast Marching Method. Not the whole accepted front is relevant for computing
an update in some trial point zp, but only those points in the accepted front, which
are at most O(Th) away from x,, where h denotes the grid-spacing. This may
give a pointer to the asserted complexity and accuracy of the OUM, compared to
the Fast Marching Method. In this section I introduce the OUM following the
discussion in | ]. However, the method is treated therein more in the context
of min-time optimal control problems. Some parts of the theory in | ] seemed
a bit fragmentary, for example, in the proof of the uniform Lipschitz continuity of
the finite-element solutions, no compatibility condition for the boundary data is
regarded.

3.4.1. Anisotropy of Hamilton-Jacobi Equations. The Ordered Upwind
Method is applicable to Hamilton-Jacobi equations

(3.14) H(z, Du(2) =0, 2€9Q  uloo =g,

where H fulfills the convexity and coercivity conditions (H2) and (H3), and is
Lipschitz-continuous with respect to the state variable, and fulfills the strict com-
patibility condition, that is, (H1)" and (H4)" on page 34 are assumed. With the
support function p(x,q) of the zero level-sets of H, we measure the anisotropy of
the underlying Hamilton-Jacobi equation by

| maxgge p@0) gt

ming, go-1 p(z,0)  px

which we refer to as the anisotropy coefficient. By the strict compatibility condition
(H4)', the lower bound p, = ming, ga—1 p(z,q) > 0. The upper bound p* satisfies

pr < g with the growth constants from lemma 1.1. With the lower and upper
bounds on the support function, it holds by homogeneity, that

p--lldl < pla,q) < p*-llgll, forallz e, ¢geR
The distance function §(x,y), defined by (1.11), satisfies the estimate

P lz—yll < 0(x,y) < Co-p*-lle—yl, forallz,yecq,
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where Cq denotes the Lipschitz bound for 99 (compare lemma 1.21.) Given a
compatible boundary data g : 9Q — R, the viscosity solution of the Hamilton-
Jacobi equation is given by

(3.15) u(z) = ;Iel(i’)% {9(y) +6(z,y)},

as it was shown in theorem 1.25. Consider a simple, closed curve I' C €. As it can
be seen easily, we have for all x within I":

(3.16) u(x) = min {u(y) + d(z,y)}

The following lemma will become important for the motivation of the Ordered
Upwind Method. The corresponding result in | ] involves the value function
of an optimal control problem on a convex domain 2.

LEMMA 3.18 (] , Lemma 3.4)): With the assumptions made above, let u be
defined by (3.15), and with mingu < X\ < maxgu let L = {x € Q; u(x) = A}
denote some level-set of w. Then, if for some T with u(T) > A,

u(@) = min {u(y) + 5T, y)} = A+ 8(z,3),
Y
with § € L, we have
|7 — 7| < Cq - Y -dist(z, £).
PROOF. (After | ].) Let § be such, that dist(Z,£) = ||z — g||. Then
u(T) < A+ §(Z,7), and by the estimate on the optical distance §, we have
Ape-|z =7l < u@) =A+46Z7y) < A+Co-p" -7 —7l,

which yields the assertion. (|

Consequently, if one wants to determine the value u(Z) for some point T near
the level-set £, only a small part of the level-set is relevant for z, that is, all points
y on the level-set with ||Z — y|| bounded by a multiple of the distance of T to the
level-set. We can also gain an estimate on the angle between the direction of the
optimal trajectory and the gradient of u. If, for some point T € €2, there exists an
optimal trajectory £ € C*°([0,1]; ), such that T = £(0) and £(1) =y # T, and

u(@) = u(y) + 6T, y) = uly) + / plE(t), —€(t)) dt.

then for all 0 < 7 < 1 Bellman’s optimality principle holds, that is,

(3.17) w(F = £(0)) = u(e(r) + / " p(E(t). (1)) d.

Passing to the limit, we get the following statement.

LEMMA 3.19: With the notation from above, let u be differentiable in T. Then

cos (&(Du(f),—é(O))) > %

PRrROOF. Division by 7 and passing to the limit in (3.17) yields
(Du@), ~£(0)) = p(z.~£0)) = p. - [|é0)] -
By lemma 1.20, we have
(Du(®). Du(®)) < p(F. Du(®) < o - [ Du(@) .

and the assertion is ready to obtain. U
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The last result also holds true, if we substitute Y by the local anisotropy coef-
ficient,
max|q|=1p(*,q) _ max{|pl ; H(z p) < 0}

(3.18) ) = i p(eg)  min{l]  Hlwp) =0}

which measures the anisotropic deformation of the zero level-set of p — H(z,p) for
every z € . In the case of the Eikonal equation, where H(z,p) = ||p|| — f(z), we
would have v(z) = 1. For the Eikonal equation, the directions of —Du(Z) and the
optimal trajectory £(0) coincide.

3.4.2. Generalized Hopf-Lax Updates. For simplicity of presentation, we

will discuss the two dimensional case in the following. The given method and results
extend naturally to arbitrary space dimensions. Let ¥; denote a triangulation of
Q C R? of diameter h > 0, and assume, that we have already computed the values
of a finite-element approximation wu, € Vj, to the viscosity solution of (3.14) in a
neighborhood of the boundary, that is in some set A, C €, which we refer to
as the set of active points. We denote by AFj, the set of all edges [yp, z5] of the
triangulation, such that y, and z; are active points, and are both adjacent to some
not yet active point z;, € Qj \ Ay. AF), will be called the accepted front. A point
xp, which is adjacent to an active point in Ay, is called a trial point, and the set of
all trial points will be denoted by T}. In view of (3.16), we define the generalized
Hopf-Lax update for some trial point z; € T}, by
(3.19) un(zn) = min win {un(y) + p(zn, 2n —y)}-
The difference to the Hopf-Lax update defined in subsection 2.2.2 is that the whole
accepted front may contribute to the value up,(zp,). In the OUM, the accepted front
approximates the level-sets of u, while a sequencing similar as in the Fast Marching
Method is used, in oder to keep the updates local. We obtain the following discrete
analog of lemma 3.18.

LEMMA 3.20 ([ , Lemma 7.1]): With the notation used above, assume that
we have computed trial values for all trial points xy, € Ty by formula (3.19). Let
Tp, € Ty, denote the point with the smallest trial value, that is up(Trn) < up(xzp) for
all x, € Ty,. Then

un(Th) = enc D ) ain {un(y) + p(@n Zn = )}

where the near front of xy, is the part of the accepted front, defined by
NFh(fh) = {eh € AFy diSt(fh,eh) <7T- h}

ProOOF. (After | ].) As up(Tp) is computed by formula (3.19), there is an
edge é, € AF}, and some point § € éj, such that

un(Tn) = un(9) + p(@Tn, Ty, — §) = un(g) + p« - [|Tn — 9|l -

There is some trial point x; adjacent to €,. As the trial value in zj is computed
by (3.19), we have

up(xn) < un(§) + p(n, on —§) < un(@) +p" - llon — gl < un(y) +p" - h

From the assumption up (Zp) < up(zp), we deduce that

up(9) + ps - |Zn — Gl < un(y) + p* - h.
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In every step of the OUM, the trial point T; with the smallest trial value is
accepted. From the last lemma we read off, that only a small part of the whole
accepted front is indeed relevant for Z;. This is the main observation, which leads
to the construction of the OUM.

3.4.3. The Algorithm. The aim is once again to construct a finite-element
approximation uy, to the viscosity solution of the anisotropic Hamilton-Jacobi equa-
tion (3.14). Initially, we know the values of uj, in the boundary points, that is the
set of active points consists at the beginning of all boundary points y, € 0.
Typically, the accepted front AF} consists initially of all boundary edges. Trial
values for points x; € €1, adjacent to some boundary point are then computed by

3.20 = i i s Th — )

(3.20) unen) = min - win fun(y) + p(n, on = y)}
where NFy,(zp,) = {en € AF},; dist(zp,en) < T - h} denotes the near front for x.
Then in every step, the trial point with the smallest value of uy, is accepted, similar
as in the Fast Marching Method. The algorithm goes as follows:

ALGORITHM 3.21 (Ordered Upwind Method):
We assume (H1)',(H2),(H3),(H4)'.

(1) Let Ay, = 0Qp, un(zn) = g(xn) on 0y, initialize the accepted front AF),,
and compute trial values for all xj € T}, by (3.20).

(2) Let Ty, € T, be the point with the smallest trial value in Tj,.

(3) Remove Ty, from T}, add it to Ay, and update the accepted front.

(4) Re-compute the values for all zj, € T}, such that the near front NF},(zy)
for xj, changed in step (3). Update the set of trial points, and compute
the values of the new trial points by (3.20).

(5) If Ty, # 0, goto (2).

Steps (2)-(5) are repeated in the algorithm, until the set of trial points is
empty. As one point becomes active in every cycle, the algorithm terminates after
|| cycles. In step (3) the accepted front has to be updated. Any edge adjacent
to T, has to be examined, whether it still belongs, or has to be attached to the
accepted front.

The values of all trial points yj, within a distance of |Tp, —yn|| < (T +1) - h
from zj, have to be re-computed, as they might depend on some edge, which was
added or removed from the accepted front in step (3). Let me remark, that in the
Ordered Upwind algorithm given in [ ] the possible dependence of up(yn) on
an edge, that is removed from the accepted front, is not taken into account. If a
new edge is added to the accepted front, and also to the near front NF},(yp) for
all trial points y, within some neighborhood, the re-computation of the trial values
may yield only smaller values. If some edge is removed from the accepted front,
and the tentative value up, (yp) of some trial point y;, was computed from that edge,
the new trial value might be larger.

In the next lemma, we show a monotonicity property of the accepted front AFj,,
which enables us to prove the Lipschitz continuity of the approximate solution uy,
constructed by the OUM. We will also show an estimate on the accepted front, and
deduce, that the evolution of the accepted front follows the level-sets of u.

For that object, let {x,ll, ceey J:Z} = Qj, denote the enumeration of €2, in the
same order, as the grid-points become active in step (3) of the algorithm, and let

AF;ffl denote the accepted front immediately before x’fb is accepted, such that

un(ay) = min min {un(y) + plaen, z, —y)}-
enEAFE1 yEen
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So AF,f*1 is the accepted front, when {x}l,...,xﬁfl} are already active, and
{xﬁ“, . ,:172} are not.
LEMMA 3.22 (] , Lemma 7.3]): With the above notation, the following esti-
mates hold:
(3.21) up(zf ™) < minug +p* - by
AFF

. 1 < 1
(3.22) 121;21 up, < AIEEEI Up,
forallk=0,...,n—1, and, if max 4 pk Up < minAF};f up, + p* - h, we also have

max up < min up + p* - h.
AR

PRrROOF. (After [ ].) In order to prove the first equation (3.21), let Zp
denote some grid-point on AF; ,’f, where uy, takes its minimal value. By definition of
the accepted front, Z; is adjacent to some trial point xp, and the trial value w in

xp, when xi” is about to be accepted, fulfills

w=  min  min {up(y) + p(Th, zn —y)},
en€NF} (zp) YECR

where N FF is the near front, which is part of AF¥. As &), belongs to the near front
for xj, we have

u < up(Zp) + p(xp, xzp — Tp) < minup, + p* - ||zn — || < minuy, + p* - h.
AFF AFY

As the smallest trial value is accepted, uh(zﬁﬂ) < u, and the first equation is
proved.
Of course, we have minypk up < up(zy ). When z§™! becomes an active

point, some grid-points may be removed from the accepted front in step (3) of the
OUM, but xZ'H is the only point, that might be added to the accepted front. Thus
the second equation (3.22) holds true.

To show the last property, we assume that max , FrUn < MiNypr up + p* - h.

We deduce, by (3.21), and as :cﬁ“ is the only possible new point in AF}’fH, that

max up, < max (maicuh, uh(xffl)) < min+p* - h.
AF
h

k k
ARt AF}

O

Initially, the accepted front AFj, consists of the boundary edges with grid-points
in 0Qp. If homogeneous Dirichlet boundary data is provided, that is ¢ = 0, then
max 4 g0 = Minypo, and the last property of lemma 3.22 holds, by induction, for
all k=0,...,n— 1. Thus the accepted front follows the level-sets of uj, and as uy,
is an approximation to the viscosity solution, what we will see below, the accepted
front approximates in some way the level-sets of the viscosity solution w of (3.14).

3.4.4. Convergence of the OUM. Let u;, € V), denote the finite-element
function computed by algorithm 3.21. Of course uy, is no finite-element solution
of the Hamilton-Jacobi equation in the sense of definition 2.2, but uj is also a
suitable approximation to the viscosity solution. We follow the convergence theory
in section 2.3 in order to show, that the sequence of finite-element functions (up)
constructed by the OUM on refined meshes also converges to the viscosity solution
of the Hamilton-Jacobi equation. First, we show the uniform Lipschitz continuity.
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THEOREM 3.23: Assume (H1),(H2),(H3),(H}), and let (X5) denote a uniform
family of triangulations of @ C R?, with (2.2), (2.3) being fulfilled. Let the boundary
function g fulfill the following discrete compatibility requirement

Ps
- < — Q.
lg(x) —g(y)| < T |z —yl|l for all x,y €O

Then the sequence of finite-element functions (uy) generated by algorithm 3.21 is
uniformly Lipschitz-continuous, with a Lipschitz constant bounded by 2Cq - 6% - p*,
and uniformly bounded on 2.

PrOOF. Just like in theorem 2.9, where we showed the Lipschitz continuity of
the sequence of Hopf-Lax discrete solutions, we will first show, that for adjacent
grid-points z;, and yp, we have |up(xp) — up(yn)| < p* - 0 - ||xn — ynl|. The rest
of the proof is identical to the proof of theorem 2.9, and will be omitted. Let us
assume, that z; and y; are adjacent, and that z; becomes active, before y; does.
Then, when yj, is about to be accepted, xj already belongs to the accepted front,
and particularly to the near front for y,. Thus we have

un(yn) < up(zn) + p(@h, o —yn) < up(xp) +p" - |lzn — yall -

If xp, € Qp, let AFy(xp) denote the accepted front, immediately before xj, becomes
active, and let accordingly denote AFj(yy) the accepted front for yp. Then, by
(3.21) and (3.22) in lemma 3.22, we have

uh(xh)gAmin up+p*-h< min up+p*-h

h xh) h(yh)
S un(yn) +p" - h < un(yn) + 00 |on —ynll -

If ), € 09y, is a boundary point, we must argue in a different way. Let § denote a
point on some edge €5 from the near front for yp, such that

un(yn) = un(y) + p(yn: yn = 9),
when yj, is about to be accepted. From lemma 3.20 we read off, that |lys, — g|| < T-h.
At least for one endpoint g, of €, we have up(gr) < un(y) < un(yn), and thus, as
lyn — G|l > h /6 because of the uniformity of the triangulation, we have

un(yn) 2 wn(Gn) + pe -y = 7 2 wn(in) + gy o =l

T+

Following the argumentation in the proof of theorem 2.9, the construction yields a
path of grid-points yi = yp,y? = G, . .. with strictly decreasing values of up,, which
meets a boundary point after finitely many steps. Let y;* € 0€2), denote the point,
in which the boundary is reached. Then

m P m
> - . _

p* m m
2 g(en) = gy g (e =i = o = i),
and thus

g(zn) < unlyn) + " (lon =yl = llyn =y ) < un(yn) +p* lon — ynll -
(]

Let me remark, that the strict compatibility condition for g could be weakened.
Nevertheless the restrictive bound facilitates the argumentation. In absence of a
compatibility condition, the Lipschitz property remains for the union of all triangles
in Q, that don’t adjoin the boundary. This was shown in | , Lemma 7.5], while
a compatibility condition for the boundary data is not considered therein. But the
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Lipschitz continuity on ) becomes important in the convergence theorem, where
the theorem of Arzela-Ascoli and the comparison principle (theorem 1.13) are used.

THEOREM 3.24 (Convergence of the OUM, | , Theorem 7.7]): Under the as-
sumptions of theorem 3.23, the sequence of finite-element functions (up) generated
by the Ordered Upwind Method converges uniformly to the wviscosity solution of

(5.14).

PROOF. (After | ].) The proof is very similar to the discussion in section
2.3. By the theorem of Arzela-Ascoli, (u) has a uniformly convergent subsequence,
which we also denote by (up). Let u denote the limit function. In the first part of
the proof we will see, that u is a viscosity super-solution of 3.14. It is a bit trickier
to prove the sub-solution property, where the observation of lemma 3.19 is taken
into account.

First Part - Super-solution: Let ¢ € C§°(2) and x¢ € 2 be such, that u — ¢
attains a strict local minimum in xg. Then uj — ¢y converges uniformly to u — ¢,
with the linear interpolant ¢j, of ¢. Following proposition 1.7, there is a sequence
of grid-points x, € Q with x;, — x¢ for h — 0, such that, after passing to a
subsequence if necessary,

(3.23) (un —n)(zn) < (un —@n)(y) forallye B

on some neighborhood B = B(xg,0) of zg, with § > 0 (as u, — pp is piecewise
linear, the local minimum is taken in some grid-point). For sufficiently small h (at
least if T+ h < 0, according to lemma 3.20), there is some point g5, € B on the near
front N Fj(xp) (not necessarily a grid-point), such that

up(xzp) = min  min {up(y) + p(zn, 2n —y)} = un(Gn) + p(zh, Th — n)-
en €ENFy () YEER

By (3.23) we deduce, that

on(wn) > un(zn) — (un — on)(Fn) = en(Gn) + p(Th, Th — Jn)-
_  Th—9Yn

Let gn = 1o =gT-
as in lemma 2.1

Then division of the last equation by ||z, — gx|| yields, similar

(De(@n), an) — plen, qn) = —c- h,
with some constant ¢ depending on the regularity constant of the mesh, on the
second derivative of ¢ and on the anisotropy coefficient Y. By compactness of S*,
the sequence (gn) has a convergent subsequence with limit ¢ for h — 0, and we
finally obtain

pnax {(Do(x0),q) — plxo,q)} > (Do(x0),§) — plao,§) > 0

Thus, by lemma 1.20, u is indeed a super-solution.

Second Part - Sub-solution: Now we assume, that xq is a strict local maximum
point of u — ¢, and obtain, analogously as above, a sequence (xj) of grid-points,
where x;, € Qp for h — 0, such that

(3.24) (un, — @n)(zp) > (up, —n)(y) foralyeB
on some neighborhood B = B(zg,d) of xg. We have to show, that

lalimt {{(D¢(x0),q) — p(x0,q)} < 0.

Let the maximum be realized in some ¢, with ||¢|| = 1. Then one obtains by the
argumentation in the proof of lemma 3.19, that

(3.25) (Do(ao), ) = IPAL
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In the following we show, that the half-line o(t) = xj; — t¢ intersects the accepted
front for xj in some point g, which is contained in B, for sufficiently small A — 0.
Then we had

un(@n) < un(fn) + p(Th, Th — Yn),
and thus, by (3.24), we could deduce

on(wn) < on(gn) + p(Th, Th — Tn),
which yields (D(zp), §) — p(zr, §) < ch, and letting h — 0, the assertion would be
proved by lemma 1.20 and by the choice of §.

In order to show the intersection property of the half-line, let AF(x;) denote
the accepted front, immediately before z; becomes active in algorithm 3.21. By
lemma 3.22, we get a lower bound on grid function values on the accepted front,

3.26 up(zp) —h-p* < min up.

(3.26) n(@h) PLS  min up

Let m denote an upper bound for [[D?¢(z)|| on €. Then it holds, by lemma 2.1
and equation (3.24), if ¢ is sufficiently small, such that o(t) € B,

up(o(t)) —un(zn) < @n(o(t)) — en(an)
< p(o(t) = p(an) +m-h?
< —t-(Dp(xn),q) +m- (£ + h?)
< ft.Wrﬂ+m~(t2+h2+2t||zhfxo||),

where we used (3.25). Let ¢ = r - h with some r > 0 (which will be defined below).
Then, for sufficiently small h,

(3.27) up(o(t)) —un(xp) < —rh- [1De(o)ll +m - (r2h? + h% 4+ 2rh ||z) — o))

T
In view of equation (3.26), r and h should be chosen such, that
D
(3.28) —7"'M—l—m'(ﬁh—l—h—ﬁ—?rﬂxh—xoﬂ)<—p*.

There is some hg > 0, such that ||z, — zo|| < ||[De(x0)]| /4Tm for h < hg. Choos-
ing r > 2Y(p* + 1)/ lDo(x0)||, we get for h < hg

_ 1Delao)]
T

and we can diminish h, such that m(r?+1)-h < 1/2. For such h, (3.28) is fulfilled.

If h is additionally small enough, that o(r - h) € B, then we obtain, by (3.27), that

+m- (T2h+h+2r||mh —xzo|) < —(p*+1) +m(r2 +1)-h,

up(o(r-h)) <up(xp) —p*-h < min up.

n(o( ) n(zn) —p = AFron) h
As all points yp,, which are accepted after zy, in the OUM, fulfill up, (yn) > minap, (z,)
by the monotonicity property (3.22), the half-line o(¢) must actually intersect the
accepted front AFy(xy) in some point g, = o(t) with ¢ < r - h, and the prove is
complete. O

3.4.5. Implementation and Possible Extensions. In this subsection I will
briefly discuss my implementation of the Ordered Upwind Method (algorithm 3.21).
Just like in the Fast Marching Method, the narrow band, that is, the set of trial
points T}, is stored in a priority queue. As an alternative, the idea of | | could
be used, where the narrow band is stored in an untidy priority queue, reducing the
total runtime to O(N), where N denotes the number of grid-points. We have
discussed this approach in subsection 3.3.5. In the following, we incorporate the
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FIGURE 5. Some grid-point x5, the accepted front (red line) and the
near front for x5 (blue line).

anisotropy coefficient Y in the investigation of the complexity, as it affects the
runtime of the Ordered Upwind Method.

Computing a Hopf-Lax update in a single grid-point requires the determination
of the near front for xy, that is NFy(xy) = {e}, € AF}y,; dist(zp,ep) < T - h}, which
means, we have to provide a fast access to the accepted front within a certain
distance. Let Zmin, Tmaxs Ymins Ymax denote the minimal /maximal abscissa/ordinate
for points within €2, respectively, such that Q@ C [Tmin, Tmax] X [Ymin, Ymax)- We
choose n x n boxes

Ii,j == [xmin + 157 Zmin + (Z + 1)5[ X [ymin + ]6, Ymin + (j + 1)6[

covering ), such that § ~ (T + 1) - h (see figure 5). For every index pair (i, ),
where 7,5 = 0,...,n — 1, we store the part of the accepted front lying in I; ;, as
well as the trial points within I; ;. If for some (4,j) we have x;, € I; ;, then the
part of the accepted front relevant for x; is contained in the union of the boxes
Iy, where k =i—1,i,i4+1and !l =j—1,5,5 + 1. As the diameter of the boxes
is O(Th), the maximum number of grid-points within every box is bounded by a
constant (o< Y?), on a uniform family of refined triangulations. However, only at
most O(T) points of the accepted front are contained within each box. Thus, an
update in a single point costs O(Y) updates from edges, where the methods from
section 3.1 can be used. Let me remark, that the utilization of an iterative method
for the computation of updates affects the total complexity (compare subsection
3.1.2).

In step (4) of the algorithm, all trial values of points within a distance of
(T + 1) - h from the accepted point Tj, have to be re-computed. With the above
subdivision only the trial points in the neighboring boxes of the box I; ; containing
Zp, have to be considered. As every box contains approximately O(Y?) grid-points,
but only O(Y) trial points, we deduce, that O(Y) points have to be re-computed
in step (4), and thereafter re-ordered in the priority queue, such that the total
complexity will be O(N - Y(Y + log N)), where N denotes the number of grid-
points. It is possible, to reduce the complexity of the re-computation of the trial
values, which leads to a total complexity of O(TNlog N). When Zj, is accepted,
several edges may be removed from the accepted front, while other edges adjacent
to Ty, are added. Let R denote the set of the removed edges, and A the set of the
newly added edges. If some trial point x; has been previously updated from an
edge within R, its trial value has to be completely re-computed. If, however, x;,
did not depend on some edge within R, the re-computation of the trial value may
be reduced to

tp(xp) = min (ﬁh(mh), min min {up(y) + p(zp, xp — y} ),
en€EAyEep
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where Gy (x) denotes the old trial value, and @ (xp) the new one. This way, the
cost of the re-computation will in most cases not be affected by Y.

In | ], Sethian and Vladimirsky discuss the possibility of using the local
anisotropy coefficient v(xy), defined in (3.18), instead of Y, for the restriction of
the accepted front to the part NF(zj) relevant for x,. This may greatly reduce
the complexity for the computation of updates. However, the arguments given are
heuristic, and there is no theoretical result on the convergence of this modification.



CHAPTER 4

Applications and Extensions

In this chapter, I present a view applications of the methods, described in
chapter 3. In the first section, three examples for Hamilton-Jacobi equations are
given, and the methods for solving the discretization, introduced in chapter 3 are
compared. In the final example, the Ordered Upwind Method turns out to be less
efficient than the adaptive Gauss-Seidel method, up to a grid-size of 15000 x 15000
nodes. This is owed to a large anisotropy coefficient in the treated problem, which
affects the complexity of the OUM.

In section 4.2, we discuss an approach to the computation of distance maps on
manifolds, which has been proposed in [ ]. The idea is to use the Fast Marching
Method directly on the manifold (in detail, on a polyhedral approximation of the
manifold), in order to compute the distance function. Additionally, I characterize
the distance function as the unique viscosity solution of the Eikonal equation on
the manifold, and show the convergence of the obtained discretization. Of course, a
different approach would be to calculate the distance function in local coordinates,
which leads to a generalized Eikonal equation (Du(zx), M (x)Du(x)) = 1, but in this
case, the Fast Marching Method would not be applicable.

In section 4.3, I will follow an idea of Sethian and Vladimirsky in [ ] to
develop a second order discretization for the Eikonal equation. They use second
order finite differences to approximate the directional derivatives. Additionally,
they store an approximation to the gradient Duy, for every grid-point. The method
works well, as long as the considered equation admits a continuously differentiable
solution. However, if a shock line runs between two adjacent nodes yp, 2, then
the computed second order update from the triangle [z, yp, 2r] can be far away
from the true solution. In this case, we would like to use the first order formula to
calculate the update, which is automatized in subsection 4.3.4, where we discuss
an adaptive discretization, that chooses the second order update only in smooth
subregions.

4.1. Some Applications

Three examples for static Hamilton-Jacobi equations are given, an obstacle
problem for the Eikonal equation, then the calculation of first arrival times in an
anisotropic medium, which leads to a generalized Eikonal equation. The last exam-
ple is an exit-time optimal control problem. The different algorithms from chap-
ter 3 are compared, and the last example reveals, that the adaptive Gauss-Seidel
method, proposed in subsection 3.2.4 is by far more efficient than the elaborate
Ordered Upwind Method, up to a grid with 15000 x 15000 mesh-points.

4.1.1. Problems with Obstacles. We consider the problem of a wave prop-
agating around obstacles. For our computational domain €, let the obstacle(s)

be given as a compact subset C' C Q. One approach, proposed in | ] or in
[ ] for a Cartesian mesh, would be the consideration of the Eikonal equation
(4.1) [Du(x)| = f(z), ze€, u(zg) =0,

75
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FIGURE 1. The propagation of a wave, starting at (—1,—1) around
some obstacle, given as segments of circles. The left figure shows the
triangulation, while the right figure shows 200 contour lines of the solu-
tion, on a triangulation with diameter h = 0.0217.

where xq is the starting point of the wave front, and where we set

ifzeC
1, ifxe\C,

such that the wave propagates with “infinite slow speed” (that is with speed 0)
inside the obstacle. However, as triangulations can be adapted for rather general
geometries, I used a triangulation of Q \ C' to compute the numerical solution (see
figure 1), that is, the distance function

staso) =i { [ el at €)=, e =, @) 2\,

where the infimum is taken over all smooth curves. This example was borrowed from
[GKO06, Example 3]. Therein, Gremaud and Kuster compute the solution of (4.1)
with the Fast Marching Method on a Cartesian grid, which is locally adapted near
the obstacle: They insert additional nodes on the boundary of C, corresponding to
the intersection of the mesh lines and the obstacle‘s boundary.

The numerical results are summarized in the following table. I used the second
order Fast Marching Method from subsection 4.3.4, in order to provide an error
estimation.

h time [s] L error L' error
0.04313651 | 0.08 0.04751628 0.03462862
0.02172584 | 0.28 0.02319735 0.01809229
0.01106919 | 1.15 0.01452095 0.01102806
0.00566726 | 5.30 0.00638592  0.00527629
0.00285967 | 31.94 0.00276091 0.00261857
P 1.03 0.94

The table contains in the first column the grid diameter h, then the computational
time for the first oder Fast Marching Method, measured on a laptop with a 2GHz
processor, and the estimated L>® and L' error in the third and fourth column.
Exact initial values were provided, within a distance of 0.2 from the starting point
(=1,—1) (where 6(x,2z0) = ||z — zo||, as the wave front hasn‘t reached the obstacle
for d(x,z9) < 0.2). Thus we could expect the observed first oder convergence.
Let me remark, that the Fast Marching Method is the fastest known algorithm, to
compute the distance function on triangulations. For the five grids in the above
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FIGURE 2. Traveltimes in an inhomogeneous anisotropic medium. The
left sketch shows the speed profile for some point x (see text). The right
figure shows the contours of the distance function from the origin.

table, I obtained the following computational times with the adaptive Gauss-Seidel
method on the same computer: (0.18,0.76,3.84,21.78,232.66), where a tolerance of
0.1 - h? was chosen. Of course, the errors were of the same order.

4.1.2. Seismic Traveltimes. Next, we discuss an example from [ ], in-
volving discontinuities in the Hamilton function. We compute first arrival times
in an anisotropic medium, with applications to seismic imaging. On the computa-
tional domain €2 = [—a, a]?, with some a > 0, we consider different material layers,
separated by a sinusoids:

&i(21) = (21, C(01) +bi), - ) = Asin (

mmxy

+5),
where i = 1,..., k. We should obtain k + 1 layers (for suitable constants a, b;)
L, = {x €N xo E]C(l‘l) +bi—1;0($1)+bi]}7 i1=1,...,k+1
where by = —o0, and by = oco.
In each layer, the anisotropic speed profile S, at = € € is given by an ellipse
with the bigger axis of length F5, tangential to &;, and the smaller axis F}, normal

to & (see figure 2). By lemma 1.31, the support function is given by the gauge,
generated from the speed profile S, that is,

p(z,q) =inf{A >0; g€ AS;}.

After transforming ¢ in the coordinate system, given by the bigger and the smaller
axis of the ellipse, that is,

ot (e ) ()

we have ¢ € A\S,, if and only if

a

i%+i% )\2
FoOR T

and thus, with T'(z) denoting the transformation matrix from (4.2),

~2 ~2 -2
_ i qi: TT(2)T F2 0 T
ploci) = || 1+ \/q @ () T

As p is of the form (3.3), the update formula from subsection 3.1.3 may be applied,
within the adaptive Gauss-Seidel, or the Ordered Upwind Method for anisotropic
Hamilton-Jacobi equations. I tested both methods on refined triangulations, and
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FIGURE 3. Left the adaptive mesh, obtained by a local refinement,
where the estimate of HDQuHOO is large, and right the value function of
an exit-time optimal control problem (see text).

summarized the results in the following table. The parameters were a = 0.5, A =
0.1225, m =2, 8 =0, b; = —0.25,0.00, 0.25, and the pair (F», F}) was chosen to be
(1,1) in the lower two layers, and (3,1) in the upper two layers.
Adaptive Gauss-Seidel Ordered Upwind

time [s] L error L' error time [s] L error L' error
=5 10.06 0.05718105 0.01668719 || 0.24 0.04640310 0.01515617
—610.40 0.03685709 0.01021499 || 0.95 0.02318624 0.00719938

71213 0.02115077 0.00583814 || 4.07 0.01309713 0.00392346
—819.83 0.01131355 0.00307966 || 16.97 0.00632722 0.00185433

9 168.22 0.00553607 0.00139647 || 75.59 0.00230410 0.00065820

0.78 0.81 0.94 1.00

The errors were computed by a comparison with the finite-element solution on
a mesh with about 1450 x 1450 grid-points. For the computation of the order, the
results on the mesh with diameter » = 279 were not included. One observes a
better convergence rate, but a higher computational time of the Ordered Upwind
Method. The adaptive Gauss-Seidel method was used with a fixed tolerance of
1071°, and shows an asymptotic time complexity of O(N°/*), while the Ordered
Upwind Method needs O(Nlog N) time, where N denotes the number of grid-
points, but with a much larger constant in the O term. Anyway, the OUM will
become more efficient than the adaptive Gauss-Seidel method on large grids. A
contour plot of the finite-element solution can be found in figure 2.

Though we did not consider discontinuous Hamilton functions in the conver-
gence theory in section 2.3, this example suggests, that the discussed methods
work equally well under less restrictive continuity assumptions. Anyway, for the
discontinuous support function p from the example, the distance function

1
bz, z0) = int { [ otetor—€unars 60) = an, e1) = x}

is well-defined, and Lipschitz-continuous. Within each layer, the support function
is Lipschitz-continuous, and the estimate from lemma 2.14 holds. Across the layer
boundaries, errors are introduced of order O(h), which are transported, but not
enlarged by the Hopf-Lax discretization.

4.1.3. Exit-Time Optimal Control. The last example, also obtained from
[SV 03], covers the most general case, an exit-time optimal control problem, where
p(x,q) won’t be of the form (3.3), such that an iterative method will have to be
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used for the local minimization in the Hopf-Lax discretization. Additionally, the
problem shows the effect of a rather large anisotropy coefficient of T = 19, which
affects the complexity of the Ordered Upwind Method. With the state equation
g(t) = at) + b(y(t)), y(0) ==z, bly) = —0.9sin(4my;)sin(drys) - ol
where the controls a(t) are taken from the set A = {a :[0,00[— St a measurable},
we denote by t,(a) the first time, the trajectory y(¢) under the control a(-) reaches
the origin (where we set t,.(a) = oo, if y(t) never reaches 0). Then the value function
u(z) = inf,e 4 t1(a) is a viscosity solution of the Hamilton-Jacobi-Bellman equation
H(z, Du(x)) = imax {(a+b(x), —Du(z)) =1} =0, u(0) =0.
al||=1

Here, the speed profile at z € R? is given by S, = {b(z) +a; ||a| =1}, and we
obtain the support function with the help of lemma 1.31. Obviously, we have
q € AS,, (with some A > 0), if and only if

la= bl =X & fall® = 2x(g,b) + A\ bl|* = °,

where b = b(x). Thus we obtain A as the (unique) non-negative solution of the
quadratic equation above, and

p(x,q) = A= \/<q7 b)Y + llal* (1 = [[b(2)[*) = (g, b)) -
The value function, and the underlying adaptive mesh, used for the computation,
are depicted in figure 3. Starting with a regular 91 x 91 mesh, the adaptive mesh
was obtained through a local refinement based on estimates of the second derivative
D% .

The obtained error on regular grids, estimated by a comparison with the finite-
element solution on a fine 1450 x 1450 grid, and the computational times for
the adaptive Gauss-Seidel, the standard Gauss-Seidel, and the Ordered Upwind
method, are given in the following table:

1

Adaptive Gauss-Seidel | Ordered Upwind Gauss-Seidel

h | time [s] L* error time [s] L error || time [s] L error
275 10.27 0.01864 2.06 0.01872 1.20 0.01863
2761 1.25 0.00983 7.61 0.00998 9.31 0.00981
277 | 5.74 0.00508 29.95 0.00506 73.69 0.00502
2781 29.59 0.00242 120.17  0.00232 584.97  0.00227
2791 166.01  0.00126 489.28  0.00081 4670.50 0.00079
» 0.98 1.00 .01

The Gauss-Seidel Tteration shows an asymptotic time complexity of O(N?3/2),
as predicted in theorem 3.4 (that is, the same time complexity as the Jacobi method
discussed in section 3.2). The adaptive Gauss-Seidel method is by far the fastest
algorithm in this example, although its asymptotic complexity is worse than the
O(N log N) of the OUM. By extrapolating the results I found, that the OUM would
be faster on mesh with at least 15000 x 15000 grid-points.

4.2. Distance Maps on Manifolds

As the discussion of this application is quite lengthy, I decided to devote an
own section to the computation of distance maps on manifolds. While an algorithm
for this problem has already been given in | ], there has been no theoretical
result on the convergence of this method. Contrary to this approach, I will first
recall some concepts known from differential geometry, which can be found in, for
example, | ]. The aim is to compute the distance map M on a smooth and
compact surface in R3. This distance map u : M — R can be characterized as the
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unique viscosity solution of the Eikonal equation |V, u|| = 1 on the manifold, with
u(q) = 0 for some point ¢ € M, what will be shown in subsection 4.2.2.

In the next subsection, I will introduce the Hopf-Lax discretization on the
manifold (where M will be approximated by a polyhedron Mj). Theorem 4.5
shows the convergence of the grid-functions uy : M, — R to the distance function
u on the manifold. For any sequence (pp) of grid-points on refined polyhedral
approximations of M, such that p, — p € M, we have u(p) = limp_g up(pp). I will
further point out the difference between the discretization of the pullback equation
on the parameter plane under some chart, and the Hopf-Lax discretization on the
manifold.

The Fast Marching Method with virtual update strategy, introduced in | 1,
can be used to compute the grid-solution up : M, — R efficiently in O(N log N)
time, where N denotes the number of grid-points. The application of this method
to the Hopf-Lax discretization on manifolds will be discussed in subsection 4.2.5,
and I added a proposal for the calculation of the involved unfolding of triangles on
the tangent plane. The final subsection contains a few examples.

4.2.1. Differentiable Submanifolds. We consider two-dimensional subman-
ifolds of R?, that is surfaces in R3. Let d < n denote natural numbers. Generally, a
d-dimensional smooth submanifold of R™ is a connected subset M C R™, such that
every point p € M has a relatively open neighborhood V' C M, which is homeo-
morphic to an open subset U C R%, such that the homeomorphism ¢ : U — V is
C>®(U), and its derivative (the Jacobi matrix) D¢(x) has rank d for every x € U.
In this context, ¢ is called a (coordinate) chart.

An atlas is a family {U;, ¢; }ier of charts ¢; : U; — M, for which the (U;);er
constitute an open covering of M. Provided, that the images Vi and V5 of two
charts ¢; : U; — M have a non-empty intersection, then the chart transition

T=¢yl o1 prt(VinVa) — o5 H(ViNVa)

is differentiable of class C*°. Since qﬁfloqbg is the inverse of ¢, Logy, chart transitions
are even diffeomorphisms of class C*°.

A map f: M — R is differentiable in p € M, if there exists a coordinate chart
¢ : U — M, such that ¢(x) = p for some x € U, and fo¢: U — R is differentiable
in 2. As usual, we can define C*-differentiable maps on M.

A vector v € R™ will be called a tangent vector of M in p € M, if there exists a
smooth curve ¢ :] —€,e[ — M, such that ¢(0) = p and ¢(0) = v. The set of tangent
vectors T, M in some point p € M is a d-dimensional subspace of R", and is called
the tangent space of M in p. To see this, let ¢ : U — V denote a chart with p = ¢(x).
Then we define a curve ¢; by t — ¢(x + te;), where ey, ..., eq denote the standard
basis vectors (1,0,...,0),...,(0,...,0,1) of R%. Thus ¢;(0) = D¢(x) - e;, that is,
¢;(0) is the ith column of the Jacobi matrix of ¢. The column vectors of the Jacobi
matrix form a basis of the tangent space. In the context of abstract manifolds, those

basis vectors are often denoted as 8%1, ceey 8%&. Some tangent vector v € T, M can
be expressed in local coordinates, that is (v, ...,va)T = £(¢~10¢)(0) € R?, where

¢(0) = p and ¢(0) = v. Then, by chain rule,
d

v= %(m 671 0¢)(0) = DS(6~ (p)) - (v1,-- - va)T =3 vy

i=1

9
8.TZ' '

We used above the differentiability of o loc, which can be shown by extending
¢ to a diffeomorphism ¢ : U — V of open subsets U,V of R". If ¢ : U — V is
another chart on a neighborhood of p, then

d —1 d ——1 4 -
5@5 OC)(O):a(fﬁ opog oc)(0)=D(¢

—1

0 ¢)(x) - (vi,...,va)",
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thus the local coordinates are transformed by D(af1 o ¢)(x).

For v € T, M, the derivative of a smooth function f: M — R in direction v at
p is defined to be v(f)(p) = % f(c ( ))|t=0, for a curve ¢ with ¢(0) = p and ¢(0) = v.
The derivatives of f in direction 3 - are simply the partial derivatives of f o ¢.

A Riemannian metric on a smooth (sub)manifold M is given by a scalar product
(-, p On each tangent space T, M, which depends smoothly on the base point p. A
smooth submanifold M endowed with a Riemannian metric is called a Riemannian
manifold. Let ¢ : U — V denote a chart with p € V. Then the metric can be

expressed by local coordinates. If (vq,...,v4) are the coordinates of v, defined as
above, and similarly (w1, ...,wq) are the coordinates of w € T, M, then
d 0
(v, w), = Z VW, <8 > Z 955 (z)viw;,
i,j=1 i,j=1

where ¢(z) = p and G(z) = (g;5(x)) is a positive definite, symmetric matrix, which
depends smoothly on x.

On a Riemannian manifold, we can define the gradient of a differentiable func-
tion f : M — R at p as an element of the tangent space 7, M. The gradient of f at p,
denoted by V, f, is defined to be the tangent vector, such that (V,f,v), = v(f)(p)
for every v € T, M. In local coordinates, and in view of the above paragraph, V, f
can be expressed as

0

where G(z)™! = (¢ (x)) denotes the inverse of the matrix G(z) = (g;;()) associ-
ated to the Riemann metric. As one readily verifies, this definition is independent
of the choice of the coordinate chart.

For a submanifold of R"™, the tangent space can be expressed as a subspace
T,M C R", and we can consider the Riemannian metric, induced by the Euclidean
scalar product on R™. Then the associated matrix, which represents the metric in
local coordinates, is given by G(x) = Dé(x)” Dg(x), and the gradient of f : M — R
is given by

Vol = Z(Zg” 8:10

=1 j=1 J

V,f = Dé(z)- G(a)™" - D(f 0 §)() € R".
By means of the gradient, defined above, the Eikonal equation on the manifold can
be written as
IVpull =1, peEN,
where N denotes some subset of M.

4.2.2. The Distance Function on Submanifolds. On a smooth manifold
M C R™, we consider the distance function, given by

(43) du(p.q) = int | /Hv I dt

v :[0,1] = M a piecewise smooth curve with v(0) = p,v(1) = q}7

where p,q € M. As M is connected, any two points on M can be joined by a
piecewise smooth curve (compare the argument given in [ | on page 14). If
p,q € V. C M, such that ¢ : U — V is a chart on M, then the length of a curve ~
joining p and g in V can be expressed in local coordinates. Let £ = ¢! o v denote
the pullback curve. Then we obtain, with G(x) = Dé(x)” D¢(x),

(4.4) / \/ )t )> dt.
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We collect some properties of the distance function in the following lemma.
LEMMA 4.1: Let M C R™ denote a smooth manifold. Then 0p; defined by (4.3)
fulfills the following properties for all p,q,m € M:

(1) dar(p,q) >0, and 65;(p, q) = 0 implies p = q (definiteness)

(2) onm(p,q) = dn(q.p) (symmetry)

(3) om(p,q) < dnm(p,r) + dn(r,q) (triangle inequality)
Moreover, for every compact subset of M, there is a constant C > 0, such that

lp—all < dm(p,a) <C-llp—dl,
for all p, q within the compact subset.

PROOF. The proof of (1)-(3) can be found in | , Lemma 1.4.1]. For some
point pg € M there exists a chart ¢ : U — V on M Wlth po € V. There is a
subset U of U containing zg = ¢~ !(py), and an open subset W of R"~¢ containing
the origin, such that ¢ can be extended to a diffeomorphism & : UxW — V,
where V. .C R", and M NV = &(U x {0}). Next, there is a closed ball B C U
containing z( as an interior point, and we obtain ||z —y|| < C; - ||p — || for all
points z,y € B and p = ¢(z), ¢ = ¢(y), where C; depends on the partial derivatives
of ®~1. For the matrix G(z) = D¢(z)T D¢(x), there is a bound Cq > 0, such that
(&, G(x)€) < C2 - ||€])? for all £ € R?, and = € B. For the straight line £(t) passing
through = and y in B in the coordinate space, we deduce by (4.4), that, with

p=o(x), ¢ = o(y),
W) <G [ o] ar=Ca-le vl <1 ool
The other estimate d(p,q) > ||p — ¢|| holds because of Jensen’s inequality. O
Let o € M. T would like to show, that u : M — R, defined by u(p) = drr(p, qo)
is a viscosity solution of the Eikonal equation
(4.5) IVpull =1, pe My =M\ {q}, ulg)=0.

Given some chart ¢ : U — V, this means, that u o ¢ is a viscosity solution in
U C R?. The details are given in the next lemma, and the subsequent proof.

LEMMA 4.2: For every qo € M, the distance function u(p) = dp(p,qo0) on M is a
local Lipschitz-continuous viscosity solution of the Fikonal equation (4.5). Given
some chart ¢ : U — V with qo € V, then (uo @) : U — R is a viscosity solution of
the generalized Fikonal equation

(4.6) <D(u 0 ¢)(z),G(x) ' D(uo ¢)(a:)> =1, zeU,
where G(z) = Do(z)T Dg(x).

PROOF. Let ¢ € C*>°(M), such that u—1) attains a local maximum at py € My, .
Let ¢ : U — V denote a chart with pg € V, and let B C U denote some open ball
containing zg = ¢~ (po), such that gy & ¢(B). Then

(uog)(z) = ;gg%{(u 0 d)(y) +d(x,y)},

for all x € B, where

0(z,y) 1nf / \/ VE(t )> dt; €:]0,1] — B piecewise smooth

and £(0) = 2,£(1) = y.



4.2. DISTANCE MAPS ON MANIFOLDS 83

By theorem 1.25 and example 1.28, (v o ¢) : U — R is a viscosity solution of the
Eikonal equation

(Du(z),G(z)"'Di(z)) =1, =z € B.

As (uo ¢ — 1o ¢) has a local maximum at g, we obtain

(D¢ 0 ¢)(x0), G(w0) "' D(¥h 0 $)(20)) < 1

or equivalently, ||V,,%| < 1. The super-solution property may be shown anal-
ogously, and the local Lipschitz continuity of w is a consequence of the triangle
inequality and the last inequality in lemma 4.1. O

For a compact manifold, the viscosity solution of (4.5) is actually unique, as
the following lemma shows.

LEMMA 4.3: Let M C R™ denote a compact Riemannian manifold. Then the dis-
tance function u(p) = drr(p, qo) is the unique wiscosity solution of (4.5).

ProOOF. The result is not surprising, as M is compact, and qq is the relative
boundary of M,,, one can apply the uniqueness proof for static Hamilton-Jacobi
equations on bounded domains, for example | , theorem 2.5.9]. T will briefly
sketch the main ideas. Let u,v denote two viscosity solutions of (4.5), and assume
by contradiction, that u(p) > v(p) for some p € M,y,. Then there exists some
number 0 < ¢ < 1, such that tu(p) > v(p). We consider the function u' : M — R,
defined by u'(p) = t - u(p), with some (fixed, but arbitrary) 0 < ¢ < 1. Then
[Vpu'|| <t in the viscosity sense. Let & = sup,¢(u’ —v)(p) > 0. One considers

the test function
I

We(p,q) = u'(p) —v(q) — ”p%

Let O = {pe M; (u'—v)(p) >d/2}. Then O is a relatively open set, with qo €
M \ O. We denote by (pe, gc) the maximum point of ¥ on O x O. We obtain the
following:

e y and v are Lipschitz-continuous: One can show by passing to local coor-
dinates, that u, v are locally Lipschitz-continuous, hence also globally, as
M is compact.

o |[pc — ¢e|| = O(¢), where the constant in the O term depends on the Lip-
schitz bounds of u and v.

e For small enough € — 0, we have (p.,q.) € O x O.

Let me remark, that for a differentiable function f : R™ — R, the restriction f|as
of f on the manifold has the gradient
Vpflu =TM(p) - Df(p) = Dé(w)(D(x)" D()) ™ D(x)" Df (p),

where ¢ denotes some chart with ¢(z) = p, Df(p) is the gradient of f (expressed
as a column vector) and II(p) € R™*™ is the projection map on the tangent space
T,M.

Since p. is a local maximum of p — uf(p)— (v(ge)+[|p — q€||2 /2¢€) = u'(p)—(p),
and as u' fulfills |V u!|| < ¢ in the viscosity sense, we obtain

1
(4.7) Vo laell =~ IL(pe) - (pe — ge)ll < t.

On the other hand, ¢. is a local maximum of g — v(q) — (u(pc) — |[pe — ql? /2€) =
v(q) — 9¥(q), thus

1
(4.8) Vg Ilarll = = 11ge) - (Pe — qe)ll = 1.
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From equations (4.7), (4.8), we obtain
1 1
1-¢t< E ||H(q€) : (pe - qe)” - z ||H(p€) ' (pe - QE)H

Pe — Ge
< el g~ o

and therefore the desired contradiction, when € — 0, by the continuity of II and as
[Pe — gell = O(e). [l

Let N C M denote a bounded, (relatively) open and connected subset of M.
Of course, we could treat in a similar way the boundary value problem

[Vyull = f(p), peN, ulg)=g(q), gqe€OIN,

or even consider more general Hamilton-Jacobi equations. See also | | for
Hamilton-Jacobi equations on manifolds, and the theorem 3.1 therein, which is a
generalization of my lemma 4.3. Mantegazza and Mennucci provide a uniqueness
proof, which follows the same conception, but with a different (and slightly more
complicated) test function ¥, as they treat general smooth manifolds.

4.2.3. The Hopf-Lax Discretization on Submanifolds. An application of
the Fast Marching Method is the computation of the distance function, the viscosity
solution of (4.5), on a smooth surface M C R3. We consider therefore a compact,
smooth surface M (or a compact subset of a smooth surface M), and approximate
M by polyhedra M}, with triangular faces.

We suppose, that M can be covered by finitely many charts ¢; : U; — M, with
¢; € C>(U;), such that there exist regular triangulations X of U;, and

My = U U i@, dilyn) b)),

v [2h,yn,2n]€X),

with (2.1) and (2.2) being fulfilled for all ¥ . Of course the triangulations ¥ have
to be compatible, such that every vertex, edge, or triangular face of My, in ¢;(U;)
has exactly one corresponding vertex, edge or face in .

Let the vertices of M} be denoted by Pj. Similar as in subsection 2.2.2; we
consider the Hopf-Lax discretization of (4.5), where we assume, that gy € Pp:

(4.9)  wun(pn) = (Apun)(pn) for all py € P\ {qo}, wun(qo) =0,
(Apup)(pp) = min min_ {un(q) + llpn —all}-

Phyar.q7)  q€lar.qf
a face in My,

Of course, p;, and ¢ are points in R?, where generally ¢ & M, and

g — gl 1 le—dil
— Mz Ihil | S L L
unl@) = r gy - un(@i) + e

is determined by linear interpolation, if ¢ € [q,ll,q,zl]. By similar arguments as in
theorems 2.6 and 2.7 one can show, that (4.9) admits a unique solution uy : M} —
R, where the intermediate values are determined by linear interpolation. Based on
the regularity assumptions about the triangulation in the coordinate plane, we can
show the consistency of the discretization, in analogy to subsection 2.3.3.

LEMMA 4.4: With the above assumptions, let i € C*(M), p € My,, and py € Py
be a sequence of grid-points converging to p as h — 0. Then

V(pn) < (An¥)(pn) forallh = [[Vyo] <1,
V(pn) = (Ap)(pn) for allh = [Vl 21,
where v is linearly interpolated on the faces of My, in order to obtain Api).

un(qp)
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PROOF. Let ¢ : U — V = ¢(U) be some chart with p € V', and (p,) C V (after
passing to a subsequence). Let ¥, denote the regular triangulations of U, which are
mapped onto My, such that the regularity assumptions (2.1) and (2.2) are fulfilled.
Given a function f : U — M, we consider the piecewise linear interpolant

(Unf)(x) = a1 - f(zn) + a2 - f(yn) +as - f(zn), if T = arzn + agyn + azzn,
a/1+a2+a3:17 Gi207
if z € [xn, yn, 2n] € Bp. With 2, = ¢~ 1(ps) and @ = ¢~ 1(p), we obtain
(@od)en) S _min {100 0)) +lolzn) ~ Lo}

in the two cases of the assertion. For simplicity, I, denotes also the interpolation
operator for a scalar valued function in the last equation. For the ¢th coordinate of
¢, one obtains by Taylor expansion (just like in the proof of lemma 2.1), that

o' (xn) — Ind' (y) = (D¢' (xn), xn — y) + R,
where the remainder is bounded by HDQWHOo . h2/2, if y € Owp(zp). Thus

l6(an) = Iné(w)| = 1Do(wn) (on — )|l | < \/RE + R3+ B3 = C - 2,

with some constant C' depending on the second derivatives of ¢. Thus we obtain
in both cases, as

1D (n)(@n —y)ll = V{(@n —y), Glan)(@n —y)) = plan, xn —y),
which is the support function of the generalized Eikonal equation (4.6), that

< MiNy ey, (o) {In(W o) (y) + plzn,zn —y)} + Ch?
> Minyeaw, (z,) (0¥ 0 0)(y) + p(xn, xn —y)} — Ch?

Likewise the theorem 2.11 and its proof, we deduce, by passing to the limit h — 0,

IV,]2 = (D( 0 6)(x). G(a) ' D(wo )(@)) = 1,

(¢ o ¢)(zn) {

respectively. O

We can follow the theory in section 2.3, to show the convergence of the sequence
(up) obtained from (4.9).

THEOREM 4.5: Let M C R™ denote a compact Riemannian manifold. For some
sequence h — 0 let up, : P, — R denote the grid-functions defined by (4.9). Then
we obtain a continuous function u: M — R by

u(p) = limup(pp), where pp, € Py, pp — p.

The value u(p) does not depend on the choice of the sequence p, — p. Moreover,
u(p) = dar(p, qo) is the unique viscosity solution of (4.5).

ProOOF. We can pass to local coordinates, in order to show, that the sequence
of finite-element functions (vf), obtained by interpolating uy o ¢; on U;, has a
convergent subsequence, which converges uniformly on U; to a viscosity solution v
of (4.6) on U; \ {¢; "(q0)}. Indeed the functions (v}) are uniformly bounded, and
Lipschitz-continuous, as h — 0. The remaining part is a consequence of theorem
2.12 and of lemma 4.4. Let us assume, that there are N charts ¢; : U; — V;, such
that the triangulations % of U; provide the approximation of M by polyhedra
My,. Passing N times to a subsequence, we obtain, first a subsequence (v,ln) of
(v}) converging uniformly on Uy, second a subsequence (U}QLZ) of (v%l) converging
uniformly on Us, and so on. For the subsequence hy — 0, each sequence (vaN)
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converges uniformly on U;. Then u(p) = v'(¢; *(p)), if p € V;, is a well-defined
continuous function on M. To show this, let p € V;NV; and consider some sequence
(pry) C ViNV;, with pp, € Py, converging to p. Then

Vha (07 (Phn)) = tny (D) = 0 (07 (0ny)) 55 067 (D) = 07 (9] (p))-
As u is a viscosity solution of (4.5), we deduce u(p) = dn(p,qo) for all p € M,
by lemma 4.3. If some sequence (v,zfl) had a limit point ¢**! different from vi*!,

then there were subsequences h;+1 — 0,...,hy — 0, such that Ufz}\, — 99 for

j=14+1,...,N, and we would obtain by the same construction as above a different
viscosity solution @(p) on M, contrary to the uniqueness lemma 4.3. O

4.2.4. Computation in Local Coordinates. Given some chart ¢: U — V|
the Eikonal equation ||V,u|| = 1 can be expressed in local coordinates. We obtain,
as in lemma 4.1, the generalized Eikonal equation

(Dv(z),G(z)'Duv(z)) =1, z€U
With H(z,p) = (p,G(z)"'p) — 1, the support function is given by p(z,q) =
(q,G(m)q)l/2 (compare example 1.28). Here G(z) = D¢(z)T Dp(z) denotes the
first fundamental form. If U admits a triangulation X5, then the Hopf-Lax dis-
cretization of the local equation becomes

(410)  Awwan) = _minLon(y) + (e ), Glan)an — o)}

Unfortunately, the assigned value at xj; depends on G(zp), and therefore on the
choice of the chart ¢ : U — V. Nevertheless, we could compute an approximation
to the distance function from some point xg € U, at least in a smaller neighborhood
U C U of xg, by solving (4.10) with boundary condition vy, (z0) = 0. But if M is
covered by more than one chart, difficulties arise, where the charts V; = ¢;(U;)
overlap. Moreover, if the same grid-point ¢;(xy) = ¢;(Z) is expressed in different
local coordinates, there is an ambiguity in (4.10), as the value depends on the choice
of the chart. The discretization (4.9) considered in the last subsection overcomes
these difficulties. As we have already seen in the proof of lemma 4.4, the expression
of (4.9) in local coordinates leads to a discretization different from (4.10):

(Anon)(zn) = min  {on(y) + [ (xn) — (1n®)(y)I}

y€dwh ()

= min__ min {top(ys) + (1 — )on(zn) + [|(zn) — 1P (yn) — (1 —1)P(2n)[}

[Zh,yn,2n] €S, 0<E<1

In the last equation d,; is approximated by the exact distance on M}, whereas in
(4.10) the neighborhood patch dwy, () is mapped on the tangent space T, M at

Pr = @(.’L‘h).

4.2.5. The Fast Marching Method on Manifolds. The Fast Marching
Method can be used, in order to compute a solution of (4.9) on the manifold. For
the computation of updates from triangles, that is,

(4.11) (Anun)(pn) = min min  {un(q) + [lpn —qll},

[pr>ah-an)  a€lafai)]
a face in My,

we can use the update formula derived in subsection 3.1.3. However, the Fast
Marching Method relies on the causality property, which states, that the value
up(pp) at pp, depends only on the smaller grid-function values in the neighboring
grid-points. As we saw in lemma 3.10, the causality property holds, if all angles in
the triangulation are acute. This assertion immediately carries over to the Hopf-
Lax discretization of the Eikonal equation on manifolds. Let u; denote the solution
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FIGURE 4. The virtual update procedure on manifolds. Adjacent trian-
gles are traversed and unfolded, until a suitable point §p, in the splitting
section has been found.

of (4.9). If the value at pj, is computed from the triangle [pp, g}, ¢7], where the angle
at py, is acute, such that

un(pr) = tiun(qy) + toun(qp) + ||pn — trap — t2qr||, >0, ti+ta=1,

then ¢; > 0 implies up(q}) < up(pp). Thus, if all triangular faces of M}, are acute,
then the causality property holds, and the Fast Marching Method (algorithm 3.11)
is applicable.

For general polyhedra with some obtuse triangular faces, a virtual update strat-
egy can be used to save the causality property, which has been proposed by Kimmel
and Sethian in [ ]. This technique has already been considered in subsection
3.3.3, and will now be extended to the discretization on Mj. Let us assume, that
we encounter some triangle [py, q,ll, qu] with an obtuse angle at p, during the Fast
Marching Method, from which the update function (4.11) has to be evaluated. Just
like in subsection 3.3.3, we could search for a grid-point g in the splitting section

S={qeR’; (q—pn,q —pr) >0and (¢q—pn.qs —pr) >0},

which is the intersection of two closed half-spaces, and instead of (4.11), we would
update the value at py, from the acute virtual triangles [pn,q},qn] and [pn, qn, q7 ]
However, this approach does not yield an appropriate method for two reasons: first,
there is no guarantee, that a grid-point in the splitting section exists, and second,
if there was a suitable point g, in S, then ||pp, — ¢x|| could widely differ from the
distance dps(pp,gr) on a curved manifold.

Let E denote the plane through pp, g}, ¢7. Instead of searching for a grid-point
qn in S, the neighboring triangles are unfolded on E, until a vertex ¢, in S N E has
been found (see figure 4). Then p;, and ¢ are connected by a virtual edge, and
the update at py, is computed from the acute triangles [py, g}, Gn] and [pn, Gn, 7] in
E. Just like in the two dimensional case in subsection 3.3.3, there exists an upper
bound on the number of triangles, that have to be traversed, until a suitable point
in the splitting section has been found, as shown by Kimmel and Sethian in | ]
In detail, if A denotes the maximal length of an edge, hyi, the minimal altitude,
and Ymax; Ymin the maximal/minimal angles in the triangular faces of M}, then the
number of triangles that are needed to be unfolded is approximately bounded by

h2
" Ymin * (T = Vmax)® - hr2nin .

(Practically it turns out, that this bound is quite pessimistic.)
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FIGURE 5. The contours of the distance function daz(p, nose) on a tri-
angulated human head.

When unfolding the triangles on E, we have to compute the new coordinates (j’}j
of the vertices. As there is no suggestion in [KXS98] on how to perform the unfolding
numerically, I will briefly sketch my approach. I have avoided the computation of
cross products, and surface normals, because of potential numerical problems. We
denote by qf’b the third vertex in the triangle adjacent to [pp, q}b, q,%] on the opposite
edge of py (see figure 4). Then the coordinates G; of the vertex in the unfolded
triangle are given by

@ =aq+ @ — ai] - sinas - v,

where ¢ denotes the intersection point of the perpendicular to the edge [g},¢?]
through the point ¢3, and v denotes the unit vector, also orthogonal to (g}, ¢7], but
lying in the plane E, and pointing outward from the triangle [py,, q,ll, qu] The point
q is given by

2 3 2 a — 4
q=qn,+ th - qh“ - cos Qg - 7”(]}{& — qg”
h— 4n
and v can be computed as follows:
1 2 ~
~ 2 2 dn — dn v
V=G —Pht||Ph— Q|| COSQL " 75, U=
| H lay, — ai o]

The transformation in the remaining steps, until a suitable point has been found,
can be done analogously.

4.2.6. Examples. Figures 5 and 6 show two examples of distance functions
on manifolds. First, I computed the distance function from the nose on a polyhedral
model of a human head. The second example shows the distance function on the
torus, both on the three dimensional model, and on the parameter plane. The torus
can be covered by four charts ¢; :]0,1[ x ]0, 1[— R?, where

qsi (57 7]) = qﬁ(f + g, 1 + /62)7 g, 52 Suita’blea
o(&n) = (cos(27rf)(R + 7 cos(2mn)), sin(27E)(R + r cos(27n)), sin(27r77)> ,

and 0 < r < R are the radii of the torus. As ¢ is 1-periodic in both arguments £ and
7, two points (£1,71) and (€2, 72) represent the same point on the manifold under
o, if & — & € Z and n1 — 12 € Z. In figure 6 (right), the points (0, 0), (0, 1), (1,0)
and (1,1) all represent the same point on the torus, namely the point, from where
the distance function was computed.
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FIGURE 6. The contours of the distance function from a point on the

torus (the initial point resides on the back side, from where the concen-
tric circles spread out). Right: The contours of the distance function in
the parameter plane (see text).

4.3. A Higher Order Scheme for the Fast Marching Method

Sethian and Vladimirsky propose in [SV00] a second order variant of the Fast
Marching Method, allowing for the computation of a second order approximation
to a smooth solution of the Eikonal equation ||Du(x)|| = f(z) in O(N log N) time,
where N denotes the total number of grid-points. I will discuss this approach, and
provide a Hopf-Lax type formulation of the second order scheme. The idea is to
use second order finite differences for the directional derivatives, incorporating the
gradient information, which is additionally stored for every grid-point.

An estimate on the obtained local error is given in subsection 4.3.2, and I briefly
discuss the applicability of this method, in the case, where the viscosity solution
forms shocks. After exploring the connection to the discretization proposed in
[SV03] in subsection 4.3.3, T introduce an adaptive variant of the discretization,
which takes care of possible shock lines in the solution, and switches back to the
first order discretization, if necessary. As numerical experiments reveal in the last
subsection, we obtain a method, that shows second order convergence in the L!
norm, even for solutions with discontinuities in the first derivative.

4.3.1. Idea: Second Order Finite Differences. We follow the approach
by Sethian and Vladimirsky in [SV00], in order to construct a second order ap-
proximation to the viscosity solution of the static Hamilton-Jacobi equation. For
the moment, I will not restrict myself to the Eikonal equation, as this approach
may work equally well for more general Hamilton-Jacobi equations, together with
the Ordered Upwind Method.

In view of subsection 3.1.1, let us consider the Hopf-Lax approximation from a
single simplex o}, =[x, 1,...,z4] adjacent to xp:

d d d
v7" (xp,) = min {thuh(aﬁz) + p(:ch,xh — Ztm) : Zti =1, t; > 0} .
i=1 i=1 i=1

If the minimization on the boundary of o, yields the value wup(xp) of the finite-
element solution, we say that op is defining for up(zp). Provided, that oy is
defining for up at zj, we can rewrite this formula, denoting by v; = (up(zpn) —
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up(x / lxr — ;|| the directional derivative of uy, in the direction of an edge ad-
Jacent to xp:

d d
(412) max {Ztll/l ||$h - 'rt” - p(mhaxh - Zttxz)} - Oa
i=1 i=1

where the maximization is done over all convex combinations as above. The gradient
of up|y, will be denoted by Dup(or). Then the last equation is equivalent to the
following formulation:

max {(Dun(on), zn —y) = p(en, vn —y)} =0,

where the maximum is taken over all y € 9o, on the face opposite of x; (com-
pare also the remark 2.3). The idea to obtain a higher order approximation, is to
substitute the gradient Duy of the finite-element function by a higher order ap-
proximation of the gradient, or equivalently, to provide better approximations of
the directional derivatives v;. Sethian and Vladimirsky propose to store an ap-
proximation of the gradient for every grid-point xj, and to use second order finite
differences

2¢(xn) — 2¢(xi) — (Dp(xi), zn
|z — 4|

(4.13) v ~ z) O(h?)

for the directional derivative. Let us assume, that the grid-function values and
gradients in the neighboring points in ¢, have already been calculated. Then, in
view of equation (4.12), v7"(xy) is assigned the value

d d
o : 1
(4.14) v"(xp) = min { ;tiuh(l‘i) + 2 ; <Duh( = Z>
1 d d
+2P($h7$h—;tﬂ?i); ;ti:L t; ZO}-

As we have the following relation for a differentiable function ¢

(JC;L—xl)T
4! lzn—z1]|
(4.15) = : -Do(x1) = P Dp(zp),
Vq (mlz_md)T
lzn—zall

we obtain an approximation to the gradient by ﬁuh(xh) = P70, where ¥ de-

notes the vector containing the second order finite difference approximations of the

directional derivatives (4.13). For a grid-function uy, we define the second order

Hopf-Lax update in some grid-point xj,:

(4.16) (A;G)uh)(xh) = min v7"(zp), v7"(xp) obtained from (4.14).
op, adjacent to xp,

Then, an approximation of the gradient in x; from some neighboring simplex o), =

[zh, X1, ..., 24) can be obtained by

2up(xp) — 2up(z;) — <ﬁuh(xi),xh - x1>
lzn — @il '

REMARK 4.6: The update formula (4.14) has the following form

d
v (xy) = mln{thxl + p(xh,xh Zt .ﬁz), Zti =1, t > O},
i=1

=1

(417)  Dhup(en) = P71, b=
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In the case of the generalized Eikonal equation (Du, M (x)Du) = 1, the update can
be calculated using the formula from subsection 3.1.3.

4.3.2. The Local Error for Smooth Solutions. As the following lemma
shows, the local error of this discretization is of third order for classical solutions
of the Hamilton-Jacobi equation.

LEMMA 4.7: Assume (H1)-(H/), (2.1),(2.2). If u € C*(Q) is a classical solution of
H(z,Du(x)) =0, then

[u(zn) = (A w) (@n)| = O(?)

for all xp, € Q. Additionally, we have for all neighboring simplices op,
HDu(xh) . ﬁghu(xh)“ = O(h?)

for the approximation (4.17) of the gradient.

Proor. If (Agc)u)(xh) = v (zp) with some simplex o, = [zp,21,...,24]
adjacent to xp, then

u(zn) — (A u) (zn) = % max { 3 ti(2u(wn) — 2u(w:) — (Dule), @, — :))
d

= p(@n, zp — Ztixi); Zti =1t = 0}7

i=1

and denoting by v; the directional derivatives of u as above, we obtain by (4.13),
u(xp) — (A;LG) V(zp) = fmaX{Zt v; — p(ap, zp _thl }—FO (h?)

% {Zt (Du(zxp), xn — x;) — p(xh, xp — thz }—|—O (h?)
<O(hn?),

because of lemma 1.20, and as H(xzp, Du(zp)) = 0. For the other estimate, we
choose, in view of lemma 1.20, some ¢ € S9!, such that (Du(xy),q) = p(xn,q).
Then —q points from z; in some adjacent simplex o, and we can find ¢; > 0,
> t; =1, such that

Tp — 2 T Ty — Z
= t;x;.

q = =
lzn =D tiwill  llwn — yll
Then we deduce the other estimate

2((ASu)(xn) — ulzn)) < — (Dulan), zn —y) + plan, zn —y) + O(h?)
< O(h?).

By the regularity assumption (2.1), there is some ¢ > 0 depending on the regularity
constant, such that [|Pg|| > c||q||, thus [[P~!| is uniformly bounded from above.
This shows, together with (4.13), the second assertion. O

There are several problems concerning the discretization (4.16), (4.17). First,
the consistency analysis in the last lemma requires a smooth solution of the Hamilton-
Jacobi equation. Of course, if two adjacent grid-points z; and z;, are separated by
a shock front, that is, a sharp discontinuity in Du, then we cannot expect to obtain
an useful approximation to the gradient by (4.17). However, we can use the values
of uy, and Duy, on [z, 2] to check for a jump in the first derivative, and switch
back to the first oder scheme, if necessary (compare the update strategy (4.24),
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which will be introduced in subsection 4.3.4). Even if shock lines appear, the infor-
mation propagates into the shocks, and we will observe second order convergence
away from the shock lines.

Moreover there are cases, where smooth solutions are available, at least locally
near a smooth piece of the boundary 9 (compare the local existence theorem,
obtained by the method of characteristics | , Theorem 3.2.2]). Consider also
the following regularity result for convex Hamiltonians, borrowed from [ ].
A function f: Q — R is called semiconcave, if there is a constant C' > 0, such that
f(p) = Clp|? is concave.

LEMMA 4.8 (] , Proposition 2.5.7]): Let u € C(Q) be a viscosity solution of
H(z,Du(x)) = 0 on the open, conver set §, where p — H(x,p) is strictly convex
for all x € Q. Assume further, that —u is semiconcave. Then u € C1(f2).

A second problem is, that initial values have to be provided for the gradient
in the boundary points. However, those values could be calculated, using the first
order scheme within a locally refined mesh near the boundary. In the case where
the boundary and the boundary value function are smooth, we could also compute
initial values for the gradient, based on the boundary value function, the Hamilton-
Jacobi equation and the requirement, that the boundary conditions should be non-
characteristic (that is, (D,H (zo, Du(zo)),n(x0)) # 0, where n(z¢) denotes the
outward unit normal to 9 in zo € 09).

A further problem is, that it seems to be, that (4.16),(4.17) cannot be solved
iteratively. Numerical experiments show, that the Jacobi iteration, or the Gauss-
Seidel iteration for the scheme do not converge, even if good initial iterates are
provided, and if the problem admits a smooth solution. But, as the following
subsections show, we can use the Fast Marching Method to compute a second order
approximation to the viscosity solution of the Eikonal equation in O(N log N) steps,
where N denotes the number of grid-points.

4.3.3. Connection with the Second Order Scheme in | ]. Let me
remark, that (4.16) is only an alternate formulation of the upwind finite-difference
discretization proposed by Vladimirsky and Sethian in [ | and | ]. They

consider two-dimensional Hamilton-Jacobi equations F'(z, Du) = 1 of Eikonal type,
likewise the equation (1.15) in subsection 1.4.1. In view of equation (4.15), we
obtain by ﬁuh(xh) = P17 an approximation to the gradient at x,, where 7 is the
vector, containing the finite-difference approximations to the directional derivatives:

v, = u = un(®:) (first order),
[ — i
2u — 2up(x;) — 2 (Dup(x;), vp — 2
S u = 2un(@i) (Dun (), o = i) (second order),
[ — ]

where u is the sought-after approximation of w(zp), computed from the triangle
op = [xh, 21, x2]. Plugging the approximate gradient into the equation yields:

Pty
F <$h7 A) =1.

[P=12]]
This way we obtained a (non-linear) equation for u. In case of the Eikonal equa-
tion,where F'(z,p) = f(z) - ||p||, this equation reduces to

1 flen)? =1,

a quadratic equation for u. Moreover Sethian and Vladimirsky consider the follow-
ing upwinding criterion. Let u denote the maximal solution of (4.18), and Dup(xp)

(4.18) F(zp, Dup(zp)) =1 < ||P7'

F(xh,ﬁuh(xh)) =1 < HP_lﬁ
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the obtained approximate gradient. Let ¢* denote the characteristic direction, such
that

(Dun(en),~a") = plan, ~a")
(which is unique, if ¢ — p(z, q) is strictly convex). Then ¢* should point into the
simplex oj,, where the update u was computed from, that is

(4.19) P~ T¢* >0 (component-wise).

For the Eikonal equation, the characteristic direction coincides with —Duy (),
and the upwinding criterion becomes

(4.20) (PPT)™'9 >0 (component-wise).
Then v (xy,) is assigned the value

the solution u of (4.18), if (4.19) holds,
min {up(x;) + p(ap, xn — ;) ; = 1,2}, otherwise

(4.21) v () = {

(subsection 8.2.2 in | ). Assume, that v7"(xp) = u, with the upwinding
criterion being fulfilled. Of course, as p(x,q) is the polar of F(z,p) (compare
subsection 1.4.1), the following equations are equivalent:

F(xp, P7'0) = 1
max ———— = 1
q70 p(xhaQ)

)

_1/\ _ _ _
yeglu%h){@ v,xp —y) — plan, zn —y)}

0.

Thus in this case, we obtain the same update, as from formula (4.14) (or (3.1) for the
first order scheme). For the first order scheme, both methods are equivalent. How-
ever, for the second order scheme, (4.21) uses only a second order approximation
of u(xy), if the upwinding criterion fails. Furthermore, update formula (4.14) nec-
essarily yields a value v7" () satisfying the upwinding criterion, if ¢f,...,¢5 > 0.

4.3.4. Causality and the Fast Marching Method. For the Eikonal equa-
tion || Du(z)|| = f(x), consider the following update strategy:

the 2nd order update (4.14),
if <l§uh(xi),xh - J:i> >0 Vi=1,...,d,
the 1st order update (3.1),

otherwise.

(4.22) v (xp) =

Then the causality property holds (compare subsection 3.3.1) on an acute trian-
gulation. That is, if the minimum is attained for ¢j,...,¢}, then ¢; > 0 implies
up(zr) > up(z;), provided that every pair of edges xj, — x;, x5 — x; of o), encloses
at xj an acute angle. This follows directly from lemma 3.10 and remark 4.6.

Note that the requirement (Duh(xi), xp — x;) > 01in (4.22), which ensures the
causality, is no considerable restriction, as we would like to have the upwinding
criterion (4.20) being fulfilled, and as the gradient Duy, (2,) should not differ much
from the gradients f)uh(xz) in the neighboring points, for h — 0, at least in the
case of a smooth solution.

Based on the update formula (4.22), we can compute a second-order approxi-
mation to the solution of the Eikonal equation using the Fast Marching Method. In
algorithm 3.11, we must additionally make sure, that updates are calculated only
from triangles [xp, 21, x2], where the values in the neighboring points are already
alive. Moreover, the approximation to the gradient (4.17) in some xj € Qj, is not
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computed, until z;, has been accepted. When x; becomes alive, f)uh(xh) is com-
puted from the triangle, from which z;, was assigned its value up,(z5,). Otherwise, if
we would compute updates based on trial values in the neighboring grid-points, the
obtained gradient ﬁuh(xh) could differ widely from the true gradient, as numerical
experiments have shown, leading to escalating errors in the numerical solution.

The method works well, provided that the Eikonal equation admits a contin-
uously differentiable solution. Nonetheless, discontinuities in the derivative give
rise to errors in the discrete solution, and the observed convergence is even slower
than for the first order scheme. But there is also a remedy. The errors occur,
when an update is computed in some point x from a triangle [z, z1, 23], such
that x; and x5 are separated by a shock front in the solution. Consider the cubic
hermite interpolant on the edge [x1,x2] of f(t) = u(x1 +t(x2 — x1)) with respect to
the data points (0, f(0)), (0, £/(0)), (1, £(1)), (1, f’(1)). For the fourth order divided
difference, we have, if f is three times differentiable,

()
{0,0,1, 1} f = f/(0) + f'(1) = 2(f(1) — f(0)) = 3
= %D?’u(xl +7(x2 — 21)) (22 — 21, T2 — 1,22 — 1) = O(h3).

If f is only twice differentiable, we obtain by Taylor expansion, that {0,0,1,1}f =
(1) = f"(m2) = O(h?). Now assume, that I is a shock front in the solution u, and
x € I', and U a disk-shaped neighborhood of x, which is cut in two halves Uy, Us
by T, such that u is smooth on either side of T'. If some edge [x1, 23] intersects T’
in some point £ € Jz1, 22|, then we observe a jump

lim  Du(z) - lim  Du(z)||=0>0

z—¢,z€[z1,¢] T—¢, €] m2]

in the first derivative, and the divided difference will be of order O(§h) for h — 0.
As we want to avoid the computation of second order updates from edges crossing
a shock line, we can compute the fourth order divided difference on the edge, based
on the values of u; and ﬁuh, and then we use the second order scheme, if

(4.23) Dup (1) (22— x1) 4+ Dup (22) (22— 21) — 2(un (z2) —un (1)) < C-|lzg — 21|,
with some suitable constant C' > 0. This leads to the following update strategy:

the 2nd order update (4.14),
if <ﬁuh(xi),xh — xl> >0 Vi=1,...,d

(4.24) 07" (zp) = and if additionally (4.23) holds,
the 1st order update (3.1),
otherwise.
With this little completion of the second order approach in | ], T obtained

valuable results, even in the case of non-smooth solutions of the Eikonal equation,
where shock fronts appear.

Let me remark, that the acceleration of the Fast Marching Method by using an
untidy priority queue, as described in 3.3.5, is not applicable here, as locally second
order errors would be introduced because of the inexact minimization. It seems
to be possible to transfer the approach to the second order method, using O(h~2)
buckets in the untidy queue, instead of O(h~!) buckets for the first order scheme.
Then we would obtain the desired accuracy, for a high price of memory, necessary
to store O(N) buckets, where N denotes the number of grid-points. But this would
also lead to a total complexity of O(N?) of the method, which makes this approach
completely worthless (compare the argumentation in the proof of lemma 3.16).
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4.3.5. Numerical Experiments. The first example is the boundary value
problem for the Eikonal equation on  =]0,1[?

| Du(z)|| = 7v/cos(mx1)2 + cos(maa)? — 2cos(mz)? cos(ma)?, ulog =0,

which has the smooth solution u(x) = sin(mwzy)sin(wxsz). (As ||Du(x)|| = 0 at the
point z = (1/2,1/2), this equation does not have a unique solution, of course —u(x)
is another viscosity solution. However, by the structure of the Hopf-Lax approxi-
mation, we expect convergence to the maximal solution u(z).) The following table
shows the L> and the L' errors of both the first order and the second order scheme,
on refined triangular meshes with diameter h.

h L> (1st order) L (2nd order) L' (1st order) L' (2nd order)
2=110.10138960 0.00321483 0.01398418 0.00129874
275 1 0.04989070 0.00080332 0.00677243 0.00032531
2761 0.02474450 0.00020081 0.00333853 0.00008137
277 | 0.01232205 0.00005020 0.00165839 0.00002034
278 1 0.00614847 0.00001255 0.00082671 0.00000509

p 1.01 2.00 1.02 2.00

The last row contains the order p estimated by linear regression. One observes
perfect second order convergence in both the L' and the L> norm for the approx-
imation (4.24).

The next example is the distance function from two points, computed on §:

w(z) = min([lz — zol|, [l — a1[]), w0 = (0,0), 21 = (1,1).

This function is not differentiable in zg,z1, and along the shock line I' : { +n =1
(x = (§,7)). For this example, T used an irregular mesh, such that the shock line is
not aligned with some diagonal edges in the triangulation. For both the first and
the second order method, I provided exact initial data within a distance of 0.1 from
the source points g and z1. The following results were obtained:

h L (1st order) L* (2nd order) L' (1st order) L' (2nd order)
0.08085013 | 0.01386558 0.02105527 0.00662746 0.00359176
0.04226291 | 0.00584294 0.00557624 0.00335249 0.00033519
0.02124246 | 0.00261613 0.00125870 0.00158179 0.00005528
0.01104151 | 0.00128329 0.00095241 0.00083484 0.00001224
0.00568431 | 0.00064939 0.00062027 0.00043171 0.00000483

D 1.15 1.33 1.03 2.49

While the L error of the second order method is not notably better, one
obtains a higher rate of convergence in the L' norm. Taking a closer look on the
error |u(x) — up ()| reveals, that first order errors in the second order scheme occur
near the shock line, causing the L™ convergence to be of first order, and the L!
convergence to be of second order.
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