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Abstract

Ultra-wideband communication systems use radio signatssebandwidth is in the range of some
hundred MHz to several GHz. The first application of thesaaigwas military radar. The reasons
for using signals with such an extremely large bandwidtimaaaifold. The resulting high temoral
signal-resolution is a prerequisit for precise radar systeRadio channels with dense multipath
propagation achieve high multipath diversity, which canused to improve the robustness and
capacity of the communication channel. Furthermore, thgel@andwidth allows to transmit sig-
nals with a small power spectral density such that, thefitence to other radio signals will be
negligible, even if they lie within the same frequency band.

With the advances in integrated circuit technology madeha gast years, the opportunity
has come to use these signals also for civil communicatiositipn location, and radar appli-
cations. However, the large signal bandwidth is still antatle when it comes to implementing
low power devices that are simple and at the same time takaduantage of the capabilities of
ultra-wideband radio. Therefore, practical systems caerploit all the benefits offered by UWB
signals.

In this work the focus is on low-complexity receiver arcbitees for communication systems.
These architectures are found by identifying the recemgkd whose implementation is complex
or which require a high signal-processing speed. Accofgirsgsimple receiver should not per-
form channel estimation or equalization. As a consequetheereceiver must be noncoherent.
This conclusion is confirmed by deriving the optimum (maxmlikelihood) receiver, under the
assumption that the receiver has no information about tbpgwmation channel. Many important
properties of the noncohrerent receiver are discusset,asisensitivity, vulnerability to narrow-
band interference, and robustness to synchronizatiorcumacies. Furthermore, an approach for
the robust design of a key system parameter, the integrdtication, is derived for some simpli-
fying assumptions on the propagation channel.

A meaningful extension of this simple noncoherent receigeobtained by assuming that
the receiver knows the power delay profile of the propagatttamnel. The resulting maximum-
likelihood receiver is derived and its performance is coragawith that of the simpler receiver
which has no channel information. Another extension is ® m®re than one receiver antenna,
each, leading to a separate noncoherent receiver. Thenadasalistance between the receiver an-
tennas is discussed, i.e., whether micro diversity or mdimersity can be exploited. The optimum
scheme to combine the individual received signals is derrel the performance of this optimum
scheme is compared with the suboptimum selection-comipgscheme.

A totally different approach to simplify receivers consist designing the transmit signal such
that the signal acquisition gets simple. A novel multipleess scheme for uncoordinated users,
called rate division multiple access, follows this idea.



Kurzfassung

Ultra breitbandige (UWB) Kommunikationssysteme verwendenkiSignale deren Bandbreite
zwischen einigen hundert MHz bis zu einigen GHz liegt. Eetnwurden derart breitbandige
Funksignale fur militarische Radaranlagen verwendet. Dien@e fur die Bentitzung grosser Sig-
nalbandbreiten sind vielfaltig: Die resultierende hohidlizbe Signalauflésung ist Voraussetzung
fur Radar mit hoher Genauigkeit. Bei Funkkanélen mit dichtehipfad-Ausbreitung fuhrt Sie zu
einer entsprechend grossen Mehrpfad-Diversitat, welegh&dbustheit und Kapazitat des Kom-
munikationskanals verbessern kann. Die grosse Bandbr&itébees ausserdem, Signal mit einer
geringen spektralen Leistungsdichte auszusenden, sdab®erferenz auf Funksignale gering
bleibt auch wenn diese im selben Frequenzband liegen.

In den letzten Jahren wurden auf dem Gebiet der Halbledieni& grosse Fortschritte in Rich-
tung hoher Schaltgeschwindigkeit bei gleichzeitig gegieg Leistungsaufnahme gemacht. Damit
ist es moglich geworden, UWB Signale auch fir Massenanwegeturinzusetzen. Dennoch ist
die grosse Bandbreite von UWB Systemen nach wie vor ein Himgléeim Bau von gunstigen
Geraten die gleichzeitig alle Vorteile von UWB Signalen am#zen und wenig Energie ver-
brauchen. Deshalb kdnnen praktische Systeme nicht allei\gleichzeitig nitzen, die durch
die Verwendung von UWB Signal potenziell zur Verfiigung stehe

Diese Arbeit beschatftigt sich mit einfachen Empfangensekturen fir Kommunikationssys-
teme. Solch werden gefunden indem, an sich sinvolle abergudfige, Signalverarbeitungsschritte
eines Empfangers identifiziert und vermieden werden. Hieeraufwendigsten Verarbeitungss-
chritte ist die Kanalschatzung und die Korrektur des Kadalsh einen Equalizer. Wird auf die
Kanalschatzung verzichtet, so folgt, dass der Empfangatkoharent sein muss. Diese Folgerung
wird bestatigt durch eine mathematische Herleitung desnap¢n bzw. Maximum-Likelihood-
Empfangers der den Ubertragungskanal nicht kennt.

Der nichkoharente Empfanger unterscheidet sich wesknibben koh&renten Empféanger in
den Eigenschaften Sensitivitat, Empfindlichkeit gegenéiobmalbandigen Storsignalen und der
Empfindlichkeit gegentiber Ungenauigkeiten in der Syndkedion. Diese Eigenschaften werden
theoretisch und/oder mittels Simulation untersucht. Bachtkoharenten Empfanger ist die soge-
nannte Integrationsdauer ein Schlisselparameter. CRasameter wird, fir einige vereinfachende
Annahmen Uber den Kanal, so gewahlt, dass der Empfangestrgbgentber Kanalanderungen
ist.

Eine Erweiterung dieses einfachen nichtkohdarenten Empf&gerhalt man unter der An-
nahme, dass der Empfanger Kenntnis Uber das power-deldy ddyo Kanalimpulsantwort be-
sitzt und ausnutzt. Der entsprechende Maximum-LikelirBatpfanger wird hergeleitet. Eine
andere Erweiterung des einfachen nichtkoharenten Emefargesteht in der Verwendung von
mehereren Empfangsantennen, von denen jede auf eineratpaichkoharenten Empfanger
fuhrt. In diesem Zusammenhang wird die sinnvolle DistanzAdgennen untereinander diskutiert,
bzw. ob Makro- oder Mikrodiversitat genutzt werden kannd&on wird das optimale Schema zur
Kombination der Empfangssignale der einzelnen Empfanggdheitet und mit dem suboptimalen
Selection-Combining-Schema verglichen.

Ein vollig anderer Ansatz zur Vereinfachung von Empfangeesteht in einer geziehlten
Gestaltung des Sendesignal, sodass eine einfache Sfgsalerg mdglich ist. Ein entsprechen-
des neuartiges Zugriffsverfahren flr unkoordinierte NMutaird vorgestellt.
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1. Introduction

The development of ultra-wideband (UWB) radio technologytsthin the late 1960's, but for
decades mainly focused on military RADAR (Radio Detection Raaging) applications [4]. In
the late 1990’s the idea was born to use UWB radio signals fradmmunications and position
location applications. The extremely large bandwidth of U\8Btems promises the following
outstanding performance aspects: (i) The power spectraityeg(PSD) of UWB signals could be
kept very low such that existing inband narrowband serweesld not be stronger affected by
UWB signals than by any other unintentionally radiated ragigmnals, e.g., from a computer or
other household appliances. (ii) Furthermore, the extheilaege bandwidth would provide very
high channel capacity, and thus enable multiuser commtioitsaat high data rates (iii) Also, this
large bandwidth causes a large diversity which enablesstalmmmunication links. (iv) UWB
signals can be generated as a sequence of ultra-short andateabpulses. This method allows to
circumvent up and down conversion, thus resulting in sinpa@esmitter and receiver circuits. (v)
Also the possibility was discussed that ultra short pulses,UWB pulses, are perfectly suited for
high-precision position location.

Stimulated by these promised benefits, a first break-thrdagthe success of commercial
UWB applications occurred in 2002, when for the first time agapectrum administration al-
lowed an appropriate frequency band to be used without ade¢21]. As a result the research
efforts in the field were increased and it soon became claathk promised benefits cannot all be
achieved at the same time. The reasons are that the largespetad and high multipath resolu-
tion of the UWB radio channel not only cause the large diverbiit also make it hard to achieve
data rates that approach the channel capacity. The largg dpetead and temporal resolution of
the channel require channel estimation, rake or equalmohitactures and accurate synchroniza-
tion. Implementation of corresponding circuits for theraltide signal bandwidths is expensive,
and the resulting circuits exhibit a high power consumptiother effects of the channel, such as
the occasional attenuation of the line-of-sight echo,adraut to be a problem for accurate posi-
tion location. For these reasons it can be concluded théat stéte-of-the-art or even near-future
technology, it will not be possible to achieve all the goakntioned at the same time.

1.1 Concept of this Work

According to this insight the focus of this work is put on sl;ydow-power and robust receivers
for low data-rate communication, i.e., this work does natsider methods that are particularly
aimed to achieve high data rates. Simple receiver archiiegtcan be found by getting aware of
the receiver tasks that require complex and/or fast sigmalgssing. These tasks are channel esti-
mation, equalization, signal acquisition, precise syaohmation, rake filtering, multiuser detection

4



1.2 Outline and Notation 5

and expensive demodulation of e.g. OFDM signals. A recéyyss that works without these tasks
is the noncoherent or energy collecting receiver for M-arge position modulated (PPM) signals.
The data rate that can be achieved with noncoherent resaaver M-ary PPM is investigated in
[64], which mentions the noncoherent receiver concepteffirst time in the UWB context. The
simplicity and performance of the noncoherent receivefPM signals is discussed in [73, 71],
in particular, an expression for the bit error probabilBEP) is derived, a simple acquisition and
synchronization algorithm is proposed, and its high taleeato synchronization inaccuracies of
up to several nanoseconds is pointed out.

Complementary to the practical motivation of noncoherecgirers is a theoretical derivation
which follows the approach of the generalized maximum iil@d (GML) receiver (GMLR).
The fact that the noncoherent receiver is equivalent to émegalized ML receiver in the absence
of channel information is pointed out in [9, 44]. Partial ohal state information that can be
obtained relatively easy is the power delay profile (PDP)e@eiver architecture with an improved
sensitivity over the GMLR can be achieved by deriving the Mtaiver for the assumption that the
PDP is known at the receiver. This receiver is called the mari likelihood receiver with partial
channel state information (MLRP).

Another tradeoff towards receivers with somewhat highefgoeance and complexity is to
combine multiple noncoherent receivers to form an improeiver. One of the main reasons
why multiple antennas are proposed for narrowband systemh&iincreased diversity, which can
be used to improve the link. However, UWB indoor channelsradieeady an inherently large
frequency diversity such that further diversity improverngoes not increase the link quality sig-
nificantly [69]. These considerations are valid for so chenall-scale diversity which is obtained
by multiple antennas with an inter antenna spacing on therafisome centimeters to some tens
of a centimeter. If however antennas are distributed ovargel range, e.g., over several rooms,
then the shadow or large-scale fading effect causes anyepergeceived pulse that depends on
the individual antenna position. This effect is callaye-scale diversityAs the received energy is
significant for the performance of a noncoherent receivés|lows that noncoherent receivers can
exploit large-scale diversity. A broad class of indoor &gilons allows the usage of multiple an-
tennas with large distances between the elements onlyhat éfte receiver or the transmitter side,
I.e., possible applications are of the multiple-input &agutput (MISO) or single-input mulitple-
output (SIMO) type. As this work considers the aspect ofikers, the attention is restricted to the
application of noncoherent receivers in a SIMO configuratio

A receiver’'s complexity depends last but not least also emtledulation of the received sig-
nals. A modulation scheme that is much discussed in the xootéJWB is called time-hopped
pulse-position modulation (TH-PPM) and was proposed in.[TBis scheme is based on pseudo
random time hopping sequences, which require a complexlsagguisition at the receiver. An
alternative modulation scheme for uncoordinated multiaseess called rate division multiple ac-
cess (RDMA) is proposed. In contrast to TH-PPM the RDMA sches®ssignals that have a
deterministic and more regular structure and thus enaldévwely easy signal acquisition at the
receiver.

1.2 QOutline and Notation

This work consists of two parts. Part | discusses Noncoh&f&/B receivers in the Chapters 2 to
4. Chapter 2 gives an overview of the most important propedfehe UWB indoor channel and
is a basis to understand the subsequent chapters.



6 1. Introduction

In Chapter 3 the noncoherent receiver architecture is ntetiMay practical arguments and by
a detailed derivation of the GMLR based on a detection thimoapproach. Also the MLRP which
forms an improvement over the GMLR is motivated from a pradtand a theoretical point of
view. For this purpose a simplified channel model is intratlthat enables this derivation and
that is close to realistic channel models at the same timgh&umore, this chapter contains a
derivation of various properties of the GMLR for binary PPRPPM) signals, e.g., the BEP and
the sensitivity to narrowband interference (NBI). Also ppeed is a method for a robust design of
the integration duration, which is an essential paramdtéreo0GMLR.

Chapter 4 is motivated by the potential of noncoherent recgito exploit large-scale diversity,
and discusses the application of noncoherent receiverSIiM® system. The optimum scheme for
combining noncoherent receivers in a SIMO scheme is deawnedhe corresponding performance
Is compared with that of a selection combining scheme.

Part Il of this work considers the multiple-access scheme RDMhich is an approach to
reduce the receiver complexity. This subject is independkime receivers discussed in Part | and
is therefore treated separately.

A legend of the abbreviations, variables and mathematigabsls that are used in this work
is provided in Appendix A.

Notation: Random variables are denoted by upper case roman lettersXe\priables and
realizations of random variables are denoted by italic logase letters, e.gs,. Accordingly, the
realization of a random proce&t) is denoted a$(t). Sets are denoted by calligraphic letters,
e.g.,M. Vectors and realizations of vector-valued random vagislbre denoted by bold lowercase
italic letters, e.g.¢, whereas random vectors are denoted by uppercase bold tettean, e.g.X.

A list of mathematical symbols used in this work is given inp&pdix B.

1.3 Contributions

The major contributions of this work are:

e Discussion on the appropriateness of representing UWB Isigmaomplex baseband.

e Derivation of a convenient approximate expression for the B&he GMLR for 2PPM signals.
¢ A method for the robust design of the GMLR by proper choicehefintegration duration.

e Computation of the sensitivity of the GMLR to narrowband rféeence and a comparison
with the coherent ML receiver.

e Derivation of the ML receiver assuming knowledge of the ctedis PDP and the definition of
a channel model that enables this analytical derivationisitbse to realistic models at the
same time.

e Derivation of an approximation to the BEP of the aforemergtreceiver.
e Derivation of the optimum combiner for SIMO systems with ooherent receivers.
e Proposal of a novel multiple access scheme for uncoordinaters (RDMA).

e Derivation of optimum pulse rates for the users in a RDMA syste
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2. The UWB Indoor Channel

In this chapter we consider the most important propertigh@UWB indoor channel, which are
necessary to understand the requirements to the transamtiethe receiver of an indoor commu-
nication system. When writing about channels, implicitidaor channels are meant. Originally
the bandwidth of UWB signals was thought to start at seveialMHz and end at several GHz
[76]. However, a first regulation for the use of UWB signalsitsrthe signal bandwidth to the
range between.1 and10.6 GHz [21], in addition, this regulation limits the signal lmandth to

a minimum of500 MHz. According to this, the bandwidth of UWB signals is corsably larger
than for narrowband or even wideband signals. Thereforanmél models for narrowband and
wideband channels are not suited to describe UWB channelpydwide some fruitful modelling
approaches for the UWB channel. A thorough overview on nasemd and wideband channels is
given in [26].

In the past few years considerable effort has been undertakstudy the UWB channel in
home, office and industrial environments [11, 10, 38, 62,228,60, 29, 8, 63]. All these con-
tributions investigate exclusively time invariant chalsndhe speed at which a channel impulse
response (CIR) varies over time for typical UWB indoor chanielavestigated in [59]; it turns
out that this speed is small enough to justify the assumutidime UWB channel to be quasi static.

The following sections give a summary of the most importaifB)channel features and a
basis to understand the contributions of this work. SecBidnexplains propagation effects of
UWB pulses in indoor environments. Section 2.2 presents unesshat are used to quantitatively
characterize deterministic and stochastic propertiehahgel impulse responses. In Section 2.3
the major differences between the UWB and the narrowbandehisare pointed out. A discussion
whether complex baseband or passband representatiordsbeulsed is given in Section 2.4.
Section 2.5 gives a conclusion.

2.1 Indoor Propagation of UWB Pulses

We assume that an isotropic, i.e., non-directed, transmnattd receiver antenna are placed within
aroom and the antennas are in line-of-sight (LOS) to eaatrothshort pulse(t) with a duration
of T = 1 ns is fed to the transmitter antenna. The bandwiitbf this pulse is approximately
the reciprocal value of the pulse duration, i8.= 1/7. The pulse results in an electromagnetic
wave that propagates from the transmitter antenna withdspee3 - 10® m/s and has the length
= I = 30 cm. One can imagine the energy of the propagating wave tormeeotrated between
the surface areas of two concentric spheres, with the tridtlesrantenna located in their center.
The radii of the spheres have the constant differérecel grow with speed.

8



2.2 Properties of the UWB Indoor Channel 9

A portion of the energy of this spherical wave is capturedigreceiver antenna and generates
a pulse, called th&OS echpat its feed point. Where the wave impinges on an obstacls, it i
reflected or scattered. Portions of these reflected or sedtigaves will be captured by the receiver
antenna and cause so calMHOS echoeat its feed point. Clearly, multiple reflections can occur
which cause futher echoes. The energy of an echo decays tiee the longer it takes to arrive
at the receiver. The delay between the rising edge of the L&D and the falling edge of the
latest considered echo is callddlay spreadTheexcess delais counted from the rising edge of
the LOS echo, i.e., points on the time axis that are on theolefin the right of the rising edge
correspond to a negative or positive excess delay, respctiTypically the energy of an LOS
echo is larger than that of an NLOS echo, in this case we sgsakt an LOS channel. If the LOS
path is obstructed such that the LOS echo is weaker than a@8\cho we speak about an NLOS
channel.

The pulse shape of the echoes differs strongly from the sbafiee transmitted pulsg(t).
There are two reasons for this effect:

() The antennas are considered as a part of the radio chanaetic@t antennas have a non-
ideal, i.e., non- flat frequency characteristic, therefaignal dispersion is introduced. As a
consequence, the received signal component from an LOSgpgtbars like an oscillating
signal which is spread over several nanoseconds.

(i) The geometry and the building materials of the reflectorssaatterers influence the shape of
the corresponding NLOS echoes.

These two effects can be modelled by considering the eclsos=sgaences of weighted and tightly

spaced replicas of the pulgél), also callednultipath componentd herefore, the terrmultipath

clusteris synonymously used for the term echo [38].

In practice, several echoes can interfere with each othen that they are hard to be dis-
tinguished. As an example we consider some real CIRs that weoeded during a measurement
campaign in an office building [38]. The measurements wemenrathe frequency interval frorm
to 11 GHz. A network analyzer was used for the channel soundirgg.Z-1 shows the correspond-
ing CIR in the time domain, i.e., the inverse Fourier transfaif the frequency spectrum that was
recorded by the network analyzer. To reduce the signal baildwa Kaiser window [25] with a
—3 dB bandwidth of2 GHz and a center frequency #f = 6 GHz was applied before computing
the inverse Fourier transformation. The CIR shows a stron§ ECho and some weaker echoes
that stem from signal reflections. A corresponding CIR for &©IS channel that was recorded in
an office is shown in Fig. 2.2. It can be observed that the LO® ecstrongly attenuated, such that
it is even weaker than the reflected echoes. In particulah®CIR of the NLOS channel shown
in Fig. 2.2 individual echoes overlap such that it is not gaedo clearly distinguish them.

2.2 Properties of the UWB Indoor Channel

In general the CIR of an UWB channel depends on many unknowmedess, the detailed geom-
etry, the materials of the building, the relative positidthe transmitter and the receiver within the
building. It is therefore a complex task to predict propestof realistic CIRs. A common method
to cope with this large set of unknown parameters is stesisthannel modeling. According to
this approach, a given CIR is considered as a realizationarfidam process; the properties of this
process are described by a statistical channel model. T$ie imeasures for UWB channels that
are typically described by statistical models are giverhia section. As a basis for the statistical
analysis, typically two sets of CIRs are used to quantify cebproperties. A first set of CIRs that
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Fig. 2.1. Measured CIR of an LOS channel with bandwiBlte= 2 GHz and center frequendfy = 6 GHz
[Measurement data obtained from IMST GmbH, Kamp-Lintfort, Gerifnany
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Fig. 2.2. Measured CIR of an NLOS channel with bandwiith= 2 GHz and center frequencfy = 6

GHz [Measurement data obtained from IMST GmbH, Kamp-Lintfort, Gerifnany

vary only with large-scale movementarge-scale effecjsand a second set of CIRs that vary even
under small-scale movementn{all-scale effecjof the antennas. These sets are: (i) a so called
large-scale seL of CIRs that corresponds to a fixed transmitter position anmwarreceiver po-
sitions that are several meters apart from each other; $) @alledsmall-scale sef of CIRs that
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Fig. 2.3. APDP averaged ov800 LOS channels with bandwidtB = 2 GHz, and center frequengy = 6
GHz, [Measurement data obtained from IMST GmbH, Kamp-Lintfort, Gerinany

corresponds to a fixed position of the transmitter and varreaeiver positions, where the variable
antenna positions lie within a small range, e.g., withirf haquare meter.

2.2.1 Average Power Delay Profile

The power delay profile (PDP) of a CIRR(¢) is defined as the squaré(t). The empirical average
power delay profile (APDP) [38] is defined as the average oget af PDPs,

Gl) = S r2(0), 2.)

wherer, (t) with n € {1,..., N} are the elements of the small-scale SefThis definition im-
plies that the APDP is a large-scale property, i.e., it israpinately constant under small-scale
movements.

A typical APDP for an LOS channel is shown in Fig. 2.3. The ageris computed over a
number of900 CIRs that correspond to transmitter positions within a sqoésg) x 30 cm. We
observe some peaks at low excess delay and an approximgpsigential decay at medium and
large excess delay. The reason for the peaks is that in@divetthoes can be resolved; at larger
excess delay the rate of echoes is increased such thatdadivechoes cannot be distinguished
any more. The decay of the APDP can roughly be described hyearliregression line. As the
APDRP is represented in a semi logarithmic graph, the linegression line corresponds to an
exponential decay. Numerical values for the correspondeway constant are specified in [37]
and [23]. Fig. 2.4 shows the APDP for an NLOS channel. As erpthabove, we can observe that
the first echo, i.e., the LOS echo has lower energy than thectel echoes. The exponential decay
of the APDP can be observed in this case as well. The APDP playsportant role in Section
3.2.3.
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Fig. 2.4. APDP averaged over 900 NLOS channels with bandwitite- 2 GHz and center frequency
fo = 6 GHz, [Measurement data obtained from IMST GmbH, Kamp-Lintfort, Gerinany

2.2.2 Path Gain

The path gaing, is roughly spoken the ratio of the energjy of the received pulse over the energy
E, of the transmitted pulse and is an important measure folinkéldget analysis. The path gain
Is aimed to reflect shadowing phenomena caused by obstAslafiadowing is typically a large-
scale effect, it is computed by averaging out the smallesetiects, hence, the empirical path gain
is defined as the average ratio

N
1 E
_ i 2.2
a NZ E, (2.2)

n=1

whereE, ,, is the energy of the CIR,,(¢), andr,(t) for n = 1,..., N are the elements of the
small-scale sef. Note that the path gain is affected by taege-scale fading

The reciprocal value of the path gainis called path losa . A statistical model for the path
loss as a function of the transmitter-to-receiver distahisegiven in [24] by

d v
a l(d) = ap! (ﬁ) s, (2.3)
whereq is the free space path gain for a transmitter to receiveantsi/ = 1 m. The equivalent
of the constanty, expressed in units of dB is denotedAs= 10 log,,(ay). The factors is denoted
shadow fading term; it is a lognormal distributed randonialae, i.e., its equivalent in units of dB,
S = 101log,,(s), is Gaussian distributed with varianeg[24]. The variance % is again considered
as a random variable. It is assumed that each building iscterized by a specific realizatiof3.

The constant is denotedpath loss exponentt equals2 for free space propagation, is larger
than2 for most indoor scenarios and smaller ttya@.g. for hallways in which a waveguide effect
occurs. The same statistical path loss model was introdincfgb] for narrowband channels; it
was shown to also be suited for UWB channels in [24].
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2.2.3 Amplitude Distribution

In general, the amplitude of a CIR (¢y) at a given excess delayis the superposition of multiple
received echoes. There is much discussion in the literaboeit the number of echoes that con-
tribute to the CIR. Some authors report of a single echo onlyj@stdy this with the high temporal
resolution of UWB signals, while others assume a large enowugtber of echoes such that with
application of the central limit theorem it can be assumathif(7,) is the realization of a Gaussian
random variable. Similarly different are the reported atagk distributions: Nakagami [10, 11],
Ricean with lowK value (i.e., almost Rayleigh) [38], lognormal distribut&8] 33]. [2] reports
about a Weibull distribution of the PDP. A possible reasantiese different findings is given in
[61], where from a set of distributions the one is chosen wWithminimum Kullback distance to
the amplitude statistics of the observed CIRs. It turns outdbpending on the excess delay, the
amplitude statistics is either more Rayleigh, lognormal @il distributed.

2.2.4 Average Energy Spectrum

Now we consider the energy spectral density of CIRs. Thes@ggispectra show strong attenua-
tion for some, and weaker attenuation for other signal feegies. Computing the average energy
spectral density over a sufficiently large set of CIRs, one dedpect a constant energy spectral
density for all signal frequencies under observation. Hageaccording to [29, 38] this is not the
case. In [38] the average energy spectrum was evaluatedni@asured small-scale set of CIRs.
Numerical fitting unveiled & ™ dependency where the-parameter varies betweért and2.8

for different environments. The reason for this effect Ireantenna properties, a detailed explana-
tion is provided in [37] and [38]. Section 3.5 gives a shosodission on the impact of this effect
on the performance of a noncoherent receiver. In the litegahbout receivers for UWB signals
this aspect has been ignored so far.

2.2.5 Small-Scale Fading

The termsmall-scale fadinglenotes the effect of fluctuating received energy per puiken the
receiver or the transmitter is moved withirsmall area. Hence, the small-scale fading statistics
together with the large-scale fading statistics of the mgtim provide the total statistics of the
received signal energy.

The small-scale effect can be explained by assuming thaesdbrm different directions arrive
at the same time at the receiver antenna; the superposititiese echoes results in the received
signal. When the position of the receiver antenna is shitteeh the relative arrival times of the
echoes change so that the superposition of the echoessrasalichanged shape of the received
pulse. As explained, an echo comprises multipath compenEat signals with a large bandwidth
and thus with a large multipath resolution, the number dablkeble multipath components and the
number of resolvable echoes themselves is large. Thistédfenown asnultipath diversityin the
frequency domain this effect is calléquency diversityThe multipath components of different
echoes that impinge at the receiver at the same delay are@rappsed in a constructive or de-
structive way. However, as the channel’s temporal resmiug high it follows that the number of
echoes and of their resolvable multipath components iglargus, the constructive and destruc-
tive interference effects at different time instances ehrach other out to a large degree so that
the energy per received pulsk,, is almost independent of small scale variations of therarete
positions; hence, only minor small-scale fading is obsg¢:fee UWB channels, [53, 38].
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In a communication system deep fades reduce the perfornfargethe bit error rate) below
the average performance level. Depending on the fadingststat the transmitted signal power
must be increased to compensate for this performance reduchis increase in signal power is
calledfading margin For UWB signals propagating in indoor environments, fadimaygins have
been reported with small values betwdeand5 dB [38, 53, 77, 22].

In narrowband systems where multipath or frequency dityersimissing, destructive super-
position of echoes can result in very deep fades. Narrowlgsantmunication systems require a
fading margin of up t&5 dB [53].

2.3 Basic Difference Between Narrowband and UWB Channels

As mentioned above, signals with very large bandwidth dfferability to highly resolve individual

echoes and their multipath components of a CIR. This abilajled multipath resolution has

several effects that narrowband channels with their musleiddemporal resolution do not show:

(i) Because the CIR of a channel is determined by the position dfdansmitter and the receiver
antennas and by the propagation environment, the high texhpesolution implies that the
CIR is like a specific signature of a channel. Hence, for déffieéichannels, like the individual
subchannels of a multiple-input multiple-output (MIMO)asinel, the CIRs are only weakly
correlated.

(i) As mentioned in the preceding section, the small-scalefpdl the received energy is a minor
effect. In contrast the received energy of a narrowbandasicen be completely canceled out
due to destructive overlap of multiple echoes.

(i) The CIR has a complex signature and therefore many paranaetersquired for its descrip-
tion. This makes the estimation of a CIR expensive.

Consequences of these features for SIMO communication bedy¥WB channel and with nonco-

herent receivers are discussed in Chapter 4.

2.4 Complex Baseband or Passband Representation

Narrowband and wideband channels are usually represemtid icomplex baseband (see Ap-

pendix D), for which there are three reasons:

(i) Communication systems are typically described in the compéseband domain. This de-
scription is more compact than the passband representagicause the procedure of up and
down conversion in the transmitter and the receiver, rasmdy can be dropped.

(i) Particularly for simulation purposes there is an advantega the reduced number of signal
samples that can be taken for the complex baseband repagsent

(i) The up and down conversion in communication systems is abpnt/ to the passband-to-
complex-baseband-transformation and vice versa. Commatimncsystems with up and down
conversion allow the symbol clock to be locked to the carpiease, i.e., there is no drift be-
tween carrier phase and symbol clock. This drift is assurodaktzero in most of the liter-
ature about digital communications, e.g., in [49, 41]. WHe drift is zero it can formally
be ignored. This results in the simple representation afalig modulated complex baseband
signals given in [49] and [41].

In this work we consider simple UWB transmitters that unlikeneentional transmitters di-
rectly generate the transmitted signal as a sequence of UMgBgsee Chapter 3.1. This approach
implies that a carrier frequency, which must be specifiedtiercomplex baseband transform, is
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not uniquely defined. In order to describe the signals in dermpaseband, one could introduce a
virtual carrier signal with an arbitrary frequency. Howgua a realistic model, the symbol clock
would not be locked to this virtual carrier's phase; this Wobave to be taken into account by
a phase term that changes randomly for each transmitted.utde further that UWB signals
have a bandwidth that is on the order of their center frequeRrus, a UWB signal in complex
baseband representation requires still a relatively highming rate for a discrete-time represen-
tation. Because of this and primarily because of the randoaselterm to be considered in the
complex baseband representation of pulse UWB signals, snwibrk, we choose the passband
representation of signals.

2.5 Conclusion

The statistical channel modelling approach discussedisnctiapter is based on the time domain
representation of signals. An approach that has gainedalésstion models statistical channel
properties in the frequency domain [31, 67, 30].

The subsequent chapters of this work contain simulatiomteand numerical examples. The
CIRs involved in the corresponding computations are takem feoset of channel realizations
included in the electronic reference [23], which are geteerdy the statistical channel model
described in [23]. This model is aimed to support the develaqt of the physical layer standard
IEEE802.15.3a and is thus widely used. In this model, the&idigion of the amplitude of the
discrete time CIRs is lognormal. The arrival time of pulsesalgiled in accordance to the Saleh-
Valenzuela model [58]. The path gain model used in this weikdopted from [24].



3. Noncoherent Receivers

In the literature, there exist different definitions for eoént or noncoherent receivers. In this work
a coherent receiver is distinguished from a noncoheremivecthrough its ability to detect the
sign of a received pulse, or the phase of a received pulseioabe of complex baseband demod-
ulation. For a classical coherent narrowband receivemti@ans that the synchronization with the
carrier signal must have a timing errar 1/(2f,), where f; is the carrier frequency. The same
holds for UWB receivers, wherg, is the center frequency of the UWB signal; e.g., an admissi-
ble timing error of the symbol synchronization @1 ns is specified in [42]. Note, that in this
work UWB signals are represented as passband signals ratireas complex baseband signals
which is usual in the digital communications literatureg 4. Therefore, a carrier signal is not
involved, which means that carrier synchronization ishregirequired nor possible. A receiver for
carrier-less pulsed UWB signals needs to synchronize ortlyec@ymbol clock.

A noncoherent receiver cannot detect the sign or the phaaeolse, therefore its decision is
solely based on the amount of energy that is captured perayifitis must be taken into account
when choosing a modulation scheme for noncoherent receptio

Noncoherent radio receivers have a long history. They weeel gince the beginning of radio
communications because of their low complexity. Later,aotrerent receivers were employed for
interception and RADAR applications [65, 68, 19, 45]. Norne@mt low complexity architectures
were desirable as long as the technology was not advancedlefar an efficient implementation
of more powerful coherent receiver architectures. Todayfage a similar situation when using
UWB signals for communication purposes, because the teocnas not advanced enough to
enable cheap low-power coherent receivers. A first papémnteations noncoherent receivers for
UWB communication is [64]. It points out that this receivepg&yoperates without an estimate of
the received pulse shape and investigates the capacity ydtans that includes an/-ary PPM
transmitter and the corresponding noncoherent receibvers@me authors considered noncoherent
receivers for UWB peer-to-peer networks [34], and investidaupper and lower performance
bounds for multiuser interference mitigation techniquis.analytical derivation of the BER of
the noncoherent receiver f@PPM signals is given in [71] and in [52], details are presernie
Section 3.3. The optimum detection threshold for the receptf on-off keyed (OOK) signals and
the corresponding BER is derived in [48]; this paper consigiencoherent receivers for parallel
UWB channels to achieve higher data rates.

A receiver type that from its concept is between the coriclateceiver which is coherent,
and the noncoherent receiver is the transmitted referezsmvier [27], [80]. The corresponding
transmitter emits a reference pulse prior to each datarigeptilse. The receiver uses the reference
pulse as an estimate of the channel impulse response andoaktion template to coherently
receive the subsequent data bearing pulse. The major distad)e of the transmitted reference

16
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receiver is that it requires a mechanism to delay the reda®terence pulse for some tens of a
nanosecond. For this task delay lines are proposed, howavelegant and easy to integrate way
to implement this has not been suggested up to now. An excejstishort range communication
over a few meters only. In this case, the delay spread of thei€Hfew ns only such that a
reference pulse delay of some ns is sufficient to avoid ISlelaylof a few ns can, e.g., be realized
with relatively short delay lines.

A hybrid of the noncoherent and the coherent receiver has iwestigated in [62]. It is as-
sumed that a part of the received pulse shape is perfecthyrkn@hile the rest is unknown. The
energy of the known part is received coherently with a rak@lesthe remaining energy is cap-
tured noncoherently by energy collection. The consideredutation scheme is M-ary PPM. It is
shown that a receiver with close to full-rake receiver periance typically needs to estimate a few
channel taps only.

In this chapter only noncoherent receivers3BPM signals are considered; higher order mod-
ulation would require an even more intricate mathematieattnent and therefore go beyond the
scope of this work. The signal model is presented in SectidnBvo types of noncoherent re-
ceivers are derived in Section 3.2 on the basis of classsalts from detection theory:

(i) The generalized maximum likelihood receiver (GMLR) is dedywhich assumes no side in-
formation on the channel. A similar but less in-depth derraof this GMLR can be found in
[9] and [44].

(i) Channel parameters that can be estimated with relative eastheinstantaneous average
power of the received impulse response. Optimum exploitadf this channel state information
in the ML sense leads again to a noncoherent receiver typiehvim contrast to the GMLR,
performs a weighting of the received signal. This receigeralled the maximum likelihood
receiver for partial channel state information (MLRP). A chal model that has the APDP as
an explicit parameter is introduced and, based on this th&RIis derived. It turns out that
this receiver is a generalization of the GMLR.

The bit error probability (BEP) of the GMLR and the MLRP is dexdvin Subsection 3.3 and
subsection 3.3.2, respectively. For the GMLR, an exact dsas@ln approximate expression for the
BEP is given. The latter allows better insight into the prpatimechanisms that determine the BEP.
The BEP of the coherent ML receiver (MLR) is given for refereand is compared with the BEP
of the GMLR and the MLRP. The basic difference and similasitietween the different receiver
architectures are discussed. To derive the BEP of the MLRRt&rwdly we make a simplification,
which results in an approximate expression for the BEP. Tkpsession is the more accurate, the
more the energy of the received pulses is spread over timgthe longer the channel delay spread
is. However, for channel delay spreads of typical indoor UWBrmels, which is on the order of
some tens of a nanosecond, this approximate expressioitl e ghaccurate to be useful. For a
more precise determination of the BEP, numerical evaluatiam be perform, e.g, by simulation.

A key parameter in the design of the GMLR is the lengttof the time window during which
the energy of the received signal is collected. Section Bpgses a design approach that mini-
mizes the maximum BEP for a given set of received pulse shdjpesimpact of the signal band-
width on the GMLR is discussed in Section 3.5. It is shown #rabptimum bandwidth exists if
the 1/f path loss characteristic explained in Chapter 2 is assumeded@sure for the sensitivity
to narrowband interference (NBI) is derived in Section 3.7m@arison of the GMLR with the
MLR shows that the latter exhibits much better immunity to NBie effect of timing jitter on the
BEP is documented in Section 3.8 for the GMLR and the MLR. In &mppnt to the theoretical
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motivation of the noncoherent receivers, Section 3.9 giagse practical arguments for using the
GMLR or the MLRP instead of the MLR.

In Section 3.2 and 3.3 extensive use is made of the compl@bbad transform. We switch be-
tween two representations because the channel and thelemetsreceivers are given in passband
representation, however, to do a compact mathematicakseptation of the involved passband
stochastic processes we transform them into complex badeba prepare this, Appendix D re-
views in detail some rules for the baseband transform whieluaed to prove further rules that
could not be found in the literature.

3.1 Received-Signal Model foRPPM Signals

The transmitter modulates the symbol sequefigé with a;, € {0, 1}, such that each symbol
determines the position of one UWB pulse. The shape of aniguhV pulse is defined by(t),
which is the impulse response of an ideal bandpass filter aeititer frequency, and bandwidth
B. The pulsegy(t) has energeB, i.e.,||g||* = [~ ¢*(t) dt = 2B. The choice of an ideal bandpass
filter ¢g(¢) is made, because in contrast to an implementable but morglerrfilter, the ideal
bandpass filter results in simpler analytical expressiondhe signals involved in the receiver.
From [71] we observed that the receiver characteristickahtnge within a certain range when

another, more realistic bandpass filter is assumed. Thenigied signal is of the form

7 Kl
u(t) = \/% kz_o crg(t — kT — arAr) (3.1)

and represents a data block which consist&adata symbols. The time interval available for the
transmission of an individual symbol1s. The corresponding data symhgl determines whether
the pulse is transmitted at the beginning of this intervakith a time offsetAr, with Ay < 7'/2.

The energy per transmitted pulsefis The sequencéy), ¢, € {—1,+1}, isani.i.d. pseudo-
random binary sequence that randomizes the polarity ofrtresmitted pulses to smoothen the
power spectrum of the signalt). Note that the power spectrum of a 2PPM signal shows spec-
tral lines, if however the polarity of each pulse is randogttpsen with equally probable positive
and negative signs, then the power spectrum is proportimngde energy spectrum of an indi-
vidual transmitted pulse/ E;/(2B)g(t). [74] discusses requirements to signals that have a power
spectrum that is smooth in the sense of the FCC’s emission [21¢sAccording to this2PPM
signals with a symbol rate higher tharMHz can exploit the power limit of~41.25 dBm/MHz
only if polarity randomization is used. The sequefigg has no impact on the receiver’s design or
performance, as we consider noncoherent receivers whicieghe pulse polarity.

To maintain the orthogonality of the received symbols angrevent intersymbol interference
it is required thatAr andT — A7 exceed both the maximum channel delay spreadliote that
this condition limits the maximum data rate 1@(27.) for 2PPM. The signab(t) is the received
pulse shape and represents the combined response of ti@ndiiter ¢(¢), transmitter antenna,
propagation channel, and receiver antenna [23], and caedmided by any channel model men-
tioned in Chapter 2. Note that because of the wide bandwikiérdceived pulse shape is not only
influenced by the transmitter filter and the channel imputsponse but also by the transmitter’s
and receiver’s amplifiers and antennas. For this and vaothes reasons, channel models for the
UWB channel include the characteristic of the transmittet mateiver antenna. We assume that
the channel impulse respon$€IR), b(t), corresponds to this convention.
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We assume the received pulse to have the same shadjpe) asecause we assume the signal
at the transmitter antenna feedpoint and the impulse ragpointhe receiver frontend to be ideal
bandpass impulse responses with signal bandwititiNote that the support time of the CIR is
infinite in theory, because of the strictly bandlimited sanitted pulsey(t). The bandwidth of
g(t) is B > 1/7. we can therefore assume by approximation that the suppoet ¢if the CIR
Is equal to the channel delay spread The signal that appears at the feed point of the receiver
antenna and that corresponds to the symbas

r(ag,t) = cxb(t — kT — apAr), . (3.2)

This notation shows that the received signal depends omahsritted symbat,. Subsequently,
the argument,, is omitted where the context does allow this, i.e., we wiite instead of-(ay, t).
The energy of the received pulse within its support intejat, ] is

B, — / B(1) dt. (3.3)
0
We define the path gaim as the ratio of the received to the transmitted energy by
E,

This ratio incorporates both the small-scale and the laogde fading effect.

3.2 Derivation of Noncoherent Receivers from Detection Theory

We consider the binary detection problem that correspamtisettype of modulation and channel
described above from a detection theory perspective. Thtutaton parameter$’ and A, are
chosen such that ISl is avoided and that the received synalbelsrthogonal; this allows us to
derive the receiver by solely considering the reception sihgle symbola,. The symbola, is
mapped by thePPM transmitter and the propagation channel to the recsigedl,r(ay, t), which
depends on the transmitted symbol, on the modulation dedadl on the actual received pulse or
channel realization, see (3.2). For simplicity and whereasy understanding is still possible, the
symbolr(t) is synonymously used for(ay, t). r(ax, t) is a realization of the stochastic process
R(ag,t). The receiver adds a realizatiorit) of the noise procesyl(t) to the received signal
r(ax, t) and bases its decisiat), € {0,1} on the sum signaj(t) = r(ax,t) + n(t), where the
observation time interval i7", KT+ 7). The power spectrum of the noise procss) is nonzero
and constant only within the signal bandwidth and zero detsihe mappings from the transmitted
symbol to the symbol decision at the receiver are formaliljaated by

Detector

r(ag, t)+n(t) — ar € {0,1}.

Modulator and channel Additive noise
— —

ar € {0,1} r(ay,t)

We define the space of received sigriglswhich is the set of all possible received signals;, t)
for a;, € {0,1} and all possible realizatiorigt) of the received pulse shapes. Furthermore, we
define) as the set of all observable signglg). Not that the functions irk and)’ are defined
only within the interval[kT, kT + T1, i.e., for the time interval when the symbe} is being
transmitted.

To describe this system in terms of detection theory we att@photation used in [66]. The
hypothesisH, assumes that, = 0, while hypothesisi{; assumes thai, = 1. The details of
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the modulator and the actual pulse shafe are formally contained in the mappirtg which
maps the symbat, to the received signal spa@. We define two subspaceR, andR,, of the
received signal spack; these subspaces are spanned by all possible received ghzations
r(ag, t) if hypothesisH, or H, is true, respectively. Note that t#PM scheme presented in
Section 3.1 guarantees thay N R, = {} because of the particular parameter choice that satisfies
T — Ar, Ar > 7, and thus, guarantees orthogonality of the received symibbks observation
y(t) is the sum of any element 6 added with any realization(¢) of the receiver noise and
lies within the received signal spagé Based on the observatiay{t) is the decision whether
hypothesisH, or H, is true. These three mappings are expressed by the formulas

ap € {0,1}; ag -2, r(ag,t);  r(ag,t) €R

rlagt) TR G0 y(t) ey
y(t) B g ay, € {Ho, Hy}.

The detector must separate the observation space intognemshat correspond to hypothegés

and H,. The decision is based on whether the observed variabletieione or the other region.

When the random noise proceBg¢) is turned off, the observation spageand the parameter

spaceR are identical. In this case, a correct decision is alwaysiptesbecaus&, andR, are

disjoint.

We distinguish three degrees to which the channel impulgsorese is known to the receiver:
(i) The receiver can measubg) perfectly. It is well known that in this case the Maximum Like

lihood (ML) receiver is feasible and corresponds to thealation or matched-filter receiver,

which belongs to the class of coherent receivers, see [39,5153].

(i) The receiver cannot estimate the received pt{seand a statistical description of the corre-
sponding procesB(¢) is not available either. In [66] two approaches are propdsethe cor-
responding type of detection problem. The uniformly most@dul (UMP) detector, which is
for any received pulsi(t) as least as good as the ML receiver with perfect channel letyel.
Unfortunately the UMP test does not exist for this problerisTis because the derivation of
the corresponding ML receiver shows that to minimize the BERgat channel knowledge is
required. The other proposal is to use a Generalized Maximikeiihood (GML) approach.
The basic idea behind this is to use the noisy received signgas if it was a perfect estimate
for the noiseless signalt). A detailed description of this approach and the derivatibthe
corresponding receiver are given in Subsection 3.2.2. @pgsoach results in a very simple
noncoherent receiver, the so called energy collectingvece

(i) The receiver knows some statistical properties of the CIRckvban be interpret as partial
channel state information. An ML receiver is derived in 3.for the case where the receiver
has knowledge about the channel's APDP.

The detection problem (i) arises due to the non-deterniimsapping of the received signa(t)

to the observationy(t), this mapping consists in the additigiit) = r(¢) + n(¢). The detection

problems (ii) and (iii) belong to the class of composite hyy@sis testing problems, the reason for

classifying them as such is that there are two non-detestieninappings involved, namely the

convolution with the unknown channklt) and the addition of the noise signalt) [66].

To prepare an easy derivation of the GML receiver and the MEeiver for partial channel state
information, an orthogonal expansion of the involved signs introduced similar as in [66, 39,
49]. As no ISI occurs, we are allowed to derive the mentioreagivers by only considering the
time interval[kT, kT + T during which the symbal, is conveyed.
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3.2.1 Orthogonal Signal Expansion

An arbitrary set of orthonormal basis functions(t), n € {1,..., N} is assumed that spans
the signal spac@’ of the involved signals(ay,t), n(t), andy(t), which have a finite one-sided
bandwidthB. Therefore, the signal space dimensi@ncan be finite. The assumption of a finite
signal bandwidth implies that the corresponding signale faa infinite support in the time domain.
Despite of this, we assume that these signals are nonzeravihin the time intervalk T, kT +T).
This assumption represents a good approximation becaesatidwidthB is typically more than
ten times larger than the reciprocal of the considered timerval 7". The orthogonality of the
basis functions is expressed by the formula

kKT+T

T

with 6,,, , = 0 for m # n andé,, ,, = 1 otherwise. A compact notation is obtained by collecting all

basis functions,, (t) into a vectorp(t) = [¢1(1), . .., dn(t)]T; with this we can write
KT+T
rlant) = o7 rlar),  with  r(ag) = /k () r(ax, £) dt, (3.5)
T
kKT+T
W ="My wih oy [ s (3.6)
kT+T
n(t) = ¢’ (t)n, with n= / o(t)n(t)dt. (3.7)
kT

The noise process TH¥(¢) has one sided PSDY, and one sided bandwidth. Hence, the com-
ponents of the noise vector procé@ssare statistically independent and identically distriloLzero
mean and real gaussian random variables with variaide With these properties, the PDF ISt
is given by
n)= ! e’% 3.8)
fN( ) \/WN (

The introduced signal expansion is a linear operation wigalls to the equivalence
y(t) =r(ag, t) +n(t) <= y=r(a)+n.

The vectory takes the role of the observation variable and the basigibtmeector¢(t) spans

the observation spacg, while r(a;) lies in the parameter spade and at the same time in the
observation spac®. Note thatr(a,) depends on the modulation parameters and on the received
pulse shapé(t).

3.2.2 Generalized Maximum Likelihood Detector

The classical ML detector decides for the variable € {0,1} that maximizes the likelihood
function under the assumption of a known received pulseesh@p and thus of a known vector
r(ay) for a; € {0,1}. For the given modulation scheme and channel, the liketifoaction or

conditional PDF of the signal vectdf is Py g a(y|r(ax), ai). For our example, the classical ML
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decision rule is expressed via the likelihood ratio

Pyra(ylr(ay),ap = 1) a=1

A = = 1
) Pyroa(y|r(ay), as = 0) a0
P =1)) =1

Pyr(y|r(a, =0)) a0

This reads as: ‘if the PDF conditioned ap = 1 is larger than the PDF conditioned op = 0,
than chosei, = 1, and otherwise usé, = 0. From e.g. [39] we know that this decision rule
results in the well known correlation or matched filter rgeeithat makes use of the knowledge
of the received pulsé(t). We are however interested in the case where no channeiriafamn

is known to the receiver, except the information th@b has a finite support or delay spreag,
satisfyingr, < Ap, andr. < T — Ar.

For this type of estimation problem, [66] suggests a methalted Generalized Maximum
Likelihood (GML) test. The notion of this test is to estimate the veat@d,) on the basis of
the observation variablg and the (possibly wrong) assumption tlagt= 0, which means that
r(ar) € Ro. This estimate for(a, = 0) is calledr,. The procedure is repeated for the assumption
a, = 1. The corresponding ML estimation procedures are

7o = arg max { Pyjr(yl7)} ,
and
71 = argmax { Pyr(y|r)} .
reER,

These estimates are then used in the maximum likelihood t@dt as if they were exact. This is
justified because better estimates are not available. Hastwy the estimates, andr; instead of
the true vectors (a,, = 0) andr(a, = 1) in the ML ratio test (3.9) results in the GML ratio test

_ Pyr(ylr) a=t

A = -
o) = B rllfe) a0

A\

1. (3.10)

Substituting the estimates andr, by the estimation procedures which are given above, the GML
detection rule is expressed by

max Py g (y|r) ap=1

A (y) = "= > 1. 3.11
g(y) Hé%X PY|R(y|7') dk<=0 ( )
T€R0

Now we derive a simplified and modified expressitj{y) for the GML ratioA,(y), which
results in the same decisions, i.&,(y) > 1 < A\,(y) > 1. We use the channel's additive noise
structure, which results in the expression

n=1y—r(a).

As r(a;) depends deterministically, even though in an unknown éslon the data symbaly,
this implies that

Pyra(y|r(ar), ar) = Para(y — r(ax)|r(ar), ar) = Pa(y — r(ax)). (3.12)
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An expression for the a-posteriori probability that regesl the important details for our derivation
is obtained by combining (3.12) and (3.8) which yields

P ( | ( ) ) 1 —”y;}‘v‘“g)‘ﬁ
YRAY|T(Qk), Q) = ———x € 0
| V2rN,B"

We use this explicit representation of the a-posteriorbplolity to derive the mentioned simpli-
fied expression fo| (y). First, some common factors of the nominator and the deratorirare
skipped and the logarithm is taken of both of them, i.e.,

P
max Yr(Y[T)

A(y) > 1< > 1
o(v) max Py (y7)
reERo
Lk
0
Hé%}f VorNo B
<~ } ”g];’“]f > 1
%&% V27 NoB Y 0
|y —r|? |y —r|?
= — > —
reRs | 2NgB ~ reRs  2NoB
_ 2 o 2
o min ly — | < min |y — 7|

reR: 2NgB  reRs 2NyB

. 2
g%{lly r|*}

_ > 1, (3.13)
— 2 !
min {[ly —r|*}

these manipulations don’t impact the inequality at thetrliggnd side. The terriy — =||* can be
expressed as a function of the continuous-time sign@alsandr(t):

kKT+T
y—rlalF = [ ) el (3.19)
wherer(ay,t) = T (t)r(ar), see (3.5), which together with the substitutionyéf) by ¢ (t)y
results in (3.14). For convenience, we denote the signakstbet is spanned by the signals) =
¢*(t)r for r € R, by R, and correspondingly bR, for » € R,. With this we can write the
denominator in (3.13) as

kKT+T
: o 21 : o 2
min {ly — 7’} = min & fu®) - o ary 319
kT

At this point we use the fact thatt) € R,, or equivalentlyr(a;, = 1,t), is nonzero only for
t € [kT + Ar, kT + T)]. Note thatr(t) € Ry, or equivalentlyr(a, = 0,¢), is nonzero only for
t € [kT, kT + Ar). Thus, forr(t) € R, we have

kT+T ET+Ar kT+T

ﬁy(t) —r(t)]?dt = /y2(t) dt + /[y(t) —r(t)]* dt. (3.16)

kT kT ET+Arp
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The two integrals at the right hand side are both greater waldhan zero because of the squared
arguments. The second of them is zero if and onlydf andy(t) are equal fot € [kT'+ Ar, kT +
T). Based on this observation and with (3.15), the numerat@®.8j is minimized for

(t) = y(t), forkT + Ar <t <EkT+T,
! 0, else

Note, that, (t) = ¢ (t) 7;. With this, the numerator in (3.13) becomes

ET+Arp
min {|ly — r||*} = /yQ(t) dt. (3.17)

reR1
kT

Note that this minimization is constraint ane R,. The signal spac®; contains any possible
signaly(t) as we assume no knowledge about the channel. This assurimppbes thatR, con-
tains any signal that is in the same frequency band as theniigted signal and whose support is
restricted to the intervak” + Ar, kT + T .

Making the corresponding derivation for the denominato(313) results in the minimizing

function I
. |0, else
r(t) =1o(t) := { y(t), forkT <t <kT+ Ar,

and thus the denominator of (3.13) is

kT+T
min {ly -~ 7’} = [v*@)ar (3.18)
ET+AT
With this and (3.17) we can write (3.13) as
KT+T
Syt dt
AN(y)>1& :;Ii; > 1. (3.19)
J 2 (t) dt
kT
Hence, the simplified likelihood ratio test is given by
kT+T
Jywyd
kKT+A k=
Al(y) = kTiATT e (3.20)
[y@d "
kT

This is the decision rule for the noncoherent receive2RIPM signals without ISI and for additive
white Gaussian noise. An equivalent formulation for thisigien rule is

kT+T kT+Ap

/ V(1) dt — / 2t S 0. (3.21)

dk =0
ET+A7 kT
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dump if on if
| t=kT t=kT+ 1T,
(t) ! and if and if
n |
! t=kT+Ar t=
+ | T e T 711 Delay Slicer
r(t) () s(t) q(t) A
SN +?é J )t — A7 Q 4
+

< Channel Receiver—

Fig. 3.1. An architecture of the generalized maximum likelihood receiveé2R&M signals.

As the delay spread of the channel may vary from channel targait can be smaller than the
integration duratiom\;. Thus, the integrator captures an unnecessarily large ainodmoise en-
ergy. To allow an optimization of the integration duratiadépendent of the modulation parameter
A7, we introduce the integration durati@n wich is smaller than or equal td+. With this, the
decision rule becomes:

kT—FAT—‘rT] kT+TI
ap=1
/ V() dt — /yQ(t)dt > o (3.22)
ET+Ap kT =0

A possible receiver architecture that implements this iuhown in Fig. 3.1. This is the classical
noncoherent receiver or energy collecting receiverfPM signals, whose equivalence with the
GMLR was already pointed out in [9]. The bit error probalgilitf this receiver is investigated in
Section 3.3.

3.2.3 Maximum Likelihood Receiver for Partial Channel State hformation

The ML receiver is derived for a receiver having side infotiora about the channel’'s APDP, we
call this receiver the maximum likelihood receiver for partchannel state information (MLRP).
For this purpose, a simplified channel model is introdudeat, has the APDP as an explicit param-
eter and thus allows to analytically derive the correspogdilL receiver. This channel model is
transformed into a discrete-time baseband representdti@npurpose for this particular represen-
tation is to have statistically independent samples of deeived pulse, which allows a compact
and simple mathematical description.

3.2.3.1 Channel Model

Chapter 2 discusses channel models that are aimed to detherip@perties of measured channels.
However the models presented have a mathematical strubttrprohibits analytical derivations
of corresponding receivers. For this reason, here a simgblthannel model is introduced that
enables analytical derivations and at the same time sheg@sdst important properties of practical
channels.

We rely on [62] and assume that the distribution of chanred ta complex Gaussian for CIRs
in complex baseband representation and thus Gaussiansharasrepresentation. When looking
at typical CIRs of the UWB indoor channel, we observe that theaae of the taps depends on
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the excess delay. According to this observation, we mo@eCiiR b(¢) as the product
B(t) = o(t)V(t), (3.23)

whereV(T) is a bandlimited white Gaussian process, whose two-sideepspectral density
(PSD) is1/(2B) within the signal band and zero outside. Thus, the power ®fpttocessV(¢),
whose bandwidth equals, is E {V?(¢)} = 1. Furthermore, the variance i$(t) at excess delay
t, and can be interpreted as the APDP [37] because

E{B*(t)} = E{o*(t)V*(t)} = o*(¢).

To bend the support of the CIR to the intery@lr.] we seto(t) = 0 for ¢ ¢ [0, 7.]. We assume
further thato (¢) is a lowpass signal with two-sided effective bandwidhwhich is much smaller
than the bandwidtiB of the noise realization(t). However, as (t) is a time-limited function its
spectrum has an infinite support. To avoid this contradictiwe define the term effective band-
width B,, as the width of the frequency band that contains most of teeggrofo(¢).

The equivalent baseband transform of the CIR according tb) (B given by

bi(t) = lo(o(t) +i  {o(t)o(t)}le ",

Typically, the support of the signal spectrum is limited e interval[3.1, 10.6] GHz. With this
and the assumption th&t, < B we can apply (D.12) which yields

bi(t) = o (t)u(t),

with '
v(t) = [wt) +i  {o(t)}] e 2t

The small bandwidth of the signal(¢) allows us to assume that the band of the sign@) is
limited to the same interval as the signalt), i.e., to the interval—B/2, + B/2]. Therefore the
Nyquist sampling rate for the signaj(¢) is B, and the delay between consecutive samples is
T, = 1/B. The support constraint of(¢) together with its low signal bandwidth causes a smooth
fade-in and fade-out of the CIR¢), see (3.23). We define the sampled signal

b, = by(nTy) = o,0,, (3.24)

with o, = o(nT;) andv,, = v;(nTy). The support time-. of b(¢) is smaller than or equal to the
modulation parameted; therefore, a number aVn = A+ /T, samples of the signaj(t) are
sufficient for its description. We assume for simplicity tthi®; is an integer multiple off,. As
only a marginal portion of the energy &f¢) spreads outside the frequency interivaB /2, B/2],
the energy of the sampled sigriglis given by the approximation

Na-1

AT AT
T, [bal? %/0 |bl(t)|2dt:2/0 b (t) dt. (3.25)
n=0

The right hand equation follows from (D.10).

Note that the samples, are obtained by sampling with Nyquist rate a white Gaussaan r
dom process with PSD/(2B) that is filtered by an ideal bandpass filter. Therefore, timepdas
v,, are statistically independent and identically distrilbutero-mean complex Gaussian random
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variables. Thus, the real and imaginary part of the sampldsve unit variance, [49]. With this
property and with (3.24) the pdf of theth sample),, is

_ lbnl?

Pg, (by) e 2o | (3.26)

- 2
2ro?

This description implies the statistical independenceanfiom variable8,, with unequal indices.
Now we want to discuss the energy spectrum of this processhispurpose we introduce the
Fourier transform of the CIR proceBs as

Na-—1

On =Y B Mt (3.27)
n=0

We call the expectation value of the squared absolute VEI{®,,|*} the energy spectrum of
the CIR process$3,,. The name “energy spectrum” is chosen because the sum df theerms

E {|©,,]*} equals the expectation value of the energy of the time lunte®cesB,,. This energy
spectrum is independent of the frequency index.e., constant. This can be shown by inserting
the definition (3.27) into the expressi@n{|©,,|*} and by using the property of uncorrelated sam-
ples described by (3.26). In contradiction to this resnlSubsection 2.2.4 the energy spectrum of
the CIR proces$(t) is reported to be proportional o/ f2. This implies that the assumption of
uncorrelated samples of the procéssis not valid. To assess how strong the correlation between
the samples is, we compute the inverse Fourier transforimeoémergy spectrunty /2 in complex
baseband representation, for a center frequegney 3.85 GHz and a bandwidth of.5 GHz. We
compute the autocorrelation function (ACF} 5 n,» = E { B, B}, ., } of the discrete time process
B,, that is obtained by Nyquist rate sampling the prodégs. Numerical evaluation for the speci-
fied parameters shows that the largest value of the nornda@& max,,, ¢ s n.m/ Max,, BB 0m

is unity as expected and the second largest valae,, o5 1.,/ max,, Y550, iS already smaller
than0.13. Furthermore we have observed, that the ACF decays fast wothiigg absolute index
|n|. From this we conclude that the correlation between adjsamples of the CIR proces, is
only marginal. Therefore, and to allow a clear analyticah@ion of the MLRP, we make an ap-
proximation of the true model. This approximation consisignoring the correlation between the
samples of the proce$, that is caused by the/ f characteristics of the CIR’s energy spectrum.

3.2.3.2 Received Signal

We assume that no intersymbol interference (ISI) occurstlatithe binary transmitted symbols
are orthogonal at both the transmitter and the receiveisdhssumptions imply that botky and

T — Ar exceedr.. Thus, without loss of generality, to derive the MLRP we alevedd to consider
only the symbol with indeXx = 0. The received signal(t) has the complex baseband transform
r(t), it conveys the symbal, within the symbol intervalkT', kT + T), see (3.2). Hence, for
detecting the symbal, only the samples,, = r;(nT), forn = 0to N — 1 whereN = T/T,
need to be considered. For simplicity we assume’thas well asA; are integer multiples df.
Also, for the sake of simplicity, we assume that the faetdn (3.2) is set to the valug, = 1. This
has an effect only on the spectrum of the transmitted signhbt on the receiver architecture
and its performance. With the definitiokix = At /Ty, the receive®PPM signal described by
(3.2) can be expressed by the sampleas a function of the discrete time CIR samplgsnd the
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transmitted symbat,. Fora, = 0 we have

b,, for 0 <n < Na

rn(ap =0) = { 0, for Na<n<N ’ (3.28)
while ¢y = 1 yields
|0 for 0 <n < Nax
rn(ag =1) = { bo_ny€?, for Na <n< N’ (3.29)
where the phase = —2r7f,Ar, which appears in the complex baseband transform when the

corresponding passband pulég,) is shifted in time byAr; this is the case foi, = 1, see (D.6).
With these definitions and with the PDF of the CIR samples,mgive (3.26), we can write the
conditional PDF of the discrete-time received signal sasip] as

1 _lrnl?
Pr,ja(ralag = 0) = —5—e *0n, for 0<n <N, (3.30)
2785
and
1 -t
Pra(rnlag =1) = ———e *in, for 0 <n <N, (3.31)
27sy

for0 < n < N, where

_J o, for 0<n < Na
So,n = { 0, for Na<n< N (332)
and
_ 10, for 0<n< Na
e { On—Na> for NA <n< N (333)

The corresponding continuous-time signal&) ands, (t) are given bys,(t) = o(t) ands;(t) =
o(t — Ar). Note that the signals,(¢) ands;(¢) are not directly related to the signglt) used in
Fig. 3.1, Fig. 3.2, and Fig. 3.3. As expressions (3.30) arfgllj3are discontinuous a@m =0and
sin, respectively, we define the Gaussian PDF of a circular symaamplex random variable
with real partr, imaginary part, and zero-variance? to be given by

! 6_% = 0(x)d(y).

o=0

2w o2

With this, the equations (3.30) and (3.31) provide the &tiatil description of the random channel
response including the modulation, i.e., (3.30) and (3di5cribe the statistics of the received
signal samples in complex baseband representation.

3.2.3.3 Additive Gaussian Noise

The additive noise signal(t) is a passband Gaussian noise realization with bandwiddnd
center frequency), the two-sided PSD isV,/2 . The equivalent baseband signal is denoted as
n(t), its samples are,, = n;(nT,) and are realizations of zero mean Gaussian i.i.d. random
variables that are complex and circularly symmetric. Coneatly, both the imaginary and the real
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part have variancé/, B. Thus, the statistical characterization of the discrgtetrandom-process
IS
1 _Inal?

Px(n,) = 27rNoBe 2NoB (3.34)

The baseband transform of the received sigtial is denoted by (¢), its discrete-time represen-
tation isr,, = r(nTy). With this, the discrete-time representation of the obsgignal is

Yp = T + Ny (3.35)
For a compact notation we collect the signal samples thatgoto the time interval of interest,
i.e., [0,T), in the respective vectons = (rg,71,...,rx_1)7, n = (ng,n1,...,ny_1)’ andy =

(Yo, 1, --.,yn—1)". The pdf of the observed signal vectgr,is written asPyr.a (y|r, a), which
emphasizes the dependencyrobn a,. For a given received signal sampig, we can write the
statistics of the observed signal samples in (3.35). Udiegsime argumentation as in Section
3.2.2 we have

PYn|Rn,A(yn|rn’ CLO) - PN\RH,A(yn - Tn|rna a,0> - PN(yn - Tn)‘ (336)

3.2.3.4 ML Decision Rule

The detection problem is a composite hypothesis testingl@no because the signal samplgs
contain two random components, the channel and the noigepaitial channel knowledge con-
sists of the APDRy?(¢), and the noisie densitl, is also assumed to be known. The corresponding
ML decision rule is expressed by

_ Pypa(ylag=1) a=1

= = 1. 3.37
Pyia(ylao =0) a0 (3:37)

Ay)

In contrast to (3.9), here the received signal veetay) is unknown; only the instantaneous vari-
ancess , ands; , are known but are not emphasized in (3.37) for simplicitye Thnditional PDF
Py|a(ylao) characterizes the transmission path consisting of the tatmtuthe channel, and the
additive receiver noise. The modulator and the channeltaaeacterized by (3.30) far, = 0 and
(3.31) forag = 1, while the receiver noise is described by (3.36). Combinivesé expressions
results in the desired conditional PDF

PY|A(y|a0) = / PY\R,A(CU|7’,CL0)PR|A(T|@0) dr. (3.38)
R

The components of the random noise vedtoare statistically independent, the same holds for the
components of the received pulse.
Equation (3.38) can be expressed componentwise by expgdlie statistical independence of
the components dR andNN, i.e.,
N—-1
Pyia(ylao) = [ Pyaia(ynlao), (3.39)
n=0

where

[e.9]

PYnlA(yn‘QO) = / PYn\Rn,A(ynVn,ao)PRn|A(7”n’ao) dry,.

—00

/ PN(yn - 7‘n|ao)PRn\A(7”n\ao) dry,.

—00
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To evaluate this integral far, = 0 we insert (3.30), (3.34), and (3.36), yielding

1 o] _%d for 0<n<N (3.40)
e 0 e o dry, SN '
o 27Ny B 2ms2

Py ja (yalao = 0) = /

This represents the convolution of two Gaussian PDFs, wiagllds again a Gaussian PDF whose
variance is the sum of the variances of the two original PBfesice, we can write

1 —%
50,n N0 for o< < N. 3.41
2m(s3, + NoB)* ’ == 4D

PYn\A(yn|a0 = 0) =

Similarly, the evaluation fot, = 1 requires insertion of (3.31), (3.34), and (3.36) and result

1 lyn|?

TP B)e_%%n”om, for 0<n<N. (3.42)
m Sl,n 0

Py, ja(Ynlao = 1) =

Inserting the last two expressions into (3.39) yields tiposteriori probabilities

N-1 |yn\2

1 s
Pya(ylag =0) = e ContNoB) (3.43)
| HO 27 (52, + NoB)

for ag = 0, and forag = 1

N-1 lyn|?

1 . Wni
Pya(ylag=1) =[] e HTntNoB) (3.44)
n=0

2n(st,, + NoB)

With these results we can express the ML decision rule (287)

N-1 >
H 1 e 2(5%n+NOB)
oy 27 (st +NoB) ag=1
A<y) = N—1 ‘yn|2 A% 1
I1 — 1 G tNoD) d0=0
2m(s2 ,,+NoB)
" :
N—-1 _ lyn|?
H 6 2(s{ ,,+NoB)
= 20 = 3.45
= 5 z L (3.45)
N—1 _ 2|yn‘ G0=0
H e 2(s§,, TN B)
n=0
The last simplification is possible because
N-—1 N-1
e |
= > ,

which follows from the sequendg, ,,) being a permutation of the sequer(eg,,), see (3.32) and
(3.33). Now we derive a modified likelihood ratid(y) that is easier to compute than (3.45). This
modified likelihood ratio will result in the same decisiohbath, A(y) > 1 andA’(y) > 1 are true
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or false at the same time. The simplification consists inngkhe logarithm of the denominator
and the numerator and in changing the sign of both, i.e.,

N—-1 _ lyn|?
H e 2(5%’n+N0)B
n=0

N—1 lyn |2

H 72(sgyn+NOB)
n=0
N-1 |yn‘2 \yn‘2

PN e 2(e1n+N0)B > H 2(50 ntNoB)

ANy >1e > 1

| 2

|y | |n
-y o>y
; 82 +N()B ; 82 —f-N()B

=2 T <1 (3.46)

Ny)="2="—— = 1 (3.47)

This formulation of the decision rule is appropriate for cfdsing the implementation when
discrete-time equivalent baseband signals are availatii@wva receiver. However, we are seeking
a simple continuous-time implementation, therefore, wetmepresent the numerator and denom-
inator as a function of the continuous time signa{s) andy(t). The sequencés,,) has a much
lower bandwidth than the sequengg). As the sampling rate is the Nyquist sampling rate of the
signaly(t), this implies thats,, ~ s¢,+1 ands,, =~ si,+1. Therefore, we can approximate the
sum in the numerator in (3.47) by an integral:

3 ynl* i/T 10— E/T v (3.48)
2 ANB T, )y S+ NBY T TSy sBe) - NoB |

N-1

Making the same approximation for the denominator, and gdizeng the result for arbitrary sym-
bol indicesk, we can write an approximation for the decision rule (3.47):

KT+T 20
kj;“ s%(tfkT)JrNoB dt ap=1
N(y) > 1 (3.49)
KT+T =

y2(t) ap=0
k;Jl: Sf(t—kT)'i‘NoB dt

This rule is equivalent to
KT+T ET+T

2t 2t ar=1
[ R ' R
sg(t — kT) + NoB si(t — kT) + NoB ap=0
kT kT
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and thus equivalent to

kT+T .
/ V() w(t — kT) dt g: 0, (3.50)
kT
where ) ) ) )
w(t) = si(t) — sp(t) 1 si(t) — sp(t) (3.51)

(s3(t) + NoB)(s3(t) + NoB)  NoB s(t) + si(t) + NoB’

The simplification in the last step is based on the propert)s»(¢) = 0, which follows from the
definitions (3.32) and (3.33). The constant factoNy B does not influence the decision and can
be skipped. Note that the factof € {—1,+1} in (3.2) has no impact on the decision because
the sign of the received signal is ignored owing to the sauggof the observed signalt). An
architecture for this maximum likelihood receiver with fi@rchannel state information (MLRP)
is given in Fig. 3.2. The signd_, w(t — kT") in this figure causes a repeated application of the
weighting function in order to receive each symba|s

This receiver description can be simplified under the assiomthato (¢) is a constant within
the time interval0, Ar] and zero outside, i.e., that the average power delay prdfiteeachannel
is completely uniform. With the definition of the signalg(t) ands;(¢), and skipping the factor
1/(NoB) in (3.51) we have

for kT <t < kT + Arp,

3.52
for kT + Ap <t < kT +T. ( )

c2+NoB?’

02
o) -{ F

This weighting function makes the decision rule (3.50) eglent to the decision rule (3.20) of the
GMLR in Section 3.2.2. To show this we insert (3.52) into tleeidion rule (3.50), which yields

kT+T kT+Ar
¢ / 2(4) dt / 2yar | S o
kT+Ar kT
KT+T KT+Ar
ar=1
& / Y2 (t) dt — / y?(t) dt kz 0,
KT+Ar kT =0
kT+T
Joywar
ET+Ap k=
[ y2(t)dt
kT

This is equivalent to the decision rule of the GMLR (3.20). Rember that the GMLR works
without channel state information. Hence, we conclude thatGML decision rule makes the
implicit assumption that the channel’s APDP is a constatttiwithe interval0, Ar].

3.3 Performance of Receivers fo2PPM Signals

The BEP of the GMLR and MLRP receivers can be discussed on the dlthe decision rule
(3.47) which is based on the discrete-time representatiagheoequivalent baseband signals. A
unified derivation of the exact BEP for both receiver typesdssible only for the special case
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Fig. 3.2. An architecture of the maximum likelihood receiver with partial cleastate information for
2PPM signals.

whereo(t) = cfort € [0, Ar], i.e., where the MLRP is equivalent to the GMLR, see the paggra
below (3.51). A simpler, but approximate expression forBl#> of the GMLR can be found by
(i) approximating the exact result for the BEP of the GMLR; aiidbly deriving an approximate
BEP expression for the MLRP and specializing this result ferGMLR.

In Subsection 3.3.1 we derive an exact and an approximatessipn for the BEP of the
GMLR. An approximation for the BEP of the MLRP is derived in Suligm 3.3.2, specialization
for o(t) = c results in the mentionedapproximation for the BEP of the GME®&. comparison
we discuss the BEP of the MLR (maximum likelihood receivertmperfect knowledge of the
received pulse shape) in Subsection 3.3.3. The subseqamgrpphs contain a preparation for
these derivations.

The decision rule for the symbal. in (3.47) can be translated into the form

N-1
lyn|?
=0 Sg,n-i-NoB ap=1
= 1
N-1 N
lyn|? ao=0
=0 s% n+NOB
N—1 2 2 o=
|yn| |yn| a0>_1
< > NeB 52t NoB | a2
= Lot No 51t Nob | ag=0
N—-1 2 2 2 N
S — S ap=1
PN yﬂ’ ( 1n O,n) 2 0

n=0
- NZ_I [Ynl?s3 40 — [ynl s
53, 452, + NoB am1 = 5%, +52,+ NoB
Nzl kA NZ ynl*0?_,
< 02+ NoB  ap=1 S 0n oy NoB

(3.54)

For this translation we used the definitions (3.32) and (3a8@ their property thad, ,,s1,, = 0.
The symmetry of thePPM scheme, and the assumption that no ISI occurs, allows eansider
only the case where the transmitted symhpt= 0, i.e., to write the bit or symbol error probability
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BEP as
P, = P(ag = 1]ag = 0)

Na—1 N—
IR S
0'72L+N0B n NA+N0B

n=0 n=Na

ap = 0) , (3.55)

where the received signal samples, for aq = 0 arey,, = o,v, + n,, andy,, = n, for0 < n <
Na — 1andNa < n < N, respectively, see (3.24) and (3.35). With this we have

Na—1 0_2 Na—1 0.2
P.=P Sl F < Y P (356

One way to compute this probability is to derive the PD¥%$/f) and P (g) of the terms

f:: Z L|0—nvn+nn|27 (357)

and
g
9= (3.58)

and to evaluate the integral

oo g
_P(f<g)= / / Pec(f.g)df dg.
0 0

The variablesf andg are realizations of the statistically independent randanmablesk and
G. Thus,Pr ¢(f,9) = Pe(f)Pc(g) and hence,

_ / / Pe(f)Pa(g) df dg. (3.59)

The expressions for the PDF%(f) and P;(g) are very complex; [54] gives a series expansion
for them. To stay within the scope of this work, in 3.3.2 weidpnly an approximate expression
for P..

3.3.1 Bit Error Probability of the GMLR

We consider again the error probabilly = P(a, = 1|ag = 0). For the special case wherét) is
constant, i.eq(t) = cfort € [0, Ar], or equivalentlyr,, = cforn € [0, Nao — 1], the above PDFs,
Pr(f) and Pz (g) become non-central and central chi-square distributidtisidentical degree of
freedomN,, and are described by relatively simple analytical expoassgiven in Appendix E.
Furthermore, we assume that the factpin (3.2) is set to the value, = 1. This has an effect
only on the spectrum of the transmitted signal but not onéleeivers performance. We define the

simplified expressions
Na—1

fom pEE B = >l (3.60)
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and
N—1
) C + N()B 2
9 =95 — = EN 1, %, (3.61)
n=Na

which are scaled versions of the variableand g defined in (3.57) and (3.58). Thus, under the
assumption that, = 0 and with (E.3), the distribution of; is

Np-—1
1 fS 2 _52+fs S
2NB|
Pr,(fs) = 2NB< > ¢ 7 INa (VfSNOB)’
where
Na—1

Z bl (3.62)

andb,, = cv,, see (3.24)u;, = 2NANyB + s, andafs = 4NA(NyB)? + 4Ny Bs?. The function
l.(z) ist the a th-order modified Bessel function of the first kind. The digition of g, is for
a,, = 0 and with (E.4)

1
P. o) = Na—1,—3%°5 B

wherep,, = 2NANyB ando? = 4Na(NyB)?. We compute the BEP from (3.59), i.e.,

o0 Js

j o / / Pe,(f2) P, (95) df, dg,

o gs Na—1

¢~ #om G (L) 7 e
(2NOB Na+1F NA //INA 1 fsNB € 0 8_2 gs dfsdgs

e 21@05 T 1 T S fS % __fs

N 1 [ Na- € QNOB INA_l V fs ) € 2N()Bdfsdgs-
(QNOB Aa+1T (Na) NoB s

0

(3.63)

A closed-form expression for this integral has not beenddunthe author. A numerical evaluation
Is shown in Fig. 3.7 through 3.10.

3.3.1.1 Approximation

We derive an approximate expression for (3.63) that resulisclosed-form expression and thus
provides more insight into the qualitative behavior of theFBEhe approximation is based on
the following observation: The expressiéh = P(f, < g,) is equivalent toP, = P(z < 0)
with the decision variable := f, — g,. Both f, andg, are chi-square distributed; each of them
is the sum o2 N, statistically independent and real random variables, 3&8) and (3.61). One
characteristic of the the chi-squared PDF is its asymmetyrad the peak value. The variable
however, which is the difference of two chi-square distidolirandom variables, has a PDF that
is approximately symmetric around its peak value whichrgjlp resembles a Gaussian PDF. A
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Gaussian approximation of the PDF ofs the more accurate the larg8h is. Note thatz is the
sum of4N s real random variables.
The decision variable has the mean value

ILLZ - /’Lfs - /’Lgs
= 2NANyB + s> —2NANyB

and the variance
03 = JJQCS + JSS
= 4NA(NoB)? + 4Ny Bs? + 4Na(NyB)?
= 8NA(NgB)? + 4Ny Bs*. (3.65)
Assuming that is a Gaussian random variable, the PDE ©§

1 _(z=pz)?

and we can write the BEP as

(Z Hz

\/271'0'2
\/271'0'2
/ faz —v2

= —erfc 3.66
(\/_ Uz) (3.60)
where erf¢z) = 2 [ e~ dt. Inserting (3.64) and (3.65) yields
VT

e 20‘Z

2
P = —erf i
V2(8NANZB? + 4N, Bs?)

1 s2/(2NyB)
= 2erfc <2\/NA = 52/(2NOB)> . (3.67)

The variables? is the energy of the discrete-time received pulsesee (3.62), and is approximated

as
Na-1

Ap
Z |b,]? ~ / bX(t)dt = 2BE,,
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where we made use of (3.25), (3.3), @id= 1/B. The numbetV, is defined in Subsection 3.2.3
asNa = Ar/T, = ArB. Substituting the variables and N by these expressions we have

P, = Lerte B [No . (3.68)
2 2\/ArB + E. /N,

The termAr B is caused by the receiver noisét), i.e., the larger the time-bandwidth product
A7 B is, the lower is the performance of the receiver. This terawgrlinearly with the integration
durationA, and the bandwidtt® of the receiver filter, which equals the bandwidth of the nezre
noise.

For practical power delay profiles it is possible to chosenéegration duratiofi; < A, which
allows to capture most of the energy of the received pulse while reducing the noise contribution
ArB. To consider this case we introduce the rat{d@;) of the energy that is captured with an
integration duratior?; to the total received energy,, i.e.,

T
o D(t)dt

Jor b (o) di o

n(1r) =

The reduced integration results in the modified variable
§* = 2n(T;)BE, (3.70)

and the modified number )
Na =T7B.

Substituting these expressions into (3.67) yields

o 1 n(TI)Er/NO
P, = 2erfc<2\/TIB+n(T1)ET/NO> : (3.71)

The exact expression (3.63) can also be adapted to a redueggation duratiof;, by substi-
tuting s? according to (3.70) and by substitutidgy by Nao = 77B. A comparison of this exact
expression and the approximation (3.71) is given in Subme8t3.5 in terms of a numerical eval-
uation.

3.3.2 Bit Error Probability of the MLRP

In this subsection we derive an approximate expressionhiritegral (3.59). First we rewrite
(3.57) and (3.58) as

Na—1
f:: Z un|anvn+nn|27 (372)
n=0
and
Na—1
9= tnlnnin, |, (3.73)
n=>0

whereu,, = 02 /(02 + Ny B). The sumf is a generalized non-central Chi-sqare distributed random
variable, i.e., the variances of the individual summandg8ii2) depend on the index A closed
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form expression for the PDPx( f) does not exist. As mentioned, this is the reason why we derive
an approximation to the BER instead of an exact expressianthi® purpose we introduce the
differencez = f — g, as in Subsection 3.3.1, and write the BER as

P, = P(z <0).

The mentioned approximation consists in the assumptidn:tieaa Gaussian distributed random
variable. This assumption is the more justified the largentiimber of summands is that contribute
to z. This number of summands equald’,, see (3.72) and (3.73). Note thaty, = BAr, i.e.,

the longer the channel delay spread and thysis, the closer is the distribution afto a Gaus-
sian distribution. The Gaussian approximation made indbrsvation resembles to the Gaussian
approximation made in Subsubsection 3.3.1.1 but is lessraiec The reason for this is that in
contrast to Subsubsection 3.3.1.1 here the summands agbteeiby the functiom,,. Therefore,
the variance of the summands depends on the indé&s a consequence, a larger number of sum-
mands is needed to result in Gaussian distributed sum. FoeitefiumbeR N of summands, the
random variable;, deviates more or less from a Gaussian distribution. Theshave to writel.

as the approximation
1
P, ~ erfc (“—> , (3.74)

/202

which is a function of the megm, and the variance? of . To compute:. ando? we consider the
the summands of andg and denote them g5 = u,|b,+n,|* andg,, = wu,|n, . |?, respectively.
The sampley,, are statistically independent, which follows from the istatal independence of
the samples, = 0,1, and the samples,, see (3.35) and (3.24). The samplgsare statistically
independent for the same reasons. Based on this statistdeppéndence we can write the mean
value and the variance ofas N

A

o= > g, — g,
n=0

and
Na-—1

2 2 2
o, = g 0%, + T
n=>0

As mentioned, the samplgs are noncentrally chi-square distributed. Their mean andree can
be shown to bej, = u,(2NoB + |b,[*) ando} = 4u; (NgB* + NoB|b,|?), [49]. The samples,,
are centrally chi-square distributed with mean and vagang = 2u,, NoB ando? = 4u; N; B2,

respectively. With this we have
Na—1

Hz = Z un|bN|2
n=0

and
Na-—1

0l = > 4ul(2NyB® + NoB|b, ).
n=0

Inserting these results into (3.74) yields an approxinmeticcthe BER as a function of the received-
pulse samples, and the weighting function samples in complex baseband representation. Of-
ten, it is favorable to have the BER expressed as a functiomgofls given in continuous-time
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passband representation. Therefore, in analogy to (3v8Bpply the approximations

2 AT 9

and
NB [
4
ol ~ TO /uQ(t) [2NoB + b} (t)] dt
° 0
NB
=502 [uw s + o) e,

0

whereu(t) = o2(t)/[0?(t) + NoB]. With this, our approximation to the BER in (3.74) yields

Ar
wo Ju)b?(t) dt

1
P, ~ —erfc (3.75)

2 Ar Ap
2\/Bf WA (t) dt + 5 [ u(t)03(t) dt

For the special case wherit) = 1, i.e., wheno(t) = ¢ or egivalently, when no time varying
weighting of the integrator input is performed, (3.75) dqule approximation for the BER of the
GMLR, see (3.68). A numerical evaluation of (3.75) and a camspa with simulation results is
given in Subsection 3.3.5.

Note that the structure of (3.75) resembles the approxanat the BER of the mentioned
transmitted-reference receiver with weighted correfapeesented in [13]. This resemblance un-
derlines the close relationship between noncoherent andnritted-reference receivers.

3.3.3 Bit Error Probability of the MLR

For reference and to show how much performance is lost bygusinoncoherent instead of a
coherent receiver, we consider the BEP of the coherent mamifikelihood receiver (MLR) for
2PPM with perfect knowledge of the received pulse shigpe We assume that the random polarity
modulationin (3.1) is switched off, i.ez, = 1 for all k. Note that unlike noncoherent receivers, the
coherent MLR would have an increased BEP when the pulse polerandomized and unknown
to the receiver.

Note further that if a coherent MLR is used, the receiveriitglio recover the pulse polarity
should be exploited through e.g. the usage of binary angipadulation instead of the orthog-
onal 2PPM. Using binary antipodal modulation instead of binatphogonal modulation offers a
3 dB performance improvement [49]. Hence, in a practical cetitipn between the noncoherent
receivers considered in this work and the MLR, the MLR wouldehan additional performance
advantage o3 dB, which is not shown in this work.

The BEP of the MLR foRPPM without polarity randomization is derived in Subsettd7.2
for the case of narrowband interference with powgrFor P, = 0 the BEP is given by (3.128) as

1 B,
P, = §erfc (, / 2N0> . (3.76)
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3.3.4 Comparison of Receiver Structures

The three receiver types envisaged in this chapter are thRe at uses perfect channel state in-
formation, the ML receiver with partial channel state im@tion (MLRP), and the generalized
ML receiver with no channel state information (GMLR). Evewntlgh they have different prop-
erties and pros and cons, their basic architectures shamaan principle: The decision on the
received symboii, is based on the correlation of the observed signgl = r(¢) + n(t) with a
templatex(¢). This correlation can also be interpreted as a projectia{iof= r(t) + n(t) on the
templatex(t).

To unvell this similarity we consider tH#?PM signaling scheme introduced in Subsection 3.1
and assume the symba@} = 0 was transmitted and the polarity of the corresponding pislset
to co = 1. Hence, in the interval used to convey the symhgaihe received signal is

r(t)—{ b(t), for0<t< Ar,

3.3.4.1 GMLR
The decision rule for the symba), of the GMLR in (3.21) with7; = A, can be reformulated as

ap=1

20 % Oa
ap=0
where
T Ar
20:/ y2(t)dt—/ Y3 (t) dt
Ar 0
or
T
zo—/ y?(Hw(t) dt
0
with

-1, for t < Ap,
w(t) = { 1, for Ap<t. (3.78)

We separate the expression fgrinto its components by insertingt) = ¢.b(t — kT — arAr)
(see Subsection 3.1)(t) = r(ax,t) + n(t) (see Subsection 3.2), while assuming that 1, and
ag = 0. Taking into account that the channel delay spreade., the suppori(t), is smaller than
A7, the decision variable is obtained as

2 — / R di - /0 () + 0 ()P dt

Ar

— /T n?(t)dt — /AT [b°(t) + 2b(t)n(t)] dt — /AT n*(t) dt. (3.79)

Ap

3.3.4.2 MLR

The decision rule for the MLR is derived in [49] for the gerlerase of orthogonal symbols. For
2PPM and the symbal, it is given by
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where

T Ar

2 = / b(t — Ag) y(t) dt — / b(t) y (1) dt.
Ap 0

Inserting the expression faf(t) from above, using the fact thatt) vanishes outside the interval

[0, A7) and assuming that, = 0 this yields

2 = / bt — Ap)n(t) di — / o) () + n(t)] d.

Ar

= / o [b(t)n(t + Agp) — b(t)n(t) — b*(t)] dt. (3.80)

The noise process(t) in the interval[0, Ar) and in the intervalA;, T") can be assumed to
be uncorrelated as the noise bandwidti®Biand B > 1/A+. Therefore, we can replace the sum,
n(t) — n(t — Ar), by the expression/2n/(t) wheren/(t) has the same stochastic properties as
n(t). With this and foray = 0 we get

2= — / ' [b?(t) Vb (1)) dt. (3.81)

Note that this variable is different from the decision vhlé, in (3.79) but has the same statistics,
which is sufficient for the BEP analysis.

We compare the performance of the GMLR with that of the MLRHa high SNR regime
by letting the SNR go to infinity, hence the noise terms of teeislon variables in (3.79) and
(3.81) are expressed By (¢)n(t) and/2b(t)n’ (t), respectively, as the termg(t) andn?(t — Ap)
in (3.79) can be neglected. We conclude from this compatisahin the high SNR regime, the
sensitivity to noise of the GMLR is stronger BydB than for the MLR. The same observation can
be made by computing the limi, /N, — oo of (3.71), which yields

) 1 E./Ny 1 E,
lim —erfc = —erfc ,
E,/Ng—o0 2 2 T[B + ET/N() 2 4N0

and by comparing this result with (3.76) (note thé&t;) = 1 for 17 = Ar).

Figure 3.3 shows a graphical representation of the sigrthlgfahese two receiver types. The
primary difference is that the noncoherent receivers MLR&®@NILR use the received signal as
their own correlation template, while the coherent ML reeecorrelates with an exactly synchro-
nized correlation template or received pulse shdpe

3.3.5 Performance Evaluation

This section presents numerical evaluations of the BEP ®ottttee receiver types GMLR, MLRP,
and MLR. Both, analytical and simulation results are showilfetlGMLR and the MLRP, whereas
only analytical results are shown for the well known MLR. Thalaations are performed for two
different received pulse shapgg). They are the realizatiohof the channel model, CMand CM!
respectively, which are described in [23]. The bandwidthhef received pulse shapesis= 1
GHz and the center frequencyfigs = 4 GHz. Fig. 3.4 shows the plot of the corresponding CIRs.
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(a) Maximum likelihood receiver architecture (correlateceiver).
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(b) GMLR and MLRP architecture.

Fig. 3.3. Architecture of the maximum likelihood receiver with perfect clehstate information (MLR),
the generalized maximum likelihood receiver (GMLR) and the maximum likelihecdiver with partial
channel state information (MLRP). These simple architectures are suiteceive only the symbal, with
indexk = 0.

As an alternative to evaluate the BEP performance only foraimannel realizations one could
evaluate the BEP performance for a set of channel realizatiod compute the average BEP. The
decision to evaluate the performance for merely two chameadizations has the following reasons:
(i) One purpose of the numerical BEP evaluations is to verify theyaical expressions. This

verification is more reliable when the BEP is evaluated forratividual channel realization.

Considering the average BEP for a set of channel realizatioulsl @otentially hide relevant

effects.

(i) Another purpose of the numerical BEP evaluations is to comthag performance of the pro-
posed noncoherent receivers with the performance of thereahMLR. The basic effects can
be observed by comparing BEP curves for two types of chanomdswith a short and one with
a large delay spread, respectively, i.e., for CM1 and CM4.

(i) The large bandwidth of the UWB signals results in expensrikition periods. Restricting
the evaluation to the BEP for only two channel realizatiorduoes the required simulation
time considerably.

The MLRP uses an estimate @f(¢) which is the variance of the impulse response pro&4ss

i.e.,02(t) = E{B(t)}. In order to determine the estimaté(t) of #2(¢), an ensemble of received

pulse shapes is required; however, in a practical receinr @ single received pulsgt) may
be available. The property that the bandwidth of the variancer?(¢) is much smaller than the

bandwidth of the CIR]3, allows us to replace the ensemble average by a short-tierage, i.e.,
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Fig. 3.4. Channel impulse responses of (a) Oidalizationl and (b) CMt realizationl. The bandwidth is
limited by an ideal bandpass filter with center frequeficy= 4 GHz and bandwidttB = 1 GHz.

to estimater?(t) by computing the short-time averagetdft). We set

R 1 t+LTs )
2(t) = b=(7)d
o ( ) 2LTS /t_LTS (7—) 7—’

where2 LTy is the duration over which the average is takefil; is the Nyquist sampling rate
of the received pulse shape in passband representatiori;ie 1/(2f, + B). The estimate for
o2(t) is shown in Fig. 3.5 for the realizatidnof CM1 and for different averaging lengtiisl’,. For

L = 0 we observe, that the estimated standard deviation= /52(t) follows the instantaneous
power of the CIR; however, the largérbecomes, the less sensitive does the estidm@tereact
to fast changes of the instantaneous power of the CIR. We adethat the estimate is the more
accurate and more peaky, the smalles. Note however, that an accurate estimator with small
is more challenging to implement than a less accurate one cdlresponding weight functions,
w(t), according to (3.51) are shown in Fig. 3.6 for differdnvalues and for different values of
received signal to noise ratio (SNR), which is defined as

E’I’
SNR= Fo'
Now we compare Fig. 3.5 with Fig. 3.6, e.g., for the paramétet 0. For large values of ()
we observe that the weighting functiar(z) has a value close to unity and thus passes the signal
y(t) with an unchanged amplitude to the integrator. In contsasgll values of (¢) causew(t) to
be small, too and thus to attenuate the integrators inpagkidhe amount of this attenuation is
also influenced by the SNR. This is because the smaller the SNRei more relative noise power
is contained in the signal(¢) during periods of small instantaneous received power. &fbeg, it
is effective to attenuate the integrator’s input signal énigds of small received power the more,
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Fig. 3.5. Zoom into channel impulse responses realizatioh channel model CNM and corresponding
estimateg (¢).

the lower the SNR is. This property of the weighting functican be observed from Fig. 3.51
when comparing the graphs for SNR 5 dB and SNR= 15 dB. Furthermore, we find that the
weighting function controls the attenuation the more dife¢ the more accurate the estimate of
the instantaneous received power is.

The BEP of the MLR is shown for reference in Fig. 3.7, 3.9, ardd3&s a function of the
SNR. Note that for this receiver the BEP does not depend on tapesbf the received pulse
b(t) but only on its energy?, and the noise power spectral densiy, i.e, on the SNR. Figure
3.7 also shows the BEP of the GMLR which corresponds to thet exsadytic expression (3.63)
and the approximation (3.71). From both Fig. 3.7(a) and Big(b), we observe that for a BEP
P, > 1073 the expression (3.71) is a good approximation for (3.63} lnportant to note that
the parameter’; has been chosen to minimize the BEP and that this minimizatiguires some a
priori knowledge about the received pulse shape and theez@&N\R. Therefore, a GMLR that has
no channel information cannot optimize the integratioration’7;. For the channel realizatioris
of CM1 and CMt the optimum integration durations dfg = 15 ns andl’; = 50 ns, respectively.
Fig. 3.8 illustrates how the BEP of the GMLR depends on theaghof the integration duration
T; and on the SNR. The behavior of the BEP can be understood bycinmspexpression (3.71)
and the characteristics of the captured ener@y;) E,, which is shown in Figs. 3.8(a.2) 3.8(b.2)
for CM1 and CM1. There are two concurring effects impacting the BEP:

(i) Increasindl; increases the ratig(77) E,. /N, and thus reduces the BEP.
(i) Increasingl; increases the noise term B and therefore increases the BEP.

The particular shape of(7;) causes a minimum in the BEP versIisfunction; this minimum
shifts towards largef’; the slower the captured energy increases WithNote that the optimum
value forT; in general depends also on the SNR in addition to the funeti@h). Thus, in order
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Fig. 3.6. Zoom into normalized weight functions for channel respora&ation1 of channel model CM
and different values of. and SNR.

to optimize the integration duration, knowledge of the fimer(77) and of the SNR is required.
Section 3.4 presents a robust design approactiféinat does not require this knowledge. Figure
3.9 shows the exact and simulated BEP as a function of the SN&fferent values ofl;. We
observe that the sensitivity loss of the GMLR when compaeeithé¢ MLR is between.3 to 6.5

dB atP, = 102 for CM1 and CM4, respectively. The reason for this is the inegéanoise in the
decision variable;, compare (3.79) and (3.80).

Unlike the GMLR, the MLRP has knowledge about the power delafilprof the received
pulse shapé(t), see Fig. 3.5. It uses this knowledge to weight the inputadighthe integrator,
see Fig. 3.3(b), and thus reduces the impact of the noisethEarase where the estimate of the
power delay profile is most precise, i.e., for= 0, the sensitivity can be enhanced hy to 2.2
dB for CM1 and CM, respectively, see Fig. 3.7. In practice there are somensds use a larger
L:

(i) LargerL can reduce the variance of the estimate in cases where arsunafler of received
pulses is available or when the recovered symbol clock tsidied by a timing jitter.

(i) Furthermore, the signak(t) is the smoother the largéris; this allows to use a less accurate
synchronization, i.e., allows a larger timing jitter.

Figure 3.10 shows the BEP as a function of the SNR for diffevahies ofL.. As well as for the

GMLR, the BEP of the MLRP is the lower, the shorter the channelydspread is. This is, because

the amount of captured noise is lower for smaller delay shreee Fig. 3.11(a) and 3.11(b).

The analytical approximation (3.75) to the BER was derivedeurthe assumption that the
APDP, ¢%(t), is exactly known. However, in this Section the weightingdtion w(¢) is deter-
mined on basis of the estimated APBP(t). Therefore, to determine the corresponding BER,
we substituteu(t) by a(t) = 6%(t)/[62(t) + NoB] in (3.75). With this, the BERF., becomes a
function of L.
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(a) For channel impulse responsef model CMI.
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(b) For channel impulse responsef model CM.

Fig. 3.7. BEP of the generalized maximum likelihood receiver (GMLR), theimam likelihood receiver
with partial channel state information (MLRP) and the maximum likelihood receiith perfect channel
state information (MLR).
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(b) For channel impulse responsef model CM.

Fig. 3.8. The BEP of the GMLR as a function of the integration tifipés given in @.1) and ¢.1); in (a.2)
and ¢.2) show the ratio of captured to received energf{f7).
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(b) For channel impulse responsef model CM.

optimum parametef. = 0 are given for reference.
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(b) For channel impulse responsef model CM.

Fig. 3.10. BEP of MLRP for various estimators feft), i.e. filter lengthsL. The BEPs of the MLR and the
GMLR with optimum integration duratiori; = 15 and50 ns are given for reference.
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The resulting approximation to the BER is shown as a functibthe SNR in Fig. 3.11 for
L =0andL = 6, whereas Fig. 3.11(a) and Fig. 3.11(b) are valid for the ¢insinnel realization of
the channel models CMand CM, respectively. For comparison, these two figures also shew t
simulated BER and the BER of the GMLR with optimum integrationadion. The latter represents
an upper bound to the BER of the MLRP. This is because the GMLHditlp assumes that the
APDP is a constant within the integration duration, andefee corresponds to an MLRP with an
inappropriate weighting functiom(¢).

The approximation to the BER of the MLRP given by (3.75) is shawhRig. 3.11(a) for the
channel model CNI. We observe that this approximation is quite inaccuratecsedestimates the
BER. Moreover, for SNRs larger thdd dB, a closer approximation is represented by the BER
curve of the GMLR. Our approximation provides such inacairasults because the sunof the
termsf, andg, is not Gaussian distributed, i.e., the central limit theomannot be applied. There
are two reasons for this: (i) Too few ternfisandg, are involved, and (ii) the weights, cause the
variances of the summangs andg,, to be too different.

Channels with a larger delay spread result in a larger numibguras N, thus leading to a
distribution of the decision variable that is closer to Gaaris. Hence, (3.75) is the more accurate,
the longer the channel delay spread is. As an example, wédeortise first realization of CML The
corresponding approximative BER curve is shown in Fig. 2)14a0d provides a reasonable good
match for BERs beyond0—2. We conclude that the application of our approximation shde
restricted to channels with a relatively long delay spr&zttannels with a particularly long delay
spread, reaching to several hundred nanoseconds, arenéeiealin large halls, e.g., industrial
environments.

3.4 Robust Design of the GMLR

The optimum receiver performance is achieved if the intagnaduration?; is adapted to the re-
ceived pulse shape, see Fig. 3.8. In many practical commatioicsystems, however, a guaranteed
minimum performance is required, and the fact that the pevdoce will be above this minimum
In some or most cases is not relevant. The robust approaskrgesl in this section is suited for
this type of applications. It choos&% such that it minimizes the maximum BEP that can occur for
a given sef3 of received pulsed(t), i.e.,

Trom = H%inbr(rg)agé {P.(Tr1,b(t))} . (3.82)

In order to solve this minimax problem, the set of receivets@si3 must be known. To get a
solution that does not depend on the CIRs realizations, thdbevirialled during the operation of
the considered communication system, we assume a simpieathel model. This model still re-
flects the most important properties of realistic channsisussed in Chapter 2. The simplification
consists of the three assumptions:

(i) The captured energy ratio is modeled by the expresgi@in) = 1 — e~*/7; this function is
plotted in Fig. 3.12(b). The variabteis the exponential decay constant of the PDP, see (2.1).
The curves for the empirical functiof{7;) are shown in Figs. 3.8(a.2) and 3.8(b.2); they show
only approximately exponential characteristics.

(i) The exponential decay constamt,strictly increases with the transmitter-to-receivetatse
d.

(i) The path gainy is a strictly decreasing function of the transmitter-toeaiger distance.
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(b) BER for channel impulse responsef model CM.
Fig. 3.11. Simulated BER and analytic approximation of the BER for the MLRRddous estimators of
o(t), i.e., filter lengthsL. For reference, also the exact BER [52] of the GMLR with optimum integnatio
durations?; = 15 and50 ns is given [71].
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Note that the path gain is defined in (3.4) as the ratio of tleeived energy per pulse to the
transmitted energy per pulse, i.e.= E,./E;.

The two approximations anda being a strictly increasing function and a strictly dechegs
function of d, respectively, are justified by the linear regression caifee v and« presented in
[63] and [24]. With the above definitions the produgt)(77) is expressed as

Exn(Tr) = Ea(d)n(T7)
= Ea(d)[1 — e /7D (3.83)

and is a strictly decreasing function @fi.e., 0E,n(17)/0d < 0. Based on this observation we
conclude that (3.71) strictly increases withi.e.,0P./dd > 0. With (3.83) we can expres’. as
a function ofd instead of(¢). Thus, we can rewrite the problem (3.82) as

T o = n%n gé%x {P.(T1,d))}
=min{P, (T, dna) }
Tr

— min {%erfc( 1T, dras) () E1/ o ) } , (3.84)

Ti 2\/T[B + n(Th dmax) a(dmax> Et/NO

whereD is the set of transmitter-to-receiver distances assatiatth the channels of the s&,
andd,.. is the largest element @, i.e., the largest transmitter-to-receiver distance lofeseived
pulses inB. Expression (3.84) can be solved numericallyfpiand yields the robust solution.

Example:We assume that the emitted signal is an ideal bandpass pitlsbamdwidthB = 1
GHz, the maximal transmitter-to-receiver distancelig = 40 m, the corresponding path gain
a(dn.) 1S —79 dB. The exponential decay constant of the power delay prafiléd,.,) = 10 ns.
The noise power spectral density for an assumed noise tatapenfs dB is Ny = 1077/10 K T =
1.65 - 10720 Ws, wherek ist the Boltzmann konstant, = 1.38 - 1072 Ws/K, 7' = 300 K and the
receiver noise-figure i8y = 6 dB. The emitted energy per pulsehis = 75 pW which results in
a power spectral density ef41.25 dBm/MHz for a symbol rate of MHz.

Fig. 3.12 shows the function to be minimized in (3.84), ad &eh(T}, d,,) = 1 — e~ t/7(dma)
as a function off ; and for the given parameters. The optimum valuélfoobtained by evaluation
of (3.84) is

Tt o = 23.9N8

which results in the minimum BEP as can be seen from Fig. 3.&&.ré&sulting receiver is robust
against channel variations in the sense that the BEP is naadrior the worst case channel; all
other channels of the sBtwill result in a superior performance. In Fig. 3.12 the BEPh&fGMLR

is compared with that of a coherent selective rake recewarfanction of the integration duration
T;. Note that the selective rake receiver is a modification eMiL.R which captures only a certain
portionn(77) E, of the total received energy,, as is the case for the GMLR.

For the derivation off; we have assumed an exponentially decaying power delay grofil
strictly increasing decay parameteid) and path gairnv(d) with the transmitter-to-receiver dis-
tanced. These assumptions are only approximately satisfied byd pedictical channel8 Hence,
the presented solution for the integration durafigms only an approximation to the optimal dura-
tion. However, the advantage of this method is that the seht@fneld3 does not need to be known
a priori. In contrast, the optimal integration duration centy be determined wheh is known.
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Fig. 3.12. The BEP of the GMLR as a function of the integration tifhés given in (a); in (b) the ratio of
captured to received energy,17), is shown.

The MLRP makes the selection of the integration duration Wwiscdescribed in this Section
unnecessary, because it determines by channel estimatamait time periods the received signal
has to be considered or ignored.

3.5 Effects of the Signal Bandwidth

Three primary effects on the system performance can beausérat depend on the signal band-
width:

() The emission regulation for UWB signals specifies an admesgiower spectral density;
hence, the total emitted power of a transmitter that fullgleits this limit will grow in propor-
tion with the emitted signal bandwidtB.

(i) The frequency diversity increases with the signal bandwidthich implies that the energy
that is captured by the receiver suffers less small-scaiadafor a larger signal bandwidth.
Fading effects are described by the statistics of the pathqgaNote that the received energy
per pulse is given by, = o E,.

(i) An effect that is ignored in the literature on UWB receiverigads that the path gain is
a functiona(f) ~ 1/f™ (see Section 2.2.4). For the free space propagation chériegs
a(f) = (¢/4ndf)™, with m = 2 see [36, 37]; hereis the speed of light andis the separation
between transmitter and receiver antenna. This effectusathby the effective aperture of the
receiver antenna, which scales withf?; the received energy is proportional to this aperture.
We investigate the effect of (i) and (iii) on the BEP of the GMBER a function of the SNR. We
assume free space propagation; thus fading effects mextiomder (ii) have no impact. We assume

that a transmitted UWB pulse has the energy spectral dehsitythin the signal bandwidtlB,
and the lower and upper cut-off frequencies grendf,,, i.e., B = f, — f;. Note, that in practice, a

constant energy spectral densify, cannot be realized. This is in particular the case at thgeslof
the signal band. Hence, assuming a consfanitroduces an error in the modelling of a practical
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transmission system which, depends on the implementafidheotransmission system. In this
work we ignore this implementation aspect and assume aawrist which greatly simplifies our
derivations.
With the frequency dependent path gain given above and dwrdtlical free-space path gain
= (c¢/4nd)* andE; = DB, the received energy per pulse is given by

fu fu / fu
B = Dapar-pao [ L Do
fl fl f f fl
1 1 EtCY/
=Dao' |- ——)=F7+. 3.85
Inserting this expression into the approximate expresdofi) for the BEP of the GMLR yields
P _ ler Eya'n(Tr)/(Nofifu)
27/ Ti(fu = fi) + Exn(Tr) [(Nofifu)

D(f. — f)c*n(Tr) /(1672 Nod? fi f.,) ) (3.86)

erfc
(2\/T1 (fu = J1) + D(fu — fi)e*n(TT) /(167> Nod? fi f)

Assuming that all parameters are fixed except the upperf€trequencyf,, this expression has a
minimum for a certairy,,, which is given by

c2Dn(T)

— . 3.87
]_67T2N0T]d2 ( )

fu,Opt = arg H}lIl {P€<fu7 d>} - fl + \/le +

Fig. 3.13 shows the evaluation of the BEP in (3.86) as a funaifdahe upper cut-off frequency
f. and for different transmitter-to-receiver distances, levlall other parameters are fixed: The
energy spectral density of a single pulselis= E,107% s such that for a symbol rate 6fMHz
the energy spectral density I, = —41.25 dBm/MHz. The lower cut-off frequency i = 3.5
GHz, the integration duation i&; = 40 ns, the ratio of the captured to received energy per pulse
isn(T;) = 0.8, c = 3 - 10% m/s is the speed of light, the noise PSDNs = kT'107~/1°, with
the Boltzmann constarkt = 1.38 - 1072% Ws/K, the environmental temperatuie = 300 K,
and the receiver noise figuiéy = 6 dB. We observe that above a certain valuefpthe BEP
increases when the bandwidth and thus the energy per rdqaiNge is increased. An explanation
for this behavior is the following. The captured energy gsamith f,; however, this growth is the
slower the largerf, is (this is because of the channel’sf? characteristic). The captured noise
energy, however, grows linearly witfy; therefore, the BEP is minimized for a finite frequengy
and thus for a finite bandwidtl = f,, — f;. The reason for this is that the receiver filter is an
optimum bandpass filter and is not adapted to the spectruhreatteived pulse. To optimize the
receiver performance, the receiver filter should be adatot¢ide 1/ f frequency-characteristic of
the channel.

3.6 Effect of Finite Integrator Bandwidth of the GMLR

Ideally, the integrator will compute the integral of thersadjs(¢) = y*(¢) over the interval0, 77|,
i.e, the integrator output is
Ty
q= / y*(t) dt.
0
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Fig. 3.13. BEP depending on the upper cut-off frequeficgnd on the transmitter to receiver distance

Practical implementations of the integrator reduce thedhddith of the signal?(¢). This effect
is modelled by the convolution with the response of an ideaiphass filter response(t) with
one-sided bandwidt® and no attenuation in the passband, hence,

_ 4Bsin(2nBt) tf 1, for |f| < B,
== { 0, else

We compute the integrator output as

J = / () x(t)] dt.

To see the impact of the bandwidihon the integrator output we compare; with the outputy

of the ideal integrator having an infinite bandwidh The impulse response of the lowpass filter,
x(t), decays to zero in proportion 1g't. Assuming for exampl& = 2 GHz, the impulse response
x(t) has decayed to a tenth of its maximum valu@)), att,, = 10/(27rB) = 0.8 ns. The support
of the convolution/?(t) = z(t) is infinite in principle. As the channels considered in thakhave

a delay spread in the order of some tens of a ns it follows that> t,. Therefore, when we
consider only an individual received symbol, it is more tlsafficient to consider a support @

for the signaly(t). This allows us to write

(= [ woalas [0 o) (3.88)

[e.9]

With
VA () 2(t) o le [Y(f) % Y (f)]rectf/B).



56 3. Noncoherent Receivers

t7f . -
wherey(t) o—e S(f) andrectf) = 1 for|f| < 1 and zero outside, we can write

(= [ =g dt' V() « Y ()rect/B)],,

— V(D) Y ()] g
- [ vuwena

o0

-/ CY(Y ) df

o0

_ /_oo Y ()P df. (3.89)

o0

Note that

o= [ rwas [ rora

o0

i.e., we conclude from the above approximation tiat ¢. This means that a lowpass filter with
sufficiently large bandwidtiB has only a negligible impact on the receiver performanceeHe
sufficiently large means that the bandwidghis large enough such that the approximation (3.88)
is valid. This condition is equivalent to the property tha support of the lowpass filter’'s impulse
response:(t) is much smaller thafi’;. As a practical example we assume an integration duration
of T; = 40 ns and a support time of(¢) that is equivalent td /B. In order to satisfy, ~ ¢, it
must be guaranteed th&t > 1/7; = 2.5 MHz, i.e., an integrator bandwidth of onlyp)0 MHz
would be sufficiently large to provide the same performahes would be achieved with an ideal
integrator. An intuitive explanation for this result is tihe short time integration over the interval
[0, 7] is equivalent to a lowpass filtering; thus, the effect of aditmhal lowpass filter changes
the result only marginally.

3.7 Effect of Narrowband Interference

Narrowband interference reduces the sensitivity of a vecei.e., for a given SNR the BEP is
increased. In this section, we compare the impact of namodlnterference on the BEP for the
GMLR and the MLR. The most direct way to do this is to computeBE# as a function of the
intensity of narrowband interference for both receivereypHowever, computing the BEP as a
function of the narrowband interference is difficult beaafe the GMLR, the random component
of the decision variable is no longer Gaussian distribuedthdhe narrowband-interference-free
case, but has a much more complex distribution.

Therefore we consider an indirect measure for the narrod/bbgarference, namely the ratio of
the mean value of the decision variable to its standard tdewriaVithout loss of generality, these
computations are made under the assumption that the symbol was transmitted.

Note that the ratio of the decision variable’s mean valugegstandard deviation appears also
as a factor in the argument of the dricfunction in (3.66) and in (3.76) that describe the BEP of
the GMLR and the MLR, respectively.
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3.7.1 Decision Variable Statistics for the GMLR

We start by deriving the statistics of the decision variablender the assumption of noise plus
narrowband interference

u(t) = /2P, cos(27 fot + o),

hereP, is the power ofu(¢). Note that the transmitted signal is also denatéd, see (3.1); as the
transmitted signal does not appear explicitly in this detfon there is no risk of confusion.

In the same way as in Section 3.3.1 and under the assumptbrihil transmitted symbol
is ap = 0 we represent the decision variable as the difference f, — g, where f, and g,
are given by (3.60) and (3.61). To simplify the derivationtiod decision variable statistics we
put these expressions into an integral form. Furthermorget rid of some constants, here we
define f, as well asg, to have only half of the values specified in (3.60) and (3.6by. our
derivation we need the equations = 7'/T, and N = Ar/T, from Subsubsection 3.2.3.2, the
equationn,, = n;(kT + nT,) from Subsubsection 3.2.3.3, and (3.24). With these equsatad by
introducing the mentioned factay2 we write (3.60) in the form

Na-—1
1

fo=3 > levn tal* 5 /OAT[W (1)) dt = /OAT[bm FnPd. (3.90)

Adding the narrowband interference signét) to the noise signat(t), and assuming the variable
integration duratiorf’; instead of the constant integration duratidbn we get

fsz/o I[b(t)+u(t)+n(t)}2dt. (3.91)
Similarly, we obtain for (3.61),
N-1 T T
b=y 3 P [Cppa [ ok (392)

As above, we add the interference signéd) to the noise signah(t), and assume the variable
integration duratiorf’, yielding

gs = /:T”I [u(t) + n(t)]* dt = /OTI [u(t + Ar) +n(t + Ag)]? dt. (3.93)

The interference signal(t) will typically be a modulated signal, therefore we assurre th
the phase of(t) is random and uniformly distributed within the intenjal 27). Furthermore,
we assume in accordance with the channel properties report€hapter 2 that the CIR(t) is
a realization of the random proceBst). The ratio of the captured energy to the received energy
n(Ty), defined in (3.69), is assumed to be identical for all reéitires of B(¢).

To compute the PDF of the decision variable- f, — g, we proceed in two steps. In the first
step we assume thaft) andu(t) are deterministic and known. The variablgsand g, that are
conditioned on this assumption are denotedf/aand g.. Then, the statistics of = f. — ¢. is
computed. In the second step, we again congiflg¢randu(¢) as random signals and compute the
statistics forz on the basis of the statistics of the conditional variatle
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3.7.1.1 Step I: Conditional Statistics of the Decision \alea

The mean value and the standard deviation of the conditid@eikion variable’ are called the
conditional meam, and standard deviatiori, respectively. To derive expressions for these terms,
we use the approximation

Nr—1

Tr
y— 2/0 [(t) + n(t)]2 dt ~ nz; (0 + 12, (3.94)

wherex,, andn,, are the samples of the equivalent baseband signal& pandn(t), respectively,
with the samples taken at Nyquist rate (cf. (3.90)), and ehéf) is deterministic and.(t) is the
realization of a white Gaussian noise process with limit@addwidth3. The number of considered
samplesisV; = T /Ts, whereT; = 1/B is the sampling period, i.e., the reciprocal of the Nyquist
rate. This discrete time representation allows us to apy@yesult of Appendix E, which says that
the sum in (3.94) is non-central chi-square distributedh wdf

52

1 y\ Nr—1 ,sjﬁy S
- (L In, =
fy(v) 2N0< ) 5—¢ ™ Iy \@No :
where
Tr
s? ~ 2/ 22 (t) dt,
0

and the degree of freedom
2N; =2T17B.

The mean value of is
17
pty = 2NNy + s° =~ 2NoT; B + 2/ 2%(t) dt,
0
and the variance is
Tr
o2 = ANIN§ + 4Nys® ~ AN;T; B + 8N / 22 (t) dt.
0
Settingz(t) = b(t)+u(t) leads to the equality = 2f/, alternatively, setting(t) = u(t) results
iny = 2¢.. From these equivalences we infer tifaind g, are non-central chi-square distributed
random variables with the degree of freeddivy,. Note thatf. andg’ are statistically independent
because of the time shifi in the noise signal’s argument. The shift- is not present in (3.91)

but in (3.93). According to the distribution gfwhich is given above, the mean and variancg!of
andg, are

Ty
py = NoTrB +/ [b(t) +u(t)] dt,
0

Ty
of = NgTiB + QNO/ [b(t) + u(t)]? dt, (3.95)
0

Ty
Mg; = N()T]B + / u2(t + AT> dt,
0
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and .
1
0

With this, the conditional decision variabté= f! — ¢. has the mean value
Hor = Hfr — Mg,
T; Ty Ty Ty
= / b2 (t) dt + 2/ b(t)u(t) dt +/ u?(t) dt —/ w (t + Agp)dt,  (3.97)
0 0 0 0
and the variance
ol =0t + oy, (3.98)

which is simply the sum of the variances of the statisticaitependent variableg§ andg..

3.7.1.2 Step II: Non Conditional Statistics of the Decisi@rigble

Note that the expressions fpt ando,, are valid under the condition thatt) is a deterministic
signal andp is constant. Now we make the second step in the computatitdmedstatistics ot,
i.e., we assume that the signdlt) has the random parametgy and that)(¢) is a realization of
the random proced3(t¢). Furthermore, we assume that all realizations of this pmcesult in the
same functiom)(77;) defined in (3.69). This implies, that the variables = p; — 1y, af/, anda
become random variables. In this subsubsection we showthteahean value:.. has a nonzero
varlanceai and that the random vanable%,, andag can be approximated as constants.
Evaluation of the first term of (3.97), using (3. 3) and (3,6%9lds

/ YRt = BTy, (3.99)
0

Because of the large multipath diversity offered by UWB indobannels, we assumed that for
a reasonably large integration duratidph > 10 ns, the captured energy of the received pulse is
independent of the realizatidiit). The characterization of the second term of (3.97) is deedri

in Appendix F by (F.13), i.e.,

Tr
) /0 b(t)u(t) dt = 2puy ~ N (0, %@) | (3.100)

The third term of (3.97) can be written by inserting the défami of w(¢):
Tr Tr
/ w?(t) dt = 2Pu/ cos® (2 fot + o) dt
0 0

Tr
_p, / (1 + cos(dr fot + 200)] dt
0

Tr

P, .
= P, + sin(4m fot + 2¢0)

4:7Tf0 0
P, .. .
= P, + [sin(47 foTr + 2¢0) — sin(2¢po)]
4m fo
P,
= P,/ + —— sin(2m foT7) cos(27m fo Tt + 2¢0). (3.101)

27Tf0
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Similarly, the fourth term of (3.97) yields
Tr 17
/ u (t + Ag) dt = ZPU/ cos? (2 fo(t + Ap) + @o) dt
0 0

= 2Pu/ cos®(2m fot + o) dt
Ap
Tr+Ar

P, .
= P, T, + sin(47 fot + 2¢0)
4’7Tf0 Ar

P, . .
= P, 1+ ) [sin(4m fo(T7 + A7) + 2p0) — sin(4r foAr + 2p0)]
0

P,
2 fo
In (3.97) there appears the difference of (3.101) and (3,Md2ich equals

= PuT[ —+ sin(27rf0T1) COS(4’/Tf0AT + 27Tf0T] + 2(,00) (3102)

Ty Ty Pu
/0 u?(t) dt — /O u*(t + Ar) dt = It sin(27 foT7)
[cos(2m foTT + 2p0) — cos(4m foAr + 2w foTT + 2¢p0)]
P, . : :
= sin(27 foT7) sin(27 foAr) sin(27 fo(Ar + T7) + 2¢p).

27 fo
(3.103)

As mentioned, the phasg, is randomly distributed within the interval, 27), which means
that the difference (3.103) oscillates betwefg% in the worst case, i.e., when the product
| sin(27 foT7) sin(27 foAr)| equals one. In this case the difference (3.103) has zero avehwari-

1

ancel (P,/(27f,))?, where we used the property tiagsin?(¢)} = 1.

With this result and with (3.99) and (3.100) we can write theamand variance of.. as

Mz = K {:uz’} - Ern(T])a (3104)

and 2P,E.n(Ty) P2
2 L 2 _ w11 u
Ops = E {(“Z “Z> } B + 87T2f§’
where we assumed thay; is statistically independent of (3.101) and (3.102). Tlsistamption is
justified asp,; is a function of the product of the statistically independ@mdom signaldJ(t)
andB(t), which in addition have zero mean.
The variancef}%é given in (3.95) can be expanded to

(3.105)

T
ot = NoTiB + 2Ny /

T[ TI
b?(t) dt + 4Ny / b(t)u(t) dt + 2Ny / u?(t) dt. (3.106)
0 0 0

With (3.99), (3.100) and (3.101) this becomes
‘71%; = NT1B + 2NoE,n(Ty) 4+ 4Nopuy + 2No P, (3.107)

where we ignored the second term in (3.101) which is muchlsnthln the contributio@ Ny P, T
for practical cases where f, < T;. From Fig. 3.8 we observe that meaningful integration dura-
tions T lie within the interval[10, 60] ns for the channel models under consideration.
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The sum term Ny p,, , in the expression for the varlancecoj'ﬁ,, see (3.107), isarandom variable
and therefore complicates the computationr&f However, the termNyp,;, is with high proba-
bility smaller than the terma? := 2P, E,n(T;)/B in (3.105) and the term3 := 2Ny E,n(T7) in
(3.107) for the practical range of parametéfs,> 10/B, and £, > 10N, respectively. There-
fore, an approximation of2 can be found by neglecting the componényp,, ,. We compute the
probability with which thls apprOX|mat|on is valid. Thisgdyability corresponds to the probability
with which the standard deviation of the neglected Gausdistnibuted termiN,p,, , is smaller
than at least one of the term$ ando3. We do this for the given practical range of parameters
T; > 10/B andE, > 10N,. If P,/B < N, the termo3 := 2N, E,n(T;) is larger than the standard
deviation of the variancéN,p,, ,, which isos := \/8N§ETPH77(T1)/B, i.e.,

O'_% _ 2N0Er77(T]) \/ T’I] T[ vV 10N0 _ \/g
03 /SNIE, Pai(I1)/B 2P, /B~ V2N, ’

whereas for the case,/ B > N, the terms? is larger than the standard deviationof the variance
4Nopup:

‘7_% _ 2(P./B)Em(Tr) _ \/PU/B\/ET'U(TI \/_\/ 10Ny — V5
o3 /SNZE.P.n(Ty)/B V2N, V2N, '

Given these ratios, the probability thgtor o2 is larger than the Gaussian random varialig ..,
Is expressed by

V5
1
P(0} > 4Nopw) = P(05 > 4Nopus) = \/_2_7r/ ¢/ dz = 0.985,

e., the Gaussian random variablé/yp,;, in (3.107) is smaller than the ter@wW,£,n(7;) or
2P,E,.n(Tr)/B with a probability of98.5 %. From this argumentation it follows that for most
channe_l realizatio_nb(t) and pha§e$, we get an approximation fo]%; by ignoring the term
4Ngypyp in (3.107), i.e., we can write

o & N;Ti B + 2NoE,n(T7) + 2No P, T;. (3.108)

The variancer;g given by (3.96) becomes with (3.102)

Tr
0

= NJT;B + 2Ny P, Ty, (3.109)

where we ignored the second term in (3.102) for the same messsabove. The last expression and
(3.108) show that the variances fffandg’. do not significantly depend on the realizations of the
random functions(¢) andb(t).

The termsr}, ando?, stem from the noise procedst) within the disjoint intervalsk T, kT +
Ar] and[kT + Ap, kT + T and are therefore the variances of statistically independeidom
variables. The termZZ, describes the variance of a random variable that stems temaindom
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channel proced3(t) and the random phasg of the interference(t). With this, the total variance
of the decision variable is the sum

2 _ 2 2 2
0, =0,,toy+0y

2P, E,n(T, P2
_ B”( 2 o AP 2NGTrB + 2No E,n(Ty), (3.110)
™ Jo

where we used the approximation (3.108). The mean valuaofcf. 3.104)

3.7.1.3 Bit Error Probability for the GMLR with Narrowbandtémference

Hence, the ratio of the mean valuezofo the standard deviation efis for the GMLR

En(Ty)

RGMLR - .
\/QPuE];n(TI) + g + AN PLTy + 2NZTy B + 2No By (Ty)

(3.112)

This analytical expression has been tested by simulatiorf’fo= 40 ns which showed good
agreement. To bring (3.112) into a clearer form we introdheeshort hand notations= £, /N,
for the SNR andi = P, /(BN,) for the interference-to-noise ratio (INR). Furthermore wéew,
instead ofy(77). With this, (3.112) yields

n

\/277 + 27 % + AT/ BS + 2Ty B + 2
n

2T1B‘ + ﬂQ?] + 64T[B + 5287T2f0 (47rf0’y

GMLR -

il . (3.113)

TB 2TB 9
\f 1+ 4B +ﬂ 2B )+6—m4m)

Parameters that result in a more or less satisfactory recparformance lie in the following fol-
lowing ranges: practically relevant SNR varies betwéerand 30 dB (the corresponding BEP
performance can be assessed from Fig. 3.9),liles v < 1000. The integration duratiofd; is
adapted to the channel delay spread.e.,10 ns< 7'/ < 100 ns. As an example for typical signal
bandwidths we use the FCC'’s rulésb GHz < B < 7.5 GHz, also these rules allow a range of
3.35 GHz < f; < 10.25 GHz for the center frequency.

For these range limitations the terﬁsﬁ Bf 72 in (3.113) is so small that it can be neglected.
Note that this term represents the varlance of one of thebagmponents of the decision variable
z, and that this component is the only non-Gaussian compafigémt decision variable. Therefore,
we conclude for the given ranges of parameters that theideaiariable is Gaussian distributed.
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Hence, the BEP under the assumption of narrowband intedernerdetermined as (cf. (3.66))

P, = P(z <0)

0 1 [Ls
— /OO Py(z)dz = §erfc(\/§az>

1 1
= §erfc (ERGMLQ

1 1
= —erfc| = m . (3.114)
2 2 1+T13+ﬁ<1+2:r13>

my my

It must be noted that for the general casét# 0 the decision variable is Gaussian distributed
only under the assumption of a randomized CIR. Hence, the abquession corresponds to the
average BEP, where the average is taken over an ensemble of &liRg fdentical)(7;). For the
interference-free case, i.e fé}, = 0 or equivalentlys = 0 we obtain

1 1
P = §erfC (ERGMLR)

1

1 ny
erfc| —
2 1
V2 \/ 2 (1 i TIBH)
- 1erfc( En(Ti)/No ) , (3.115)

2 2\/T;B + n(T1)E. /N

which is equivalent to the expression for the BEP in (3.71).

3.7.2 Decision Variable Statistics for the MLR

The MLR for 2PPM signals bases the symbol decisigron the variable: = f, — g, in the same
way as the GMLR. For the MLR, which is a coherent receiver, werassthat the polarity;. in
(3.1) is always positive, i.ec,, = 1 for all k. For this type of receiver a random polarity would
result in a reduced sensitivity. Unlike the GMLR which cortgsithe correlation of the received
signals with themselves, the MLR correlates the receivgdads with the templaté(t), see also
Fig. 3.3. Hence, under the assumption that 0 the samples at the correlator output are

fo= /0 T OB + nt) +u(t)] de (3.116)

and
Ar
gs = / b(t)[n(t + Ar) + u(t + Arp)] dt, (3.117)
0

compare with Subsubsection 3.3.4.2, and with (3.91) arg8j3.

Here f, corresponds to the first sample taken during the symboMak@ndg, corresponds to
the second sample within the symbol interval. Note that titeecent receiver captures the energy
of the received pulse within an interval of duratid®-, while the optimum integration interval for
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the noncoherent receiver is of the reduced duralignwith 7; < A+. The only components of
these samples whose statistics are not yet described abevibe terms

Wy = /O bt dt,

and A
Py = / b(t)n(t + Ar) dt,
0

Note that the noise proce3&t) is stationary, i.e., the statistics 0 andy, are equivalent. Note
further, that the components; and+, are statistically independent due to the offégt in the
argument of.(t + Ar), which is present in (3.117), but not in (3.116). The meaneaify), and
1, is zero because(t) has zero mean. The variance is computed by the idealizechasisn that
n(t) is white Gaussian noise, i.e., the proclss) has the ACK N,/2)d (7). This assumption does
not hold in practice because the signal bandwidth is limited practical receiver. However, the
idealized assumption of a white noise does not change th#& bexause the output of the matched
filter that is implicitly contained in the MLR does not depemithe bandwidth of.(¢) as long as
its bandwidth exceeds the bandwidth of the matched filteuisgresponsé(t). The reason for
this is thaty; andv), are the projections of the noise signals onto the impulgsoreseb(¢); thus,
any signal component of(¢) that is outside the one-dimensional signal space, spannéd)as
ignored. Hence, the variance ©f and, equals

o2 = E{ VOAT b(#)n(?) dtr}

_ /0 o /0 T OB(E {n(t)n(r)) didr
%/OAT /OA
- %/OAT b*(t) dt

NyE,
— o7 (3.118)
2
As in the previous section, we assume that the phasef the interference signal(t) is
unknown. Therefore, we mode}, as a random variable with uniform distribution within thege

@o € [0,2m). Using (F.1) and the definition af; we can represent, in (3.116) as

T

b(t)b(T)o(t — 7)dtdr

Ar Ap Ar
fo = /O V(1) dt + /0 b(t)n(t) dt + /O b(t)u(t) dt (3.119)
= B+ 9; + pus. (3.120)

The termE, is constanty); is Gaussian distributed with zero mean and variaNgg, /2 andp,, ;
is, according to (F.13), also Gaussian distributed witlo zeean and variance, P, /2 B. With this
the statistics off, is specified by

(3.121)

2 2B

NoE, P,E,
fs NN (Era o + ) )
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where we used the property that, and; are statistically independent. This property can be
seen from the integral representation (3.119). Similgtlyn (3.117) can be described as

Ap Ar
g = / b(t)n(t + Ar) df + / b(t)ult + Ar) dt (3.122)
= g + Pup- (3.123)

The statistics of, is described by

N,E, P,E,

; - (3.124)

Note that the termg,,; in (3.120) and (3.123) can be assumed to be statisticallgpeaddent, if
the phase is statistically independent in the time intervéllsAr) and[Ar, T'), i.e., if the phase

IS varying over time. This assumption is valid when

(i) the narrowband interference signat) is modulated, or when

(i) the integration duration starts at time instances thatw@agest to a large enough jitter,

(i) or if both, (i) and (ii) are true.

Remember that the components and ), are statistically independent, too. Hence, as all the
components off, are statistically independent of the componentsg,pthe decision variable =

fs — gs Is characterized by

P,E,
Z:fs_gsNN(Er7N0Er+ )

(3.125)

In the considered case, wherg = 0, a decision error occurs i < 0. As the2PPM scheme is
symmetric with respect ta, = 0 anda, = 1, the BEP isP, = P(z < 0) and is given by

1 1
P€ — _erfC _RMLR P 3.126
2 (\/5 ) (9120

E, o
RMLR - - —1 7 y (3127)
NOET + PuBEr + 5

wherey = E,. /N is the SNR ands = P,/(BN,) is the INR (interference-to-noise ratio). In the
absence of narrowband interference, i.e., whegn- 0, the BEP is

1 7\ 1 | E,
P, = ierfc (\/;) = 2erfc( 2N0> . (3.128)

3.7.3 Comparison of GMLR and MLR

We compute the allowed INR given a desired BERP,, as a function of the SNR. For the
GMLR, this is obtained by solving (3.114) for.

_ m B 1B
= [(2 erfc*1(2173€))2 <1+ my )

with

1

o1 B\
(1+22)
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For the MLR, and with (3.126) and (3.127) we get:

N
2 (erfc‘l(zPe))2

In Fig. 3.14 these two functions are shown for various BEP&. d¢sumed system paramters
are:B = 1 GHz, fy = 4.5 GHz, T} = 40 ns,n(T;) = 0.8. It turns out clearly that the MLR is

20

15} -
P=10"° MLR GMLR
=104

|
-25F |
|
|

-30 : :
10 12 14
7 [dB]

Fig. 3.14. Admissible INR3 = BI?(,O versus SNRy = £= for a set of BEPS, for both the GMLR and the
MLR.

more resistant to NBI than the GMLR. For example, for= 10~2 and an SNR 018 dB the MLR
tolerates an NBI interference level that is B larger than that tolerated by the GMLR. This
is plausible because the GMLR uses the received signal aselatmn template which contains
any signal including NBI that passes the receiver filter. Int@st, the MLR has a fixed receiver
templateb(¢) that attenuates signal components which are not in thelssgaae spanned by the
template, cf. Fig. 3.3. Hence, to get the same resistanc@tablthe MLR, the GMLR must be
equipped with additional mechanisms to attenuate NBI.

For the MLRP, the sensitivity to NBI has not been investigalied.obvious that the weighting
function reduces the sensitivity to NBl when compared to tfidhe GMLR.

3.8 Sensitivity of the GMLR to Synchronization Errors

The output signal of the integrate, dump, and sampling uniiree ¢ is described by the short-time
integral t
o) = [ sy
t—T;
where the integrator is dumped iat- 77, and sampled at timg see Fig. 3.15 for comparison.
The sampling time instants, are determined by the synchronization or clock recoveggrahm.
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Deviations from the optimum sampling instant will resultidegradation of the BEP that depends
on the characteristics of the short-time integr@). Figure 3.15 depictg(¢) for realizationl (see
Subsection 3.3.5) of the channel models Cahd CML, and for an integration duraticfi = 40
ns. By inspecting the function(t) that corresponds to realizatidnof CM4 we observed that
q(t) shows its maximum value for a duration of approximatelys. This implies that deviations
A, of the sampling instant from the optimal value do not detat® the BEP, as long a5, is
smaller thant half the duration at whicly(¢) is at its maximum. This is confirmed by Fig. 3.16
which shows the simulated BER of the GMLR for this channel asnetion of the deviation\,
from the optimum sampling instant. This figure also showsBB® of a coherent ML receiver for
2PAM signals. We observe that for this receiver type, a damnadf only 0.05 ns can result in a
drastically increased BER and in a receive failure; this cordithe statement in [42] which says
that the sampling jitter must be belawo to 10 ps for coherent UWB receivers. Note that coherent
reception oRPAM signals require8 dB less signal power than coherent receptio2RPM signals
to achieve the same BER. Hence, if a coherent receiver is ingrited 2PAM signals are preferred
over 2PPM signals. Therefore, we chose to compare our noncohexegiver for2PPM signals
with the coherent receiver f@PAM signals.

For the realization of CNJ, the short-time integral has an even wider peak with a dumati
of approximatelyl0 ns, i.e., for this channel a sampling time offsetig# ns is allowed without
the tradeoff of an increased BEP. We conclude that the synation accuracy requirements for
noncoherent receivers are relaxed by up to two orders of imamwhen compared to coherent
receivers.

q(t)

100 t [ns] 150 200 250

q(t)

1

0 50 100

t [ns] 150 200 250

Fig. 3.15. Short-time integral(t) over the intervalt — 17, t] of the squared received puls&t) for channel
realizationl of (a) CM1 and (b) CM, for an integration duration d&f; = 40 ns.

3.9 Noncoherent Versus Coherent Receivers

A noncoherent GMLR has several advantages over a cohesivee
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Fig. 3.16. BER performance f@PAM modulation and coherent rake receiver and BER performance for
2PPM modulation and noncoherent receiver, for £ kéalizationl.

(a) In contrast to a coherent receiver, the GMLR architecturavele in Section 3.2 does not need
a channel estimate.

(b) The required accuracy of symbol clock synchronization icimreduced. For noncoherent
receivers the required synchronization accuracy is on ttieraf1 to 10 ns depending on the
power delay profile of the received pulse. For coherent vecgeithe required synchronization
precision depends on the signal frequency and is for theiénecy band fron3.1 to 10.6 GHz
on the order of 0 to 100 ps [42]. Similar conclusions on the required synchronaaticcuracy
can be deduced from Fig. 3.16.

(c) As no channel estimate is used, the receiver performancamswhat poorer than, e.g., for
the MLR. In return, however, it is robust against variatiohthe received pulse shape that are
caused by fading effects.

(d) Components of a coherent receiver that require high sigalgssing power are the channel
estimator, the correlator or matched filter, and the synaketion algorithm. For a noncoherent
receiver the first two are not needed and the requiremenasdieg synchronization accuracy
are much relaxed, so that the power consumption can be reduce

(e) For the synchronization in coherent receivers severatbhaaethods are proposed that work
with a single or several correlators [43, 28]. The preambla data packet that is used for
synchronization must contain several pulses until the lsyorgzation algorithm can lock. The
number of required pulses is the higher the more accuratsytmehronization must be. Note
that the use of a matched filter is much more complex than usercélators. This is because a
correlator requires the generation of the template sigmalyltiplier and an integrator, whereas
a matched filter incorporates a convolution which is very pltax for typical received wave-
forms b(t). However, a matched filter implementation would in the optimcase allow the
receiver to synchronize after the reception of only a siqgise. The proposed methods for
synchronization in noncoherent receivers are similar éocbrrelator method [51]. However,
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the number of pulses in the preamble can be reduced becatise w#laxed requirement to
synchronization accuracy. This property is particulamyportant for low data rate applications
with short data packets. In this case the preamble lengtbristaint to be only a fraction of
the packet length such that the resulting overhead is takera
() In a noncoherent receiver, some sources of noise are nantréwt are inherent to the co-
herent receiver: A channel estimate inherently containestimation error. Additionally, the
correlator or matched filter causes a quantization noideeifrivolved signals are represented
by discrete numbers. In contrast, a noncoherent receiigypically employ an analog circuit
to compute the square of the observed sigiiél.
The points (a) to (e) enable the implementation of GMLRs tlaaeHower complexity and power
consumption than a comparable coherent receiver or MLR. TM&éR5has however some dis-
advantages compared to the MLR. Ignoring implementatiogsel®sits sensitivity is reduced by
about4 to 7 dB for 2 PPM signals, see Section 3.3. A coherent receiver would, algw binary
antipodal modulation2PAM) which brings an additiona dB gain. Furthermore, the noncoherent
receiver is more vulnerable to any kind of interference,, écgm other UWB devices or narrow-
band interferers. This is because the noncoherent reaaayptures all the energy of the observed
signal that lies in the observed frequency band and integraime window; in addition to this
there arise intermodulation products. In contrast, thecheat filter or correlator of a coherent re-
ceiver captures only a projection of the observed signab timt expected received pulse shape.
Therefore, the sensitivity to narrowband interferers isabput15 dB higher for the GMLR, see
Section 3.7. If multiple receiver antennas are used, therpthse shape that is received from a
single transmitter will be different for each antenna. Cehereceivers can exploit this property
of the UWB channel to push the link performance [69]. Noncehereceivers capture only the en-
ergy of the observed signal and can therefore not benefit finssreffect. It should also be pointed
out that the input to the integrator in a noncoherent recdias to process signal frequencies close
to DC. This is because of the conversion down to DC that is iritpliperformed by the square
operation. In particular, CMOS transistors show an incréasgse power spectral density in this
frequency spectrum. This effect can seriously deteriotfa¢eperformance of energy-collecting
receivers. The MLR receiver suffers the same problem wherditect implementation in Fig.
3.3 is used. However, in practice MLR receivers are oftenlemgnted as heterodyne receivers
that allow to sample the | and Q components in an intermediatpiency band which does not
contain DC components. This implementation allows to eireent this disadvantage of CMOS
technology.

The sensitivity of the GMLR can be improved if partial chahstate information is included
as discussed in Subsection 3.2.3 for the MLRP. This recenafiitacture makes the selection of
the integration duration (described in Section 3.4) unseas. Furthermore, the BEP is the lower
the shorter the channel delay spread is because the amocagptofed noise is lower for smaller
delay spread (see Section 3.3.5). The gain of the MLRP oveGMER is the larger the higher
the estimation precision of the APDP is. However, to fullylext the precision of the channel
estimate also the synchronization accuracy must be inede&sthe extreme case when the APDP
is perfectly known, the same synchronization precisioroashfe coherent receiver is required to
take the full performance advantage offered by the chanmehledge.

As a conclusion we can say that noncoherent receivers atsuwvegd for low complexity, low
data rate links when a moderate receiver performance icsuffi A performance improvement
can be achieved by implmenting an MLRP, which requests sonme ammplexity.
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4.1 Introduction

The concept of multiple transmitter and receiver anten@aaddeen investigated intensively in the
past few years and has shown to be an excellent method faasiolg the spectral efficiency of
wireless links. The channel of an indoor narrowband wiel$MO channel is described by a
matrix whose coefficients are Rayleigh or Rician fading randanmbles. Among the gains that
can be traded off for each other are
() the diversity gain that arises from a potential statistindependence of the channel coeffi-
cients,
(i) a multiplexing gain that depends on the rank of the channéiixna
(iif) the coherence gain which is proportional to the number cfivec antennas, and
(iv) the interference suppression gain.
To implement these gains with coherent receivers and femnart arrays with element spacings on
the order of half a wavelength, a variety of methods are albgl[3]. Typically, the performance
of these methods depends on the reliability of channel estisn A survey on channel estimation
methods is given in [18]. The purpose of this chapter is tasti® benefit of noncoherent SIMO
architectures with antenna elements that are distributed alarger region. In the conclusion of
Chapter 3 we have summarized that the performance of norexttireceivers is widely insensitive
to small-scale fading effects. Therefore, the receiveligperance is determined primarily by large-
scale fading effects. These large scale effects are thedgadithe path gains, and variations of the
PDPs (cf. Section 2.2). For simplicity, in this work we igasariations of the PDP and restrict our
attention to the fading of the path gains. Thus, we implictssume that all considered channels
have the same channel impulse response, which impliesagnivPDPs for all channels. This
assumption is made throughout this entire Chapter.

The fading effect can be separated into small-scale fadiglage-scale fading, see Chap-
ter 2. This is a natural distinction, because small-scalintnis caused by the superposition of
reflected signal components, while large-scale fading ised by shadowing introduced by ob-
stacles along propagation paths. For indoor channels aedraarrays with dimensions of up to
1 m, the diversity of the channel coefficients is determinedhgysmall-scale fading effect and is
denoted as micro-diversity. When the antenna elements sir@bdied over a larger region, e.g.,
several meters, then the diversity of the channel coeffisisndetermined by large-scale fading,
correspondingly we speak about macro-diversity.

The bandwidth of UWB signals is very large so that much fregyatfiversity is available.
Therefore, the small-scale fading effect, i.e., the vanmedf the captured energy per received pulse,
becomes marginal. The shape of the received pulses hovtgvelnanges very sensitively with the

70



4.2 SIMO Channel Model 71

antenna positions or the environment geometry. The berf¢hieffect has been investigated in

[69] in the context of the UWB MIMO indoor channel. It has be&iown that coherent receivers

allow us to exploit the temporal signature of distinct chelnmpulse responses. It seems to be a

property of the UWB channel that the channel impulse respooisgpatially adjacent channels are

only weakly correlated, see Chapter 2.

In this chapter we focus on noncoherent receivers, in pdation the GMLR which was dis-
cussed in detail in Chapter 3. This receiver type capturesrkegy of the received pulses, which
shows only a marginal small-scale fading effect as expthikée conclude that for UWB systems,
unlike for narrowband systems, it is not beneficial to aimdalitonal small-scale diversity. To im-
prove the receiver performance macro-diversity can beogepl instead. This method is proposed
in [16] where the benefit of macro-diversity for pure distafeding channels, i.e., LOS channels,
is estimated. Similar to this proposal, we consider a conoation system comprising one trans-
mitter and a numbedN of distributed noncoherent receivers with indiées 1 to NV, creatingNV
diversity branches. Each receiver is equipped with a separdenna and a reduced GMLR. With
a reduced GMLR we denote a GMLR that has no slicer, see FigH&dce, the output of the re-
duced GMLR is the decision variablg ;, cf. Fig. 4.2(a). Note that the soft decision outppt of
receiver; is determined only by the captured energy per received aundedy the receiver noise.
The statistical path loss model from [24] is explained inti&ec4.2, where in addition a proper
definition of the average SNR is given.

Two different schemes for combining the soft decisiopsare investigated:

(i) The maximum ratio combiner (MRC) is determined in Sectiondn8 the BEP of this receiver
type is derived for known path gains. Furthermore, it is shéat for noncoherent reception
the MRC is an approximation to the optimum scheme for compgitire soft decisionsy, ;,
(note that the MRC is the optimum scheme when coherent reseve used [41]). The BEP
for a coherent multiple antenna receiver is derived forrezfee.

(i) Aless complex but suboptimal combiner, the so called géimethselection combiner (GSC)
[35], is defined in Section 4.5. The BEP for this combiner igdained only by simulation.

Macro diversity has already been investigated for MRC andagoimg in conjunction with coher-

ent SIMO receivers. [17] gives an upper and lower bound obitterror outage probability (BEO)

for BPSK, i.i.d. lognormal fading channels, and maximumaabmbining. An integral expression
for the average BEP for a selection combining receiver in doatlmn with an MRC for Rayleigh

fading micro diversity is derived in [79] and [57]. Similgs[1] gives integral expressions for the
average and outage probability for statistically depehtgmmormal fading channels. For nonco-

herent receivers the BEP expression is more complicatedondime coherent receiver, see (3.71)

and (3.76). This prevents us from deriving meaningful atizdy expressions for the average and

the outage error probabilities for noncoherent SIMO reaxsivin Section 4.4 we derive the aver-
age BEP and the coherence gain for a coherent SIMO receivahwaliows us to compare the
performance of noncoherent and coherent SIMO receivers.

In Section 4.6 the BEP of the considered system is simulatea fliading and nonfading chan-
nel. Additionally, the BEP of coherent receivers is evalddte reference. The conclusion reviews
the most important properties of the noncoherent multipterana receivers.

4.2 SIMO Channel Model

In this section a SIMO channel model is developed on the lmddise UWB channel properties
reported in Chapter 2 and some additional assumptions. Téleofthis SIMO channel model is
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to describe the statistics of the received energy per puksethe level of the received signal at
the individual receiver antennas. This signal level is aeteed, among other parameters, by the
large-scale and the small-scale fading effect. For UWB s&ie small-scale fading effect is only
marginal when compared to the large-scale fading effedst iSlbecause of the potential of UWB
signals to highly resolve the temporal signature of the leg® channel and thus to provide large
multipath diversity, see Chapter 2 and [53]. For this reas@ignore the small-scale fading effect
and model only the large-scale fading.

In practice, the path gains; for different channelg are determined by the environment ge-
ometry and the antenna setup. Thus, the path gairege statistically dependent in general. A
description of the statistical dependence of path gainwi@less channels does not seem to exist
in the literature. A main difficulty to create such a modelhatteach of the considered receiver
antennas can be placed at an arbitrary position. The statisiependence of the corresponding
path gains depends on the relative distances between #higageantennas and on their distance to
the transmitter antenna. To have a significant statistitisegpath gains for various relative antenna
distances, a very large number of channel measurementslWweulequired. Because of the lack
of such a model, we assume that the shadow fading t&fifsee Subsection 2.2.2) are statistically
independent.

To describe the path gains we use the statistical model éopdith loss given in [24] and adapt
it to the SIMO channel by simply assuming that the diffengfdlding path losses are statistically
independent. The path loss is the reciprocal value of thegsih and is defined as ' = E,/E, .,
whereE; is the transmitted energy per pulse afigd; is the random received energy per pulse at
receiveri. According to (2.3), the path loss is expressed by

o (d) = ap" ( i ) 4.1)

m

wherea, ! is the average path loss for a transmitter-to-receiveandesid; = 1 m. The equivalent
of the path gainy, in units of dB is denoted ad, = 101log,,(ay); according to [24] this is-47
dB for line-of-sight (LOS) and-51 dB for non-LOS (NLOS) propagation. The factgiis denoted
shadow fading term; it is a lognormal distributed randomialae, i.e., its equivalent in units of dB,
S; = 10log,,(s;), is Gaussian distributed with zero mean and standard d@viat = 2.7 dB for
NLOS andss = 1.6 dB for LOS indoor channels. The constatis denoted path loss exponent; it
equals2 for free space propagation. For indoor propagatiois, Gaussian distributed with mean
1.7 and standard deviatian3 for LOS propagation and with mea&rb and standard deviatidn97
for NLOS propagation. We assume that all the channels havedime parameter), os andwv.
Furthermore, we assume throughout this chapter that thertridter-to-receiver distancg is the
same for all receivers.

4.2.1 Statistical Dependence of Path Gains

In practice, the path gains; for the different channels fade in a correlated fashion. &ieme
cases are (a) when all antennas are concentrated in a sgiafl seich that they have approximately
the same path gains, (b) when the receiver antennas arearmbhjfdistributed on a circle with
the transmitter in its center. In case (b), any motion of taedmitter causes some path gains to
increase and some others to decrease. A possible scenaaie thle channel behavior of case (b)
is realizable is that of sensor networks, where deep fadssro€ links are compensated by other
links with good connectivity and by the use of signal comibinschemes like MRC. Case (a)
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corresponds to the case to be discussed in Subsection 56r& wo diversity is provided so that
only the plain array gain is achieved. The remainder of thagpter is restricted to the discussion
of case (b), i.e., itis assumed that=d, Vi € [1,..., N]|.

4.2.2 SNR Definition
We define the instantaneous SNR at receias

o Er,z'
= NO .

Vi (4.2)

The channels from the transmitter to the receivers are altatterized by the same numerical
parameters. However, the shadow fading realizatipase individual for each channel. As a rep-
resentative parameter we define the average SNR

Eri E{Erz}
~¥—F : _ ,
7-B {3} -,

which depends on the average received power

— d\ " 1

E, =E{E,;} =E{E,o;} = E; oy (1m) E {S} .
The only unknown in this equation 8{1/s;}. To determine its value, we remember thais
lognormal distributed and that = 101og,,(s;) is normal distributed with zero mean and variance
o%,i.e.,S; ~ N(0,0%). According to [7], a lognormal distributed random variapevhich satis-
fiesln(y) ~ N(0,02), has the expectation vall{y} = ¢°*/2. Note thaty and its reciprocall,
have both the same PDF. This is because thefpdf) of + = In(y) is Gaussian with zero mean,

and therefore satisfieg.(x) = f.(—z), and becausén(y) = —In(1/y). Hence, we can write
In(y) ~ In(1/y) ~ N(0,0?%). Settings; = y, we getS; = 10log,,(y) = m%—?o) In(y). Furthermore,
_In(10)

assS; ~ N(0,0%) we geto
value of1/s;,

= —0s. With these results, we can finally write for the expectation

1 ( In(10) 2
E{l/si} =E{y} =20 7s),
Note that even though the logarithmic shadow fading gaihas zero mean, the logarithm of the
expectation value of the linear shadow fading gain= 101log,,(E {1/s;}) = 0%In(10)/20, is
different from zero. Figure 4.1 depicts the cumulativerdisition function (CDF) ofS; for a con-
stant shadow fading variance; = 2.7 dB, i.e., the variance of? is set to zero. The corresponding
average shadow fading gath= 0.839 is indicated in Fig. 4.1. With the above computations we
can write the average SNR as

E,; E, d\ " 1(mao 2
_::E il = — _— ( 1 US) .
B { No } No (1”‘) o

In units of dB this can be written as

In(10)
50 o

— E
0



74 4. Multiple Receiver Antennas and Noncoherent Reception

1

0.9 1

0.8- 4

0.7F 4

0.6r 4

CDF(S)

0.5 1

0.4 1

0.3 1

0.2r 4

0.1F 4

0 1 1 1 1
-10 -5 0 g 5 10

S; [dB]
Fig. 4.1. CDF of shadow fading term for shadow fading standard dewmiatio= 2.7 dB.

4.3 SIMO Receivers with Maximum Ratio Combining

In this section we discuss a method to combine the decisinablasz; ; of multiple noncoherent
receivers, that minimizes the BEP. The derivation of thishodtis derived subsequently. The
average BEP for this combining method is derived in Subsestib3.2; the coherency and the
diversity gain are discussed in 4.3.4 and 4.3.5, respégtiver a comparison of the performances
of the introduced noncoherent SIMO receiver and a corraagrmbherent receiver, the BEP and
the coherency gain of the latter are derived in Subsectibi 4.

4.3.1 Noncoherent SIMO Receiver

The exact derivation of the optimum combining scheme anctctimneesponding BEP is intricate
because of the distribution of the decision variablgswhich is not perfectly Gaussian. A good
approximation for the BEP can be based on the Gaussian cearation of the decision variables
2, given by the equations (3.64), (3.65) and (3.70) of Subse@i3.1. This characterization is
summarized by

ki ™ N (Mzk,“ O'i) .

Fora;, = 0 we have according to (3.64),

sz,i = Hfs — Mg
= (2NANy + 5%) — 2NA N
= 827
where s? is the captured energy of the received symbol and is corddime, . For a variable
integration duratior’; of the noncoherent receiver we hasfe= 2n(7;) BE,, see (3.70). In turn,
for a;, = 1 the energy of the transmitted symbol is containegdjn i.e., we have

/’sz,i = Mfs - ILLgs
= (2NaNg) — (2NAN, + 5%)

= —527
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Thus, ., , is summarized by

- { +2772<T[)BE7-7“ for ap — 0

| -2n(T1)BE,;, for a,=1" (4.3)

2k,
The variance of;,; is according to (3.65) given by? = 8NA(BN,)* + 4BNys>. With (3.70),
B = 1/Ts, and by replacing the fixed integration duratida 7, = Ar by the variable integration
durationT; = N;T, we have

02 = 8T B*N§ + 8n,(T1) E,i B> No. (4.4)

Furthermore, we assume for simplicity that the ratid;) = n(77) is the same for all receivers

+ = 1...N. This representation allows us to interpret the decisiaralse 2, ; as the output of
an AWGN channel with a binary phase shift keying (BPSK) trattemnat its input. Figure 4.2(b)
depicts the signal model that corresponds to this intempogt. Note that the binary transmitted
BPSK symbols are antipodal in contrast to the orthog@k&M symbols of the original system.
Consequently, the symbals in the simplified transceiver model in 4.2(b) are eithdror —1, i.e.,

ar € {—1,+1} instead ofa;, € {0,1}. The original system is shown in Fig. 4.2(a), it comprises a
2PPM transmitter and the GMLR from Chapter 3.

____Transmitter . Recever
. Channel © 1
O oM il by | el (2 [t ] A |2 P Detector ax
; | | C b
******************* | on(t), B 1 |
" Bandlimited Control _ , o
. Noise Signal Synchronized to Received Signal
i/“LZi Zk,i 7777777777

ar € {—1,41} ——|BPSK

TL]W ~ N(O, O'i)
Fig. 4.2. Real and simplified transceiver model.
Assuming known path gains, the decision varialkjgshave still a random component which
is exclusively caused by the receiver noise; thereforegd#wugsion variables are statistically inde-

pendent. Hence, the optimum way of combining them is maximaiio combining (MRC) [41].
The MRC performs a weighted addition of the individual demisvariables of the form

N
2k = E WiZk,is
i=1

with weightsw;. For the special case of decision variablgs with identical varianceygi, the
optimum weights are); = |1, ,|. The only property ofi., , that depends on the indéxs its sign.
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Therefore, the absolute value of the mean, is independent ok. In general, the varlancexsf
depend on the indek see (4.4). Hence, to determine the optimum weights we @litrid decision
variablesz; ; by the standard deviations,, to get the new decision variableg, = 2;/0.,,
which have unit variance. Then, the new mean valueg/are= .., . /o.,. As the variances of the
transformed decision variableg; are identical, the optimum weights ar¢ = [,  [. Based on
these transformed variables, the final decision variablebesexpressed as

N
o e
wzkz Z“LZIH _Z 2 Zli
=1 Uzi

3 ﬂ?z(TI)E
4TIBQN2 + 4772(T1)EMBN0

S
I
Mz

i=1

[
M=

(4.5)

=1

Thus, the final weights are

_ |:U’z;m- _ ni(TI)ET,i
O—gi 4T[BQN02 + 4ET7Z771(T[)BNQ '

In practice the determination of the weightsis simple, as the constarits, B, and/V, are known
and the captured energy(7;)E,; can be estimated, e.g., by using the control variable of the
automatic gain control.

Above we have mentioned that the variablgsare approximately Gaussian distributed. There-
fore we are allowed to assume that which is their weighted sum, is a Gaussian random variable,
too. The mean value af, is

=E{z} = ZE{szkz} Z]E { 221

2

N
Nzkz} _ :EZ 'u;;z

i=1 Zi

1 (T E
4 Z 1 (Tr) 7
2 T]BN + nz(T )ET,iNO

=1

(4.6)

where the sign is positive far, = 0 and negative foa, = 1, cf. (4.3). The variance of the decision
variablez,is given by

N N MQ N ,UQ
2 2 2 Zki 2 2k,
ot =D wll =) el=)
i=1 i=1 % i=1 %

1 Z i ( TI)E2
B 2 TIBN +771(TI)ET1NO

=1

= ‘quk|

4.7)

The fact thats? = :
remaining computations. On the basis of this charactéoizadf the decision variable statistics,
and for the a-priori probabilitie®(a, = 1) = P(a), = 0) = 3, the ML decision rule minimizing
the BEP is

P 0, for z,>0
F71 1, else '
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The corresponding BEP is computed according to the same thathim (3.66):

P, = P(z, < Olay = 0)

2 2\ —~ TyBNg +ni(T7) Eri No '
1 1 o2 (Tr) B}
= —erfc| = G ) 4.9

Note that the path gaing are random variables in general and thus &lsis random. In this work
only the physical layer of a communication system withouting is discussed.

Practical systems, would however use coding to implemenbee reliable communication
link. A particular problem of wireless channels, in partaaufor channels with a small bandwidth
IS, that the received energy may fade in a more or less fasiofasFor such fading channels it is
convenient to use code words whose transmission periodé toager than the average time that
passes between two deep fades. Thus, periods with a gooddimke used to overcome periods
of deep fades. To realize this, scramblers [49] are emplay@dh have the effect of making the
symbol error rate equivalent to the average symbol erreroathe physical layer, i.e., make the
frequency of symbol errors time-invariant and thereformpensate the time-varying fading nature
of the channel.

A meaningful and often used measure to assess the perfoernhoommunication systems for
such fading channels which use this kind of coding is theay@BEP. To allow an easy compatri-
son of the performance of the herein presented noncoheld &ceiver with the performance of
SIMO receivers for fast fading channels, we discuss thissmresfor our SIMO GMLR in Subsec-
tion 4.3.2. Not that in general, the path gains are slowletwarying, such that an averaging over
several channel realizations is not possible due to cantgraf the data block length. Therefore,
the average symbol error rate does not fully characterzeybtem performance. This emphasizes
that we evaluate the average BEP of our noncoherent SIMOvexaemly to compare its perfor-
mance with that of well known communication systems for faging channels. An often used
measure to characterize the performance of communicaggieras for slowly fading channels is
the outage error probability or BEO which is discussed in 8atisn 4.3.3.

4.3.2 Average BEP

The bit error probability in (4.9) is conditioned on the paghinsa,;. The mean valueP, is
computed by integrating over the product of this conditi@raor probability and the joint PDF,
Hf\il fa(ay), of the statistically independent path gains. Thus, thesmeBEP is

N

_ N 1 1 a2eh?
Po= .. )| serfc[ = | S 41
= [ (e ) gerte| 5y 75 0 | den e @20

i=1
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wherey,; = n;(T7)E;/Ny. This expression can be strongly simplified in the high SN&eaahich
is given whem;; > T;B. In this case, we have

According to [5] the sum of the i.i.d. lognormal distributechdom variables;;; is an approxi-
mately lognormal distributed random variable, whereasstheare root of a lognormal distributed

random variable is exactly lognormal distributed. It falothats = \/vazl a;1); IS approximatly
lognormal distributed. Therefore, we can express (4.10) as

P, = /fs(s) %erfc(%) ds, (4.11)

where f5(s) is the PDF ofs. Unfortunately, the product; B is on the order of ten for practical
systems. In Chapter 3, for examplg,B = 40; the conditiona;; > T'1 + I requires that the
SNR,v; = amn(Tr)E;/Ny > 40, i.e., the SNR must be much larger that dB. This means
that our approximation is only applicable if the SNR is muatger thanl6 dB. Therefore, the
simplified expression for the average BEP is of little pradtimportance. Furthermore, it is not a
closed form expression that would allow conclusions aldmisyystem’s diversity order to be made.
Because of the mentioned problems we refrain from derivingxamession for the average error
probability. Instead, we use a semi-analytic approach bypding the BEP for a sufficiently large
set of path gains and by averaging over these BEP realizaGmmszsponding results are presented
in Section 4.6.

4.3.3 Bit Error Outage

The bit error probabilityP, in (4.9) is a random variable because of the varying pathsg&ie de-
fine the bit error outage probability,, which is also called the bit error outage probability (BEO),
as the bit error probability that is exceeded with a proligbdf «%. The analytical derivation
of both measures, the average BEP and the BEO, requires a ¢toeeexpression for the CDF
of the argument of the erfc function in (4.9) [17, 46]. Becatlee determination of this CDF is
an open problem, we determine the outage error probability avsemi-analytic approach. This
approach is similar to the one we use to determine the av@Bgei.e., we compute the BEP for
a sufficiently large set of path gains and determine the BE@eaBEP value that is exceeded with
a probability ofa%. Section 4.6 presents numerical results for the BEO. Naedben for the
coherent MLR which has a simpler BER expression, no closed &xpression for the BEO can
be found [79].

4.3.4 Coherence Gain

The coherence gain of a SIMO receiver results from the cohbemddition of the mean value of
the M decision variables and the noncoherent addition of thegencomponents. In this work we
use the following definition of the coherence gain: We asstlmraea receiver with a single antenna
requires an SNRY/, to achieve a predefined BEP. Furthermore, we assume thaf gn@ennas of
the SIMO receiver are all at same position, so that (i) thgytuwoa the same signals with the same
signal energies, i.ef,; = E, andy; = ~, and that (ii) the ratios of the captured energy to the
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received energy are equivalent, i.g(7;) = n(17). The SIMO receiver achieves the predefined
BEP for an SNR;y < 7. Than, the coherence gain is defined as the the differgneey .

As mentioned, to identify the coherency gain, all radio channels with indizes <
{1,..., M} must receive the same signals. The channel model specifi8ddtion 4.2 satisfies
this condition when we set the shadow fading variance to,Zexor? = 0, this corresponds to
the assumption of free space propagation made under caise4(&). For this scenario, the BEP
expression (4.9) simplifies to

1 2 2
b= Lerto L[ NrE:
2 2\| T\ BNZ + n(T})E,. N,

= 1erfc( VNy(Ti)y > . (4.12)
2 2 T[B + U(TI)’}/

Note that this expression equals (3.71) if we Aet= 1. When doubling the number of receiver
antennasV, the coherence gain3dB in SNR wenm)(T;)~y > T; B or equivalently whem(7;)y ~
T; B, i.e., in the high SNR regime. For lower SNR, the coherence igdower thar83 dB because
doubling NV in (4.12) has less effect on the argument of the(erfitinction than doubling the SNR
~. This effect can also be observed from Fig. 4.4 which showmsllsition results for the BEP as a
function of the SNR.

4.3.5 Diversity Order

A measure for the degree to which diversity is exploited bgramunication system is the diversity
order. Its analytical determination requires several axipnations for the case of Rayleigh fading
channels and with coherent reception [41]. A way to deriediversity order of the considered
SIMO GMLR with MRC is not known to the author. Typically the disity order is defined by
the steepness of the BEP versus SNR curve in the high SNR regionehe GMLR, the high
SNR approximation is valid for the SNRR>> T} B, i.e., for an SNR much larger thdi6 dB. As
discussed in Section 4.3.2, this SNR region is beyond theatipg point of a practical system.
Therefore, the definition of the diversity order for the GMliiRthe high SNR regime would
probably have no practical relevance. The diversity ordeterms of SNR gain is discussed in
Section 4.6 on the basis of simulation results.

4.4 Coherent SIMO Receiver

In this section we derive the SIMO receiver that combinesdibesion variables o/ coherent
receivers (according to Subsection 3.3.2) according t¢R€ principle. Furthermore we derive
the corresponding BEP and the coherence gain for this receive

4.4.1 BEP of Coherent SIMO Receiver

Similar, as for the noncoherent receiver, we use the statistharacterization of the individual
receiver’s decision variableg ; to determine the weights of the MRC. With (3.125) (andwhich

1To determine the coherence gain we assume that the pathafdivesindividual channels indexed byc [1, N]
are equivalent. l.e., to determine the coherence gain,sthenaption of uncorrelated fading path gains is violated.
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denotes the power of a narrowband interferer set to zeraxaet characterization of the decision
variable is
i ~ N (pzy,07)
with
| +E.;, for a,=0
N { —-E.; for q,=1"

Moz

ol = NoE,;, (4.13)

and whereF, ; is the energy per pulse that is received by anteénirathe same way as for the non-

coherent receiver, the random components of the decisioabkes are statistically independent

because of the statistical independence of the receiveembcesses. Therefore, the optimum
way of combining them is again MRC, which is described as

N
Z = E Wik ;-
=1

However, the weights); are different from the weights for noncoherent receivergédneral, the
variancesr?, are not equal, see (4.13). Therefore, we first divide thesitmtivariables;, ; by their
standard deviations; . to let the new decision variableg,i = z,/0,, have unit variance. Then,
the corresponding weights aug = |, |, wherey, = y., /o.,. With this, the MRC has to compute
the final decision variable

N N N "

o I / r_ 2
Rl = E Wi Rk i = E |H’zi Rli = E 5
- - - ;.

i=1 i=1 i=1 Zi

i.e.,w; = 1/N,. The combined decision variable is approximately Gaussistnibuted as well as
the individual decision variables, ;. Hence the decision rule that minimizes the BEP is

N
Rhyi
=D (4.14)
=1

P 0, for z,>0
F71 1, else ‘

Since N, is a constant we can set = 1 without changing the symbol decision of the resulting
decision rule. Assuming the final decision variabldo be Gaussian distributed the statisticg,of
Is given by its mean,

N
=1
N
=+> E. (4.15)
=1

and variance,

Q
IS o}
Il
=
Q
KO

(4.16)

I
=
&
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On the basis of this characterization, and as the condltjmadabilities P(z, > 0|a, = 1) and
P(z; < 0lax, = 0) are equivalent, the BEP yields

P€:P(2k>0|ak:1)

1 s
= —erfc
2 (\/502)
1 N Eri
= §erfc 2 B (4.17)
\/ 2 Zz]\;l NOET,i
1 N o E
— 5erfc iz 0iFr (4.18)
\/2 Zi\;l N()OZZ‘Et

4.4.2 Coherence Gain

If the receiver antennas are located close together, theyely the small-scale fading effect that
makes a difference in the received enerdigs. As this effect is very small for sufficiently large
bandwidth, we can assume by approximation thiat= £, for all i and thus (4.17) simplifies to

1 NE 1 NE
P, = —erfc | —— | = —erfc —. 4.19
2 (\/2NNOE,,) 2 ( 2N, ) (4.19)

This expression also holds for a single antenna systemfareV = 1, see (3.128), and describes
the plain coherence gain if there is no diversity of the nemeienergiedr, ;. The coherence gain,
when doubling the number of receiver antennas 3 dB in SNR, see also Fig. 4.5(b) in Section
4.6.

4.5 SIMO Receivers with Generalized Selection Combining

The SIMO scheme with MRC consists 87 distributed receivers that communicate their decision
variables either wireless or over wires to a central prangssnit which performs the MRC. The
amount of decision variables that has to be communicated fhee receivers to the processing
unit is proportional taNV. For some applications it is desirable to reduce this traffias can be
achieved by letting the MRC select only the out of V receivers with the largest SNR, where
m < N. Only these selected receivers transmit their decision variables to the cepit@tessing
unit. The selection reduce the number of variables to be aamated from the individual re-
ceivers to the central processing unit. We denote the systenprising/V receivers and an MRC
which combines then strongest signals or diversity branches aganN) generalized selection
combiner (GSC) [35]. The GSC corresponds for the specialcasel to conventional selection
combining and forn = N to MRC discussed in Section 4.3.

The application of GSC is proposed to exploit both, micredsity as well as macro diversity
[1]. This selection combining method can be improved bynesting the SINR (signal to interfer-
ence plus noise ratio) rather than the just the SNR. Selettterg out of V decision variables with
the largest SINR reduces the impact of interferers. In tlogkwve base the selection exclusively
on the SNR.
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Fig. 4.3. CDF of lognormal distributed shadow fading variaijeand CDF of strongest, second strongest
and third strongest fading variable®f.= {Si, ..., Ss}. The variance of the fading variabl§sis a% =27
dB.

To explain the effect of choosing the strongest out ofV antenna signals we consid&r= 8
corresponding lognormal shadow fading variablgswith i € {1,...,8}, see Section 4.2. Their
logarithm.S; = 101log(S;) is normal distributed. The CDF ¢f; is depicted in Fig. 4.3; also shown
are the CDF's of the strongest, the second-strongest anditdestrongest fading variables. The
shown CDFs of these selected variables are steeper than theofQB€ original variables. This
means, that the selected variables have a smaller variaae¢tte original variableS;. In addition,
we observe that the selected variables have a larger meaa tven the original variables. To
show the BEP for GSC, we use the semi-analytic approach fromse8tibn 4.3.2 and compute
the BEP from (4.9) for a sufficiently large set of path gainse Tasulting set of BEPs allows
to determine any required statistics of the BEP. Results f@rl @86 outage probability?;, are
presented in the subsequent section in Figs. 4.6, and 4.7.

4.6 Numerical Evaluation

In order to make visible different effects like the cohemregain and the diversity gain, we perform
simulations for two different types of channels: for detamstic (or non-fading) channels and for
fading channels.

4.6.1 Deterministic Channels

To verify the approximate expression (4.12) for the GMLRezbSIMO receiver a simulation was
run for equal path gains; foralli € {1,..., N}. In our channel model the assumption of constant
path gains corresponds to the variance of the shadow fadingblesos = 0 dB. The resulting
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Fig. 4.4. BEPP, versus SNRy for multiple receiver antennas with equal and constant path gains. The
simulated BEP is compared with the approximate analytic function (4.12).

BEP is depicted in Fig. 4.4 as a function of the average SN&or 05 = 0 dB we havey = ~.

In this figure, the simulation results are compared with theesponding BEP curves obtained
from the analytical expression (4.12). The deviations ketwthe simulation and the approximate
analytical formula become the smaller the larger the nunalbeéeceiver antennag’ is. This is
because the Gaussian approximation that results in (41Bgimore accurate the largegris.

Given that all path gains are identical and constant, ordycttherence gain can be observed.
From Fig. 4.4 we observe that for a BEP lower tHan' the coherence gain is roughlys dB in
SNR when the number of receiver antennas is doubled. The¢ exaerence gain however depends
on N and on the SNR; this behavior was already discussed in Sutrsek8.4 after equation
(4.12). For coherent receivers, e.g., the MLR of Chaptereéc¢tiherence gain is exactydB. This
can be seen from th&, versus SNR curves in Fig. 4.5(b) fogx = 0 dB (identical channels),
where the shift in SNR between the corresponding curvesifor= 1 and M = 2 is exactly3
dB, the same holds fa¥/ = 2 andM = 4. This unveils another performance disadvantage of the
GMLR against the MLR, see the discussion in Section 3.9.

4.6.2 Fading Channels

The diversity gain comes from the effect that the total nemgenergy of all antennas together has
a variance that decreases with the number of antea$hus, the probability that the BEP is
very high is decreased, and hence the average BEP decre#sés. wi

To quantitatively determine the effect &f on the BEP for fading channels, we evaluate the
analytic expression (4.8) for a numberl®)00 channel realizations. This semi-analytic approach
is chosen because it speeds up the simulation dramaticadtysopure simulation approach. The
same assumptions about the channel are made as above tbat#pt standard deviatiery of the
shadow fading terns' is set to2.7 dB; this variance corresponds to the NLOS indoor channel, see
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Section 4.2. For simplicity the variance of the standardat®n o is set to zeré. For each channel
realization and receivér there results a different SNR. Therefore, we will show therage BEP,
P,, as a function of the average SNR,The performance of the receivers with MRC and GSC are
presented in the following subsections.

4.6.2.1 Maximum Ratio Combining.

Figure 4.5 shows the average BER as a function of the average SNR,for fading path gains
with o5 = 2.7 dB and for constant and identical path gains, .= 0 dB. Note that for identical
path gains it follows that the BEP and average BEP are equivalenP, = P,. As expected, we
observe that the average BEP is increased when fading islugeal. This effect is weaker if the
number of receivers is larger, i.e., if more diversity carekploited. For example, to get the same
BEP of10~? for nonfading and for fading channels, the SNR for fadingieds must be increased
by the fading margin, which i$.1, 2.6, 1.8, and1 dB for N = 1, 2, 4, and8 receiver antennas. For
comparison, Fig. 4.5(b) shows the performance of the satag,deut with the optimum coherent
receiver or MLR instead of the noncoherent GMLR. For the samie 8803, the fading margins
are somewhat lower, i.e3.4, 2.1, 1.1, and0.6 dB for N = 1, 2, 4, and8 receiver antennas.
This slight superiority in terms of fading margin can be ipteted as a better exploitation of the
available diversity by the MLR. The total performance of theRlis much better than that of the
GMLR. As an example, the MLR achieves a BEP16f* for an SNR of13.4 dB with a single
receiver antenna only, whereas the GMLR requires betwéea 4 and8 receiver antennas to
achieve the same low BEP. It should be noted that practicdemmgntations of the MLR show
an implementation loss due to imperfect estimation of the GRchronization errors and an
incomplete number of rake fingers, whereas the implememnt#tiss of a GMLR implementation
is expected to be less dramatic because of the simple reeettgtecture.

Figure 4.6 shows the average BER and thel0% BEO P, for N = 1, 2, 4 and8 receiver
antennas. Comparing the BER), with the average BEP shows that with growing numbethe
areas between the curves for the outage probabilities anclitves for the average BEP becomes
smaller. This effect corresponds to an increasing quafigseovice. Furthermore, and in contrast
to the caseV = 1, the operating poinP;, = 10~ improves by3 dB for N = 2, by 5.8 dB for
N =4, and by8.2 dB for N = 8. This corresponds to an almadstlB gain in sensitivity when the
number of receiver antennas is doubled.

4.6.2.2 Generalized Selection Combining

The GSC scheme introduced in Section 4.5 is simulated fterdift total numbers of receivelé

and selected number of receivens The 10% bit error outage is depicted in Fig. 4.7. Recall that
the (IV, N) GSC corresponds to the MRC wifli receivers. One idea behind the GSC is to reduce
the total data traffic from the receivers to the combinersTual can be achieved with relatively
small performance losses; e.g., tHe2) GSC looses less thandB in performance compared to
the(2,2) GSC, and still gains more th&1B over the single antenna receiver. Another interesting
example is the4, 8) GSC, which shows almost the same performance asdts& GSC while
requiring only half of the data traffic.

2Note that the path gain model in [24] describes the logaiithshadow fading ternf as a Gaussian random
variable with variance%. This variance is again characterized as random variattkeanionzero variance.
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Fig. 4.5. Average BERP, versus average SNRfor N receiver antennas and for identical path gains, i.e.,
os = 0dB, and for fading channels with the same shadow fadinggige= 2.7 dB.

4.7 Conclusion

In this Chapter we have introduced two SIMO receivers thasaited to operate with antenna el-
ements that are distributed over a large range. The twodated SIMO receivers are both based
on the noncoherent GMLR from Chapter 3, to each antenna etes@ssociated one GMLR. The
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two receivers differ in the way that they combine the sigfam individual GMLRs. According

to these combining methods the SIMO receivers are give thbwes, maximum ratio combin-
ing (MRC) and generalized selection combining (GSC), respalgtiFor reference, the MRC and
GSC receivers were also based on the coherent MLR, which waslaslcussed in Chapter 3. The
performance of the noncoherent and coherent SIMO recen@ssdetermined under the assump-
tion that the received pulse shape and thus, the PDP is éepiivar all channels. The only channel
parameter that was assumed to differ for various channelshencorresponding channel realiza-
tions was the lognormally fading path gain, the fading mddethe path gains was adopted from
a statistical path loss model for indoor UWB SISO channelfiddethe benefit of using multiple

receiver antennas is a coherence gain and a macro diveasity g

It was shown that the MRC is an approximation to the optimumlmasr for decision variables
of several noncoherent receivers. The weighting coeffisiehthe MRC depend on the receiver
noise figure and on the received signal strength; this isusscthe noise variance of the decision
variables depends on both of these terms. A closed form ssiore of the BEP for deterministic
path gains was given. This expression unveils that, uniiettie MLR, the array gain for the

GMLR is less tharg dB when the number of receiver antennas is doubled.
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An attempt to derive closed form expressions for the aveBige and the BEO for fading
channels failed. One reason for this is that an approximate &gpression which is sufficiently
simple for the derivation of the average BEP and the BEO isaviglonly in the high SNR regime,
i.e., for SNRs larger thait dB. As practical receivers will be operated at lower SNR, theifigs
that would be based on this approach are not practicallyasteFor Rayleigh fading channels and
coherent receivers, the diversity order is typically dedioely in the high SNR regime. Because for
noncoherent receivers the high SNR regime begins with iatigedly high SNR, it is questionable
if the diversity order as it is defined for coherent receivemmeaningful for the GMLR.

From numerical performance results it follows that a SIMO IG¢Mwith MRC andN = 4 to
8 receiver antennas has approximately the same performanae BILR with a single receiver
antenna. This dramatic superiority of the MLR is in practieduced by implementation losses
which are expected to be larger for the MLR than for the GMLRaddition to the MRC, the GSC
has been proposed to reduce the total data traffic betweeadbwers and the combiner. Numer-
ical evaluation of the BEP shows that the receiver sengitdéicreases only little for certain GSC
configurations. The numerical results for the BEP and the BEf@ wistained by a combination of
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analytical expressions and simulation, because this rdetquires much less computation time
to yield reliable results than plain simulation.
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5. Rate-Division Multiple-Access Scheme

In a multiuser-communication scenario uncoordinatedsusempete for the use of a single chan-
nel. One class of multiple access methods suited for this éfmperation accesses the channel at
randomly chosen time instants. Because of the uncoordimaéether of access, collisions cannot
be avoided. Therefore, the duty cycle of the user signalspsliow so that the resulting probability
of collisions can be handled. The most popular methods basékis principle are ALOHA and
time-hopping pulse position modulation (TH-PPM). The pijle of the ALOHA scheme is that
each user transmits data packets at a randomly chosen tata@tinThus, collisions occur with a
certain probability and the corresponding data packetdestoyed. TH-PPM is a multiple access
scheme for ultra-wideband (UWB) impulse radio (IR), where eacdulated data symbol is rep-
resented by a sequence of up to a few hundred UWB pulses. Thiesss iave a low duty cycle
and are placed at time instants that depend on the specificgatbols and on a pseudo-random
or other TH sequence. A multiuser scenario often consideredis context comprises several
transmitters, synonymously called users, and one or maevess. In [78] each user is assigned
an individual TH sequence; a receiver can capture the stk desired user if it knows its TH
sequence.

The use of randomness introduces various difficulties., lhgan ALOHA system the arrival
time of data packets is a random process, i.e., the delayeketauccessive packets is sometimes
larger and sometimes lower than the average. From a QoStjyoufedervice) perspective, however,
the packet delay should be shortest possible for all packetsther difficulty arises for TH-PPM
signals where for signal acquisition the receiver mustaetor a relatively long pseudo random
TH sequence. Proposed low complexity architectures parfbe signal acquisition by the use of
a sliding correlator, where the correlation is computedvieen the received signal and a reference
signal whose length is determined by the TH sequence of thieedieuser. This approach requires
long preambles even when sophisticated algorithms arefassiynal acquisition [43, 28].

In this chapter, a novel and deterministic multiuser motilmteschemerate-division multiple-
acces§RDMA), is introduced as an alternative to random channekss based multiple access
schemes. As RDMA is a simple deterministic scheme, it oveasothe mentioned problems of
random multiple access schemes, while achieving simikaerpor-rates (BER) and throughput
performance as random access schemes.

As mentioned, RDMA is a multiuser communication scheme farsyachronized or nonco-
ordinated users. Each user transmits a pulse sequence amgitaat pulse rate. The transmitted
signals are made distinguishable by using a different pute for each user, hence the name
RDMA. If the pulse rates are chosen appropriately, the pritibathat user signals collide can be
minimized and made nearly independent of the time asyn@moamong the user signals.

90
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The termrate division multiple acceslsas already appeared in the context of a scheme that
employs individual coding rates for the transmitters [36 symbol rates at the transmitter out-
puts, however, are identical, which is in contrast to the-gpecific pulse rates (symbol rates) used
for the RDMA scheme proposed in this chapter. A scheme witméasi name chip rate division
multiple acces§CRDMA), has also been proposed for the use with code-divisiatiple-access
(CDMA) [14], [50]. This scheme uses different chip rates thet power-of-two multiples of a
basic chip rate to increase the number of chip sequencesgedt correlation properties; this
scheme follows a CDMA approach and is therefore fundamerdéferent from RDMA.

The principle of the RDMA scheme is described for the applicatvith binary-antipodal
modulation. The notion of collisions is introduced, whishan indirect performance measure that
Is analytically much more tractable than the BER. The coligicobability depends in general on
the time asynchronism between the user signals; this sesultarying system performance and
is therefore undesirable. The key point in this chapter deiave an analytical expression for the
collision probability and its dependency on the time asyaotsm, and finally to derive design
rules for the system parameters that result in a collisiobalility that is independent of the time
asynchronism.

This chapter is organized as follows. As an example of a phayfyer, Section 5.1 introduces
the signal model for binary antipodal modulation and cohereception. In Section 5.2, the notion
of collision probability is presented and an analytical regsion for this probability is derived.
Design rules for the user-specific rates that result in agoboilision probability are presented in
Section 5.3. In practice, the transmitted data blocks velléhfinite length. A deleterious effect of
this fact is discussed and a heuristic design rule to conhimaéffect is proposed. The efficiency of
the design rules is confirmed by simulation results, whielpaesented in Section 5.4. Conclusions
and an outlook are provided in Section 5.5.

5.1 RDMA Signal Model

A multiuser scenario with\/ nonsynchronized transmitters, synonymously called yserd a
single receiver is considered. The users are indexed wittheussm € M := {1,2,..., M}, the
user with indexm is called usern for convenience. The user signals propagate over indiVidua
channels to the receiver antenna, where they are supermtpdke receiver’s task is to detect the
data sequence transmitted by the desired user, which iolloev/ing is indexed by. The multiple-
access communication system considered is shown in FigUsdrm modulates the (uncoded)
data symbols,, , € {—1,+1}, with time indext € Z to produce a sequence of binary-antipodally
modulated delta pulses,

U (t) = VE; > bt — kT — 7). (5.1)
k=—o0

By 7,, we denote the symbol period, which is user-specific and sllthe receiver to “tune” to
the desired user. Therefore, we call the symbol peuser period its reciprocal corresponds to
the symbol rate ouser ratel /T,,. Without loss of generality, we defilg < T, < --- < Ty.
The time shiftr,,, represents the relative delay time between the instanthiahwisern and user
i start their transmissions, hengg € R andr; = 0. The set of relative delaygr,,,| m € M} can
be considered a realization of a random process determidakebstart of transmission instants
of the users; for simplicity we call such a realization asakgnchronisn{r,,}, where we use the
notation{r,,} := {m.| m € M}.
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Fig. 5.1. Signal model for a rate-division multiple-access scheme.

The signals,,(t) are passed through the transmit filters with pulse sh@peand fed to the
corresponding transmitter antennas from where they paipatprough the respective channels
with the set of impulse respons§fs,, (¢) }. For simplicity, it is assumed that these channel impulse
responses are causal and are nonzero at time0, i.e., the channels’ propagation delays are
ignored. The pulse energly||> = [~ g¢*(t)dt is unity, so thatE" in (5.1) is the transmitted
energy per pulse in the case of binary-antipodally moddlptéses.

At the receiver antenna’s feed point, the signals

Sm(t) = hp(t) * up(t), m € M,

are superimposed and a white Gaussian noise sigimalwith two-sided power spectral density
Ny/2 is added. Here,,,, (t) is the received pulse shapg,(t) = b,,(t) * g(t) and %’ is the convo-
lution operator. Thus, the noisy received signal is givemhgyexpression

y(t) = > smlt) +nlt).
meM

The energy per pulse that is received from uses given byE;, = El||h,, .
The receiver contains a filter with the impulse respoyige) of unit energy, whose output
signal
q:(t) = fi(t) = y(t)
is sampled with the symbol rate/T; at the instant$ = £7;, k € Z, sincer; = 0 as explained

above. The sampling instants are assumed to be perfectbhsymzed with the corresponding
user signal. For convenience, the shorthand notation

¢ix = ¢;(KT;)

is defined. We can represep}, as the sum

Qik = Wik + Z Wi m kg + Zik-
meM\{i}
This sum consists of the sampled desired signal component

Wi ik = wi,z’(k?Tz'),
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the multiuser interference (MUI) components
Wim ke = Wim(KT;), m #1, (5.2)
where
Wi (t) = fi(t) * 5,n(2)
and the additive noise term

Zig = fi(t) xn(t)

Figure 5.2 sketches possible signais,,(t) for m = 1,4, andj, under the assumption that the
receiver filterf;(¢) is matched to the desired received pulse shiapg, as indicated by the sym-
metry of the pulseg, (¢) x h;(t) = h;(—t) * h;(t) in the desired signal; ,,,(t). The nonzero regions

t=kT;

wi,l (t) A T1 Tl

’LUZ'J'(IJ:) ‘A ,I‘z

R W ’WfAi

U}L,](t) A Tj /‘TJ

0 T; 27, t
Fig. 5.2. Signalsv; ., (t) = fi(t) * s, (t) caused by the usefs = 1,4, and;. The support is indicated by
the rectangular functions; ,,(t) of durationA,,,. There occur two collisions because near by the instant
27T; the signalw; 1 (t) is nonzero when both the signaj ;(¢) and the signalv; ;(t) are sampled.

of the signalsw; ,,,(t) are indicated by the value one of rectangular functions(t); the duration
for which they are set to one, i.e. the support of the pulsg(t) is A,,. * The functionsy; ,,, ()
are used to define a signal-collision model in the next seclibe noise samples;, have variance
Ny/2 and are uncorrelated if the support of the receiver filteripulse responsé (¢) is smaller
thanT;; this is satisfied for the simulation parameters chosen ai&@e5.4.

The signal sampleg ;. are fed to a threshold detector (slicer), generating tharpidecisions
a;,, = sgnq. ). Note that the optimum receiver filtef;(¢) is only equivalent to the matched
filter h;(—t) if the multiuser interference terms, ,,, , are uncorrelated and Gaussian distributed;
Section 5.4 will reveal that the latter condition (Gaussiatribution) is not the case in general, in
particular when power control is missing, see also [20].

Since the users are not synchronized, there will be catissiamong the signals,, () from
different users, causing the multiuser interference terms,.. The energy of the desired received
signal,E!, and the statistics of the terms,,, x, together with the varianc¥, /2 of the noise terms
z; 1., determine the probability of a detection errB(a;  # a; ;). The multiuser interference terms
depend on the pulse enerdy, the received pulse shapfs,,(t)}, the receiver filterf;(¢), and the

1The durationA,, depends on the index however, as this has no impact on the subsequent deriyéti@imdex
1 is skipped for simplicity.
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set of user period§7;,, }. The aim of the following section is to formulate design suler the set
of user period47,,} that make the BER independent of the asynchrorisg} and minimum.

5.2 Collision Probability

It was pointed out that several effects impact the stasisifche multiuser interference terms,.
This makes it difficult to find user periods that make the BERepehdent of the asynchronism
{7} and minimum. Instead of this difficult problem, we first sole simpler one of finding
design rules for the set of user periofig, } that make the collision probability, instead of the
BER, independent of the asynchronism and minimum at the sanee tn this work only the
collision probability is considered, which is just an ireit measure of the BER. However, in [70]
it is shown by numerical simulation that application of tlesulting user periods also leads to a
BER statistics that is only weakly dependent on the asynééman

A collision with the desired signai; ;(¢), at sampling instant = £7; is defined as the event
that one or more signalg ; (t) with j # ¢, j € M, are nonzero at= k7;. To illustrate the notion
of collisions, the time intervals where the signals(¢) are nonzero are indicated by the value one
of the rectangular functions; ;(¢) in Fig. 5.2. The only collision observable in this figure isisad
by userl, affecting the sampled signal,. at the sampling instart= 27;.

5.2.1 Probability of Collision with a Single Interferer

The setl; ; of sampling indices; for which the sampleg; ;, are affected by a collision with user
j is described as

Kig = {ks € Z| us () 20}, i £ (5.3)

Hence, for a given asynchronisfn,, }, there is nothing random with collisions. The relevant mea-
sure which describes the collision behavior is the reldt®guency of collisions, i.e., the ratio of
the number of collisions over the number of received pulseget from the relative frequency de-
scription of collisions to a probabilistic description afliisions, we introduce an artificial source
of randomness. This step proves to be very useful as it allev® apply probabilistic number
theory [32]. Randomness is introduced by considering thbaiitity P.(i) that any user collides
with useri at a randomly chosen sampling instafit, where the numbet € Z is uniformly dis-
tributed and represents tlagtificially introduced source of randomnes#/ith this notion we can
define the probability of collision between tkth and thejth user as

Pu(i,j) == P(k € Kij), i #J. (5.4)
To ensure thaP. (i, j) < 1, the functions), ;(¢), 7, j € M must have a duty cycle which is smaller
than1; this restriction is expressed waAj < Tj. Note thatA; is the duration of the support of
JE

the pulse shape; ;(¢). Considering (5.3) and by inspection of Fig. 5.2, we can write

A A
3 {ijjJrTj—?] < kT < ijjJrTjJr—J]}, i F# J

(5.5)

Expressed in words, this means tiat; is the set of integer numbeks for which there exists at
least one numbek; € Z such that the inequality

A A
k‘jT'j—i-Tj—TJS kzﬂ < kjﬂ+7j+7j (56)
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Is satisfied. The notation used in expression (5.5) is defim@&gpendix B.4. To determine the set
K ; we transform this real-valued inequality into an integalued inequality. In a first step we
assume that the user peridfis i € M are integer multiples of a small time intervéle R, with

T < T;,i € M. Thus we can write

,—Ti = NZT, j} = NjT, (57)

with N;, N; € N. We denote the numbers;, for i € M asuser numbersn dependence on the
term user periods used to dend@tefor i € M. Furthermore we define

A\ 1 A;
T = (Tj — 7]> T and D; := ?] (5.8)

Equation (5.6) can be divided ¥ without an effect on its solutions. With the newly defined
variables the division b¥" yields

ijj -+ T < kzNz < ijj + T + Dj. (59)

Note thatA; and7 are real-valued and thus r;, D; € R. Let F}; denote the greatest common
divisor of the integer number¥; andN;. This implies the numbers

Qj = NJ/.FZ] and Qz = Nz/-sz (510)

to be relative primé. Transforming the remaining terms; and D, in (5.9) into integer-valued
terms is done in the following steps:

k’ij—i—’l“j < k’lNl < k’ij‘f”l“j‘l‘Dj,
ijQjFij + T < szzE] < k’ijEj + rj + Dj,
T ri+ D
BQit - < Qi < k@t
]%] E 7] E]
T ri + Dj
kiQj + [F—]W < kQi < KQj+ {%W )

where]-] is the ceiling function, which rounds noninteger real-ealarguments to the next larger
integer and leaves integer valued arguments unchangededuigalence of the last two lines is
becauser < y implies that[z| < y if y is an integer and becauge< z implies thaty < [z]. As
k;Q; is integer-valued we we can apply these two rules. The lasfuality only contains integer
terms. Thus, (5.5) can be written as

Ky = {k: €z 3, :EILk:Q — k,Q, +z}, i (5.11)
where
Ly, = “;—31 and L, = P;—Dﬂ 1 (5.12)
The set (5.11) can be represented as the union
Lo
Kij= | Kij(D). i #5. (5.13)
=L ;

2Two integer numbers arelative primeif their greatest common divisor is unity.
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with the sets
ICZ'J(Z) = {k’z €7

3 4= k@, +Z}, it (5.14)

According to Theorem 14 in Appendix G, these sets are diSjowth respect td. A necessary
condition for the applicability of this theorem is that ; — L, ; < Q;, which is satisfied for
our assumption thah; < 7;. % The disjointness of the sets; ;(/) means that a collision at any
sampling instank;7; stems only from one pulse of the interfering ugdaut not from overlapping
pulses of the interfering user. Overlapping of interfermgses from a single user is excluded if
the duration of the interfering pulsés; is shorter than the user perid@d (cf. Fig. 5.2).

With (5.4) and (5.13), the probabilit®. (7, j) is given by

LQ,]‘
P.(i,j)=P(keKiy) =P |ke [J K, |- (5.15)

I=L1;

Note that the probability’. (7, j) is defined only fori # j. As the setsC, ;(!) are disjoint with

respect td, we have
Lgﬁj

P.(i,j) = ) P(k €Ki (D). (5.16)
=L
To determine the probability’(k € K, ;(1)) we use Theorem 13 in Appendix G, which states
that the elements iiC; ;(1) are numbers of an arithmetic series with the differe@gebetween
consecutive elements. From this we conclude that on avessgg();th realization of the random
integer variablé: is an element of; ;(!). Thus, we have

Pk € Kiy(1) = Qij. (5.17)
Inserting this into (5.16) yields

Lo ; 1

Pc(Zvj> = ~

lz;l,j @
= (L2,j - Ll,j + 1)% (5.18)

J
rj+ D; T 1

-("571- 173 619
—(+8 - g (5.20)

where we used the definitions (5.12), as well as

p:= D;/F;;, andy :=r;/F;; mod 1,

3An intuitive understanding of Theorem 14 can be obtainedraplgically illustrating the involved number-sets on
the number line.

4C0mbiningT > Aj with (57), (58), and (510) ImplleS tthDJ/F”1 -1 < Q]- with LQ_’]‘ — Llyj =
|—71j/Fij + DJ/FZ].| — [rj/Fij~| —1< [DJ/F”.l — 1 it follows thatLQJ — Ll,j < Qj'
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where the modulo operation mod y yields the remainder of the divisiaryy. Replacing-;/ F};
by v := r;/F;; mod 1 does not influence the result of (5.19), as in an expresgiof y| —
[z], the integer component af cancels out. Assuming a sufficiently smooth pdf-pfe R, the
assumption is justified that is uniformly distributed in0, 1). From (5.19) and (5.8) we observe
that the collision probability in general is a function oéthsynchronism;. Note that the collision
probability P.(i, j) depends on the random variablei.e., on the asynchronisny. Therefore,
P.(i,7) is a random variable, too. To determine the average of thesiool probability P.(i, j),
where the average is taken ovegri.e., over the asynchronism, we compute first the collision
probability given that the parametgr¢ N andy # 0:

1 1
(Lz,j — Ly + 1)

@l (Iv+61=11)

P.(i,7) (5.21)

BEN,Y#0 Qj B#£N,y£0

To evaluate the terrfi v+ 3] — [v]) we represent as the sum of its integer componetit= | 3|
and its noninteger paft’ := 3 — |3]. Thus,3 = ' + #”. This implies thaf 5] = 5’ + [ "] and
[3'] = 1. Analogously, we representasy = +' 4+ +”. As we consider only the case wherez 0,
~ is restricted to the intervad (0,1). Hencep' := |y] = 0 and thaf{+”| = 1. From the definition
of the variables)” and3” it follows that they lie within the interval0, 1). Therefore, we can write
the two rules

Y+B>[ e +6" > +0"T>1]e WV +08"=2,

and
Y+B< e+ <Y e W +8T=1"e W +8T=1

With these rules and the above representationsaidy we can write

v+ B8l =Tyl = ++"+68+8"T—-[v+"]
:’)/—i_ﬁ/—i_ "71/+ﬁ//] _ﬂ)/l_ ”f}///"
:ﬁ,_1+(’7//+6//—|
:6,+1_2+[7/,+6,/—‘
:6/_'_ "ﬁ/l" _2+ ’V’Y”—i_/@//—‘
=[] =2+ 7" +p"]

{ (31, for y+8>[9],

(8] =1, for v+ 3 <[v].

(5.22)

Applying this result to evaluate (5.21) we get

. ok for(y £0) A (y+ 8> [5]),
PC(ZM])‘ = "ﬁ“fl
pen | B for(y £0) A (v + 8 < [B]).

J

(5.23)
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The eventy = 0 occurs with probability zero and can therefore be ignoréxk flrst case in (5.23)
occurs with probability

P=Plly£0)A(r+8> [8]) |

B¢N
=P(+8> 8D .
—P(y>(1—f) mod1) ]%N
=0 mod 1
=p—[8], (5.24)

where the last but one step follows fropbeing uniformally distributed. The second case in (5.23)
occurs with probabilityl — P;. With this, (5.19), (5.23), (5.24), and the definition&fwe have
the average probability

Ei," _E,. Pci," }
i.0)|,,, =B { PG,

1
=PA+A-P) (A =Dl |
1
=([B]-1+8—- (m)@ s
_5
Q;

D

T RQ; .

Next we compute the collision probabili#y.(i, j) for the complementary parameter assumption,
6 eN:
1

P |,y = (01 =g |

_B
-5 (5.26)

As this does not depend on or implicitly on 7;, the probability”.(4, j) for 5 € N is not random
but constant and yields
gD

=E_ Pcz'," = P.(i,j _ = 7
BeN 7 { (i,9) BGN} (i,9) geN Q) I;Q;
where we used (5.26) and inserted the definitiors ofs the probabilityP.(i, j) is the same for
non-natural and for natural — compare (5.25) (5.27) — we get

=/ D;
PC<Z’j>:Fé2
1))

PC(Z7-j>

(5.27)

(5.28)

Substituting (5.8) and (5.10) we have

Pig) = - = 2t =2 (5.29)
J
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This result is intuitively clear as it equals the duty cycletlee signaly; ;(t), i.e., the average
collision probability P.(i, j) is equivalent to the probability that the signal;(¢) is nonzero at a
randomly chosen instante R. We conclude that the collision probability given in (5.2@hich
depends implicitly on the random variabtg has the averagf.(i, j) = A;/T;. In contrast, the
maximum collision probability can be determined using (5-2

Plicd) = max (PG} = max{ (174 81 = 1) |

In this expression, the only variable that depends;as ~. For any valuey € [0,1) ar; € R and
for can be found; hence, the maximization can be performed avUnder the assumption that
v € [0,1) we get

[B] = [v]=18] =1, for (y>0)A =
[v+8]=Tvl=<¢ [Bl+1=[v]=1[8], for (v>0)A([v+5]>]
131, for (v=0).

Hence, we get

—max{ [v+ 5] — )Qi]}
1

= WQ_]-

ATl
_ [TFJ o (5.30)

Using the inequalityz| < 1 + z and withT'F;;Q); = TN; = T} (see (5.7) and (5.10)), we get the
upper bound

(5.31)

A AA LA TF

Q T

The difference between. (i, j) and the upper bound is smaller thafQ),.

5.2.2 Probability of Collision with Multiple Interferers

For the case of only one interfering ugeithe probability of collisionP. (i, 7) is given by (5.20).
In what follows we determine the probability

jeM\{i}

P.(i)=P (k c U ici,j) : (5.32)

i.e., the probability that at least one ugee M \ {i} collides with uset. The derivation greatly
simplifies if the events of userand userj’ colliding with useri, with j # ;" andy, ;' € M\ {i},
are statistically independent; this statistical indesrog is ensured if

P[(k) € IC@j) (k? € IC” )] (k S ICZJ) (k’ € ICZ',]'/). (533)



100 5. Rate-Division Multiple-Access Scheme

That this is always true is proved in Appendix H. We can thudweate (5.32) as

PC(Z> =P (k‘ S U ]C@j)

jeM\{i}

=1-rPlke¢ |J Kiy

JeEM\{i}

=1—-P|ke ﬂ Z\K;;

jEM\{i}
=1- H P(/{ZGZ\ICZJ)
jeM\{i}
=1- J[ 1-PEeky)
jEM\{i}
jEM\{i}
Loi— L+ 1
—1- I (1— 25~ g ¥ ) (5.35)
jeEM\{i} @

where we used (5.18). Expanding the expressiongfgrandL, ; in (5.35) yields

PGy=1- J] (1- [FLDW _ {FW) . (5.36)

JEM\{i} @
[rueaye] - [uzaye]
=1— J[ (- & . (5.37)
jEM\{i} @

In the last line the variables and D, are expressed by the natural variabteandA ;, see (5.8).
The average collision probability is computed as the exgimrt value over the individual asyn-
chronismsr;. Using (5.34) and (5.29) yields

FC(Z) =EEr, - 'ETJ-AETJ- By, {1 - H [1— PC(ivj)]}
}

JEM\{i

=1 — H [1—E7—j {Pc(zvj)}}

jeM\{i}
jeM\{i}
A,
=1- 1—=). 5.38
I (-7) 63
JeEM\{i}

B 5The expectation over individual asynchronisms is compated
PC(Z) = ETl]ETz o 'ET1‘71E7'1‘+1 o 'ETM {PC(Z)} .
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The same result is valid for multiple-access schemes wiheréirhe instants for pulse transmis-
sions are chosen randomly, the average distance betwegunldes of usey equalsA;, and the
transmission times of the users are statistically independNote that TH-PPM falls into this class
of access schemes; however, for this scheme, the averdgeaidetween pulses is the same for
each user, i.ef\; = A. For this type of access schemes the collision probabitity loe derived
very easily. The probability that usgrcollides with useti is A;/T;. Hence, the probability that
userj does not collide with useris 1 — A, /T;. With the assumed statistical independence it fol-
lows that the probability that none of the usg¢rs M \ {i} collides with user is the product of
the probabilities — A; /7 over all interfering users M\ {i}. The complementary probability,
i.e., the probability that at least one ugeagollides with uset is finally given by (5.38).

With the statistical independence expressed by (5.33)wthrst-case or maximum collision
probability is given by

A

Fe(i) = max {F.(1)}

{Tm

= 1= H (1—maX{Pc(ivj)})
jEM\(i} K

—1- I (1-26.9)
JEM\(i}

AT

1= ]I (1_ [TFJ @)’ >

JEM\(i}

where (5.30) was used. If (5.31) is used instead, an upperd)omf’c(i) is obtained:

N Aj + TE]
P.(i)<1— | 11 | (1 — T) . (5.40)
jeM\{i}

The results (5.37) and (5.39) were confirmed by simulation.

5.3 User Period Design

5.3.1 User Period Design for Packets with Infinite Duration

In the previous section it turned out that the collision fadoitity F.(7) is a random variable, where
the source of the randomness is the random asynchrdnisin Furthermore, the collision proba-
bility P.(7), the average collision probabili#y. (i), and an upper bound on the collision probability,
Pc(z'), have been derived, see (5.37), (5.38) and (5.40). Now weétwahoose the user periods,

j € M such thatP.(4) is minimized; this is equivalent to requesting that:) is closest possible
to P.(i). From the upper bound (5.40), however, we conclude thatsihgd is not the proper
approach to minimize®,(i). This because largéf; not only reduces’.(i), but also reduces the
symbol ratel /T;. Instead, we observe that the smalléF;; is compared ta\,, i.e., the smaller
the ratioT' F;; /A, is, the closer is the maximal collision probability to theeeage collision prob-
ability. Hence, forl'F;;/A; < 1 the maximum collision probability is approximately the eage
collision probability; roughly speaking this means that dollision probability is minimized and
at the same time does not depend on the asynchronism. Notaeraverage collision probability
is determined by the sum of the data ratgd/,T" of the interfering users and by the channel delay
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spreads, i.e., byA;. Hence, a reduction of the average collision probability oaly be achieved
by reducing the sum data rate of all interfering users wheasgeme that the channel properties
cannot be changed. The average collision probability inffes the total throughput of a commu-
nication system. Note that the average collision probgtitiat results in the maximum throughput
depends on potential error correction capabilities of tighdr layers in the communication sys-
tem. As in this work only the physical layer is considereeé,phoper choice of the average collision
probability goes beyond the scope of this work.

Both 7" and F;; can be chosen to satistyF;; < A;, Vi # j, i,j € M. Remember that
F;; is the greatest common divisor of the user numbéraind NV;. Therefore,F;; is minimized
to the valueF;; = 1,V i,# j, 7,5 € M if the user numbersy;, j € M do not share common
divisors, i.e., if the user numbe; are relative prime. The user peridfisare given by the product
T; = TN;, see (5.7). Hence, the time basecan be interpreted as the granularity of the user
periodsT;. As the minimum value of’; is one, 7" must be much smaller than the minimal pulse
durationnel}a A; in order to satisfyl'F;; < A;, Vj € M. With this we can formulate the two
design rtjjles:
e The time bas& must be much smaller than the minimal pulse dura]ﬁen}gAj.

e The user numberd/;, V5 € M must be relative prime.

5.3.2 User Period Design for Packets with Finite Duration

Our derivation of the collision probability is valid for dapackets with infinite duration, i.e., for
symbol indicest reaching from—oo to co. In a practical system, however, the data packets have
a finite duration. In this subsection we discuss the coligiobability for finite packet durations.

It turns out that packets with finite durations can result inodlision probability that depends
strongly on the asynchronism even if the above design rugeagplied. To mitigate this effect, an
additional but heuristic design rule is presented.

To understand this rule we consider the effects that occtir @ata packets of finite length.
Therefore, we introduce the notion of thelse pattern periodPPP). We consider the two signals
u;(t) andu;(t), 7 # j, see (5.1). Itis first assumed that the corresponding dateetmare still of
infinite duration. If we ignore the modulation, i.e., foy, ., = 1, Vk,m € M, see (5.1), then the
signalsu,(t) andw;(t) have the period$; andT}, respectively. An example for these signals with
T; = 4T andT; = 5T is shown if Fig. 5.3.

To compute the duration of the PPP let us consider the puldeedfignal;(¢) that begins at
the time instant;7; also, we consider the pulse of the signalt) that begins at the time instant
k;T; 4+ 7;. The difference between these two pulse positiosis— (k;7; + ;). When the pulse
pattern is periodic with the period duratidiprr as we have assumed, then there exists a pulse
of the signalu;(t) and a pulse of the signal;(¢) that begins at the time instah{; + Tpppand
k;T; + 1; + Tppp respectively. As the distance between pulsds end7; for the signals:;(t) and
u;(t), respectively, we conclude, thagepis an integer multiple of botfd; and7}, i.e.,

Tepp= KT} = K;T;,

where K; and K; are the smallest integers that satisfy this equation. Apglyrheorem 13 of
Appendix G yields the solutiok’; = Q;, K; = Q;, and thus

Topplt, J) = QiT; = QiTy = Q;Qi LT (5.41)
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Fig. 5.3. Pulse pattern of the signalgt) andw;(t) with 7; = 47" andT; = 57, The duration of the PPP
is Tepp= 20T

As an example, the PPP for the signals in Fig. 5.3 has the&sip = Q;Q; F;;T = 4-5T7 = 207T".

In this example, the time intervals between collisions @rasind useyj are equidistant. However,
this is not the case in general; collisions can even occuluisters. In the most extreme case all
the collisions within a PPP occur as a single cluster of siolfis, within which no pulse is free
of collisions. Of course, in this case there is an intervahimi the PPP that is free of collisions
such that the collision probabilit®, (i) is maintained on average. As long as the data packets of
useri have a duration which is a multiple of the PPP, the presenoelbsion clusters does not
influence the average collision probability. If, howeve packet duration is not a multiple of the
PPP but much shorter than the PPP, then a number of collibelogs or above the average can
hit the pulses of a data packet so that the collision proltgli¢viates from the average value. The
result is that the peak collision probability becomes digantly larger than the average collision
probability.

To avoid this undesirable effect, the user periods shoulchiosen such that collision clusters
are avoided, i.e., that collisions are uniformly distréaitalong the entire PPP. A general rule to
achieve this could not be found. Instead we develop two kgcirules:

(i) To break up collision clusters, we introduce a constraiat tfuarantees that after each collision
there is at least one pulse that does not experience a onlliBhis is achieved by choosing the
product of the time basg with the minimum difference between two user periods

Dmin - i,jg/l\/it%;ﬁj {’N’L - N]|}

to be larger than the width of the widest pulse, i.e.,

TD. . > AL
mm_ggég{ it

(i) If for packets with infinite duration the maximum collisiomgbability ]56(@') is larger than
the average collision probabiliti. (i), then this is even more the case for packets with finite
duration. The reason for this is that the achieved averagffegt is the stronger, the longer
the duration of the data packets is. Therefore, at leastdokgts with infinite duration the
maximum collision probabilitylf’c(z') should be approximately equal to the average collision
probability P.(4); this requires that the design rules in the previous seetierapplied.
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With this, the design rules for packets with finite duratioe summarized as:
e The time bas@” must be much smaller than the minimal pulse duraﬂnﬂAj.
je

e The user numberd;, V5 € M must be relative prime

> . R : . N
° TDmm_g%%c{Aj},whereDmm i,jgig#{w’ N;|}

An algorithm that generates user numbers according to thesign rules is given in Fig. 5.4.
This algorithm accepts the smallest user numieras a parameter and iteratively generates the
user numbersV, to N,,. In each iteration step, which is indexed hythe potential next user
numberX;, , is computed as the sum;,, = N; + D,,. The numberN/, , is factorized and
the resulting prime factors are compared with the set of @fi@actors that is contained in at least
one of the previously determined user numhgys-: - - , V;. If there is one matching prime factor,
this implies thatV; , is not relatively prime to each element{¥, - - - , V;}. Therefore, the next
larger valueN;,, + 1 is considered as the next potential user numigr,. Otherwise, if there
is no matching prime factor, theN;, , is accepted as the user numbBér,; and its prime factors
are added to the list of prime factors that are present inagt lene of the number, - -- , V;.
The algorithm terminates when the largest user numygris computed. The user numbers that
are generated by this algorithm are used for simulationseo€orresponding collision probability.
The corresponding simulation results are discussed inoll@ving section.

Algorithm:

Start PrimeFactorList Factorize(N;)
fori:=2toi=M

N; := N;_1 + Duin

Label PrimeFactors Factorize(NV;)
if CommonEntries(PrimeFactorList,PrimeFactors) = true

gotoLabel

end
PrimeFactorList= Unify (PrimeFactorList,PrimeFactors)

Stop end

Subfunctions:

(set of integers) Factorize(integer)
% Returns the set of prime factors of the argument.

(boolean) =CommonEntries(set of integers, set of integers)
% Returns true if the two arguments contain at least one common
element and false otherwise.

(set of integers) Wnify (set of integers, set of integers)
% The result is the union of the two arguments.

Fig. 5.4. An algorithm to generating relative prime numb#&ts according to the design rules for finite
packet durations.
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5.4 Simulation

In this section we illustrate the effect of the design ruleegiin Subsection 5.3.2 for both the case
of data packets with infinite duration and for the case of gatekets with finite duration. The
additional rule from Subsection 5.3.2 that is not needegémkets with infinite duration has no
effect for packets with infinite duration. This allows us &etthe same design rule for packets with
infinite and finite duration.

5.4.1 Infinite Packet Duration

To see the benefit of choosing the user periods accordingtortdposed design rules we compute
the CDF of the collision probability for three different sefsuser numbers for a total number of
M =10 usersA; = 507", with the normalized time baské = 1, and the desired user indéx- 5.

Relative Prime User Number$he user numbers are generated by the algorithm given in Fig.
5.4 which is called with the paramete?§ = 6001, M = 10, D,,;, = 60. The generated user
numbers are{ Ny, N, ..., Nig) = (6001,6061, 6121,6181,6241,6301, 6361, 6421, 6481, 6541).

The resulting average collision probability (5.38)As(i) = 0.0695, the peak collision probability
given by (5.40) yields,(i) = 0.0709.

Equidistant User Number3he user numbers are defined as an increasing series defined by
N;11 = N; + D, with N; = 6000 and D = 60. With this, the user numbers afg = 6000, Ny =
6060, ..., Ny = 6540. The resulting average collision probability /%.(i) = 0.0695 and the
peak collision probability yields?c(z') = 0.2124. Note that these user numbers share the common
divisor F; = 60; this is the reason why, (i) is significantly larger tham®..(i).

Identical User Number&All user numbers are identical and chosen such that the geeal-
lision probability is the same as for the equidistant andtiet prime user numbers given above:
N; = N; = 6265. As desired, the average collision probabilityfis(i) = 0.0696. The peak colli-
sion probability isP.(i) = 1. This is an obvious result because identical user numbersspond
to TDMA (time division multiple access) without a contrallechedule; hence, with a certain prob-
ability all the transmitted pulses of the desired usere subject to collision, which implies that
P.(i) = 1.

The actual collision probability”.(i) expressed by (5.37) depends on the realization of the
asynchronism{z,,}. Its CDF is shown in Fig. 5.5 for the three given sets of userbenn For
identical user numbers the collision probabilfgy(i) is either0 or 1 depending on the asynchro-
nism which determines if all pulses or no pulse of us& subject to collision. For the set of
equidistant user numbers, with the common faétprthe collision probability”.(i) depends also
on the asynchronism but to a much lesser extent than for th&ichl user numbers. An almost
constantP,(i) with P.(i) ~ P,.(i) is achieved for the set of relative prime user numbers. This
confirms that the proposed design rules are appropriataidt however be noted that the variance
of the collision probability is not dramatically larger faser numbers that share some common
factors. Hence, a practical system would not lose much mg@&f QoS (quality of service) if some
factors are common to several user numbers.

5.4.2 Finite Packet Duration

The additional design rule presented in Subsection 5.22ifgs a minimum difference between
user numbers and is aimed to keep the collision probab#itypach as possible independent of the
asynchronism even for packets with finite duration. Thegipile of this rule is to break up collision
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Fig. 5.5. CDF of the collision probability.(i). The CDF depends on the asynchronigm,, }, for which
10000 realizations are considered. There afe= 10 users.

clusters by introducing a minimum distance between useteusa To show the efficiency of this
rule we compare two sets of parameters, one where the rul@aged and one where it is satisfied.

Minimum Distance Rule Violatedfhe pulse duration is\; = 15 ns,Vj € M, the number of
usersisV/ = 10. The time base is set 6 = 1/8 ns. The minimum distance rule would require that
Doin > %m%{Aj}, i.e.,Din > 120. To violate this constraint we sét,,;, = 1. Furthermore, the

je

user numberV; is set to/NV; = 8001. With these parameters, the algorithm in Fig. 5.4 genethtes
user numbergN,, Ns, ..., Nig) = (8001, 8002, 8003, 8005, 8009, 8011,8017,8021, 8023, 8027).
For the desired user index= 1, the minimum distance betweéw;, and any other user number
N; yields Dy, = 4%11'#4{\Ni — N,|} = 1. Hence, the longest collision cluster consists of
1,7€ SUFE]

A /(T Dyin) = 120 subsequent collisions.

Minimum Distance Rule Satisfied’he parametera\; = 15 ns,Vj € M, M = 10, and
T = 1/8 ns are the same as above. Implementing the minimum distalecearresponds to setting
D = 120. With the user numbel; set toN; = 7501, the algorithm in Fig. 5.4 generates the
user number§N;, Na, ..., Nig) = (7501, 7621, 7741, 7861, 7981, 8101, 8221, 8341, 8461, 8581).

The collision probabilityP.(7) is simulated fo00 realizations of the asynchronisfm,, } and
for different numbers of pulses per packet, namgly= 50, 200, 1000, 10000. If the minimum
distance rule is violated, i.e., ,,;, = 1, the CDF is flat in particular for small values éf, see
Fig. 5.6(a). This is because collision clusters includihghast120 colliding pulses can occur if
the realization of the asynchronisfm,,} is unfavorable. For a packet with length = 50 this
results in a peak collision probability, (i) = 1.

Fig. 5.6(b) shows the CDF of the collision probability for ihglemented minimum distance
rule. Collision clusters are broken up which reduces the tagase collision probability consid-
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Fig. 5.6. CDF of the collision probability’.(i). The CDF depends on the asynchronigm,, }, for which
500 realizations are considered. The parameters are faV{ay 8001, Dy, = 1, M = 10,7 = 1/8 ns
andA; = 15 ns and for (b)N; = 7501, Dyin = 120, M = 10, T = 1/8 ns andA; = 15 ns. The user

numbers are generated by the algorithm given in Fig. 5.4.

erably. We observe that a nearly constant collision prdinal$ obtained only for longer data
packets.

5.5 Conclusion and Outlook

In this Chapter RDMA was introduced as a scheme for uncoomtinatdultiuser access. The ba-
sic idea was explained and design parameters for quasnialgpierformance were proposed. As a
measure of performance, for simplicity, the collision pbliity was used instead of the BER. The
average and the peak collision probability was derivedirhed out that the peak collision prob-
ability depends on the time asynchronism between the uevas pointed out that the average
collision probability is equivalent to that of a corresporgirandom based access scheme. From a
QoS or outage probability perspective it is desirable thatgeak collision probability is close to
the average collision probability. This can be achieved hyosing the user periods according to
specific design rules, which are derived in this work.

As mentioned, for simplicity, the collision probability waonsidered instead of the BER that is
a more direct performance measure. In [70] it was shown bulsition that a collision probability
that is insensitive to the time asynchronism between udsosrasults in a BER that is robust to
variations of the asynchronism.

We conclude that from a performance point of view, RDMA is daralative to existing random
based multiple-access methods. Furthermore, as the msg®ps are equidistant for a given user,
RDMA allows simpler signal acquisition than random baseaasschemes.
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A particular property of the discussed RDMA scheme is the despendent throughput, which
is determined by the pulse rat¢7; = 1/(N,,T"). One approach to achieve about the same average
throughput for each user is to switch the pulse rate betwserdifferent rates. This can be done
by dividing the data packets into blocks and to transmitetéwck with odd and even index with
a pulse rate that is lower and higher than the average puksaeapectively. A detailed description
of this method can be found in [72].
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A. Acronyms

APDP
AWGN
BEO
BEP
BER
BPSK
BRDMA
CDF
CDMA
CIR
CRDMA
ECP
GML
GMLR
GSC
IR

ISI
LOS
MA
MIMO
ML
MLR
MLRP
MRC
MUI
NBI
NLOS
OOK
PPM
PPP
PDF
PDP
PSD
QoS
RDMA

Average Power Delay Profile
Additive White Gaussian Noise
Bit Error Outage Probability

Bit Error Probability

Bit Error Rate (empirical BEP)
Binary Phase Shift Keying

Burst RDMA

Cumulative Distribution Function
Code Division Mulitple-Access
Channel Impulse Response
Chip-Rate Division Multiple-Access
Empirical Collision Probability
Generalized Maximum Likelihood
Generalized Maximum Likelihood Receiver
Generalized Selection Combining
Impulse Radio

Intersymbol Interference
Line-Of-Sight
Multiple Access
Multiple Input Multiple Output
Maximum Likelihood

Maximum Likelihood Receiver
Maximum Likelihood Receiver with Partial channel statBormation
Maximum Ratio Combiner
Multiuser Interference
Narrowband Interference

Non Line-Of-Sight

On-Off Keying

Pulse Position Modulation

Pulse Pattern Period

Probability Density Function
Power Delay Profile

Power Spectral Density
Quality of Service

Rate Division Multiple-Access
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SIMO
SNR
TH
TR
UMP
UWB
2PPM

Single Input Multiple Output
Signal-to-Noise Ratio

Time Hopping

Transmitter Receiver

Uniformly Most Powerful

Ultra Wideband

Binary Pulse Position Modulation



B. Mathematical Symbols

B.1 Functions, Operators and Sets

complex conjugate

real part

imaginary part

convolution

tronspose

absolute value

integer part

if not integer rounds to next larger integer
maximum

minimum

a modulob operation

limes

signum

greatest common divisor

logical and

logical or

logical negation

for all

exists

a impliesb

a i1s mapped té

setA without B

is element of

is not element of

intersection

unification

expectation value of a random variable
Gaussian distribution with meanand variance?
Fourier transform

S(f) is the Fourier transform of(t)
Hilbert transform

si(t) is the complex baseband representation(of.
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B.2

erfc(-)

ARNZZO

complementary error function

the set of rational numbers

the set of natural numbers

the set of natural numbers includikg}
the set of integer numbers

the set of real numbers

the set of complex numbers

Variables in Part |

Ao
ag
ag
Qo
Qo
b(t)
B(t)
B

5

Ck

v
Vi
d;
d
D
A

T
ET’
Ez',r
Ey

Jo

I

gS
g9(t)
n(Tr)
n:(Tr)

i
k

L
n(t)
N(t)
N
No
P,
P,

path gain in units of dB

transmitted symbol

decision for symbot,

path gain

path gain associated with receiver antenna
channel impulse response realization
channel impulse response process

signal bandwidth

interference to noise ratio (INR)

random sequence of plus and minus one
signal to noise ration (SNR)

signal to noise ration (SNR) at antenna
distance between transmitter and receiver anténna
distance between transmitter and receiver antenna
energy spectral density of transmitted pulse
duration of the2 P P M time slots

energy per received pulse

energy per pulse received at antemna
transmitted energy per pulse

center frequency

integral during first 2PPM time slot

integral during second 2PPM time slot
shape of transmitted pulse

ratio of captured energy to received energy
ratio of captured energy to received energy for receiver
index of receiver antenna

symbol index

averaging duration to estimate the PDP
noise signal

noise process

number of receiver antennas

noise power spectral density

bit error outage probability

bit error probability
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P, power of narrowband interference
r(t) received signal including noise
s shadow fading variable
shadow fading variable in units @B
og variance of shadow fading variabte
o(t) Power delay profile of received pulse
T symbol duration
Ty integration duration
u(t) transmitted signal or narrowband interference signal
w(t) weighting function in noncoherent receiver
w; weighting factors for MRC
y(t) noise free received signal
2 decision variable for symbal,

B.3 Variables in Part Il

{Tm} notation for the sefx;, ...,z }

bi(t) channel impulse response from uger
A; duration of pulse from user

greatest common divisor of user numbéfsand.V;
received pulse shape from uger

index of desired user

index of any user

number of pulses within a data packet
index of any user

number of users

set of user indices

user number of user

i) probability that any user collides with user
i,7) probability that usey collides with uset
expectation ofP,.(7)

maximum of P,.()

N;/ F

received signal of user

time base

user period of user

set of asynchronisms

asynchronism between usieasnd userj
transmit signal of usef

S

—~
~

N—

ZIEIRTT

VT

& O
SCS

gﬁ ~
—

s
—~

~+
~—
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YV P(x)

reX

vV Pz,

zeX
yey

3 P(x)

reX

3 P,

zeX

yey

-V Pz,

zeX

yey

3 —P(x,- -

reX

ye.y

-3 P(z,---

zeX

yely

Y —P(z,- -

reX

ye.y

B.4 Logical Expressions in Part Il

for all z € X the expressio®(z) is true

forallz € X,--- andforally € Y, P(z,--- ,y) is true

there exists at least one € X such that the expression
P(x)is true

there exists at least onec X, ---, and at least ong € )
such thatP(zx, - - - ,y) is true

it is not true that for allr € X, --- and for ally € ),
P(z,--- ,y) is true (this is equivalent to the subsequent ex-
pression)

there exists at least onec X, --- and at least ong € )
such thatP(zx, - - - ,y) is false

it is not true that there exists at least onec X, ---, and
at least ong; € Y such thatP(x,--- ,y) is true (this is
equivalent to the subsequent expression)

forallz € X,--- andforally € Y, P(z,--- ,y) is false



C. Hilbert Transform

In this appendix are discussed some theorems on the Hillarsform, which are needed for
proofs in Appendix D. The Hilbert transform of the sigréd) is denoted by(t) =  {s(¢)}, and
is defined as

{s(t)};:i*s(t):/_oo L yar

7t

In the frequency domain this corresponds to

S(f) = —isgn(f) S(f).

Theorem 1 (Product of Signals — Bedrosian’s Theorem [6]}or signals «(t) and s(t) with
Fourier transformsU(f) and S(f) respectively, for which there exists a frequerfcyr Rt such
thatU(f) = 0for|f| > fiandS(f) = Ofor|f| < f;, the Hilbert transform of the produet()s(¢)
IS given by

{u(®)s(t)} =u@)  {s(t)}. (C.1)

Proof:  The Fourier transform of {u(t) s(t)} is —isgn f)[U(f) = S(f)]. Under the specified
conditions we have s@ifi) [U(f)*S(f)] = U(f)*[sgn(f) S(f)]. Inverse Fourier transform yields

{u)s(t)} =u) {s(t)}. O
Example C.1 A special case of this rule is

{u(t) cos(2m fot + )} = u(t) {cos(2mfot + ¢)}
= u(t) sin(27 fot + ), (C.2)

where we used the rule {cos(27 fot + )} = sin(27 fot + ). This latter rule can be shown by
using trigonometric addition theorems and the rulegcos(wt)} = sin(wt) and  {sin(wt)} =
— cos(wt).

Theorem 2 (Mirror) The mirrored signak(—t) has the Hilbert transform

{s(=t)} = =5(=1). (C.3)
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Proof:

Theorem 3 (Shift) The Hilbert transform of the shifted signglt + «) is

Proof:

{s(t+u)} =5(t+ u).

We use the definition of the Hilbert transform and get

O e

= 5(t +u).

e T+ u—1)

s(t)dr

(C.4)

(C.5)



D. Equivalent Baseband Transform

The purpose of this appendix is to derive a theorem for thelymbof a lowpass signal with a
passband signal. Tools for this derivation are the knowrespondences of the complex baseband
transform. An important aspect of the complex basebandsfiwam is that it is unique only if
the imaginary and real part of the considered basebandlsgna Hilbert transform pair. In the
relevant literature this fact is often not explicitly memted [49, 40]. Ignoring this fact can result in
erroneous conclusions. In this chapter the most importaes of the complex baseband transform
are derived under consideration of this fact and providesssidar the derivation of the product
theorem for the multiplication of a lowpass signal with agizsnd signal.

We denote the baseband signal that corresponds to a passgaatby putting the subscript
[. The transform from an arbitrary real valued sigs@) to the equivalent baseband sigrgk) is
generally given by

si(t) = {S(t)}zé[S(t)Jri {s()}]e7rer, (D.1)

and the inverse transform is
s = " {sit)} = aR {si(H)e (D2)

The properties that are required fronft) are discussed in the sequel. The variafglés denoted
the center frequency of the baseband transform and can assymeal value. However, for prac-
tical applicationsf is often chosen as the center frequency of the passband #igias to be
transformed into the complex baseband domain. The facesuals one in [49] ang/2 in [39].
We will choose its value to obtain the simplest possibleguteconvert operations on passband
signals into operations on the corresponding basebandlsigro highlight that(¢) ands;(t) are

baseband transform pairs we write) <= s;(¢).

Alternatively, we denote the transform from passband imtseband by : s(t) — s,(t). The
mapping is one-to-one, if and onlydft) € R; ands;(t) € C;", whereR, is the set of all pos-
sible real-valued functions, arit! is the set of complex-valued functions whose imaginary isart
the Hilbert transform of the real part (we denote this typsighals aaseband signaJsHow-
ever, for each signal(t) € C," there exist an infinite number of complex-valued signél$ ¢ C,"

(non baseband signals) such that! {g(t)} = “'{s;(t)}and { “{g(®)}} # g(t). As
an example, consider the signalg) = 1s(t)e ™" ands,(t) = 2[s(t) +i {s(t)}] e 27",
yielding “'{g(t)} = “HYsi()} =s(t)and { “'{g(t)}} = s(t). As a consequence of

this, it is allowed to conclude from(t) = a R { f(t)e™*™} thats(t) LB, £(#) only under the
premise thaff (t) € C;.
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In the frequency domain the baseband transform is exprdssed
1
Si(f) = ~15(f) +sgn(f)S(f)] + 6(f + fo)

— 2[1 +sgn(f + fo)lS(f + fo)
(D.3)

and the inversive transform is
S(f) = 51SUF = fo) + S (=(f + fo)): (D-4)

In the same way as for time-domain signals, we express badet@nsform pairs in the frequency
domain by writingS(f) <= S,(f).

Subsequently we give some rules that help to determine thiwadgnt baseband signal of a
given signal, or vice versa. The proofs of these statements@ducted by only using (D.1) or
(D.3). We refrain from making use of the inverse transforrpressed by (D.2) or (D.4), as it
provides a valid passband signal even when the signal tamhsformed is not a baseband signal.
To show that a pair of signals forms a complex baseband tvemgbair, the Hilbert transform of
the real part of the baseband signal must be performed, virnialicitly corresponds to relying on
(D.1) or (D.3).

We assume the arbitrary real valued sigrgts ands(t), the highpass signalt) with Fourier
transformP(f) and P(f) = 0 for |f| < f;, and the lowpass signalt) with Fourier transform

U(f)andU(f) = 0 for |f| > f,. Furthermore we assume thgt) LB, ai(t), s(t) LB, s1(t),

p(t) LB, pi(t), and thatu(t) LB, w(t). With these signals we can express the following rules for
equivalent baseband transform pairs.

Theorem 4 (Mirror)
s(—t) < (1) (D.5)

Proof:  Formally introducings;(t) as the equivalent lowpass signalsgf-¢) and replacings(t)
by s(—t) in the definition (D.1) yieldss)(t) = [s(—t) +i {s(—t)}]e !, Defining 5(t) :=

{s(t)} and using (C.3) this is expressedg) = [s(—t) — i5(—t)]e~"?"/o!; substitution with
—t = 7 yieldss)(—7) = [s(1) — i3(7)]e** 7. This is the complex conjugate ef(r), which is

by definitions;(7) =  {s(7)} = [s(7) + i3(7)]e” 27, i.e.,s)(—7) = s;(7). Back substitution
with 7 = —t yields s)(t) = s;(—t); hence, we can write;(—t) =  {s(—t)}, which completes
the proof. O

Theorem 5 (Shift)
s(t+71) P8, st + ) e (D.6)

Proof:  Formally introducings;(t) as the equivalent lowpass signal gt + 7) and replacing
s(t) by s(t + 7) in the definition (D.1) yields|(t) = [s(t +7) +i {s(t + 7)}]e~ /. Defining
5(t) ;== {s(t)} and using (C.4) this is expressedsg@) = [s(t + 1) — i5(t + 7)] e~*>"/0t i.e, by
si(t) = [s(t + 7) — i5(t + 7)] e27foT e=27Ho(t+7) This is equivalent ta)(t) = s;(t + 7) e>7/o7. O
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Theorem 6 (Convolution)

9(t) % s(t) L2 Sat) * st (D.7)

Proof:  In the frequency domain the convolutig(¥) x s(t) writes asG(f)S( f). With the defini-

tion of the equivalent baseband transform in the frequeoayain (D.3) we can express the equiv-
B,P

alent baseband signal(f) <— G(f)S(f)asZ(f) = L[1+sgn(f + fo)IG(f + fo)S(f + fo).
Hence,Z,( f) can be expressed as a function of the prodcf)S;(f); we express this product by
the passhand signat¥ f) andS(f) asGi(f)Si(f) = L[1+sgn( f+£o)2G(f+fo) S(f+fo), where

we have applied (D.3) two times. As+ sgr(f)]* = 2 [1 + sgn(f)] we getGy(f)Si(f) = %[1 +
B,P

sgn(f + fo)|G(f + fo)S(f + fo). Once again applying (D.3) yieldsx,(f)Si(f) «— G(f)S(f).
Inversive Fourier transform of this equation completespioof. O
Theorem 7 (Deterministic Correlation)

g(t) x s(—t) LN ggl(t)  s) (—t) (D.8)
Proof: Inserting (D.5) into (D.7) confirms the statement. O
Theorem 8 (Deterministic Autocorrelation)

a

g(t) % g(=t) < Zan(t) * gi (1) (D.9)
Proof:  Settings(t) = ¢(t) in (D.8) confirms the statement. O
Theorem 9 (Energy)

2
[¢wi=15 [latra (0.10)

Proof:  We write (D.9) in the formy(t) * g(t) = aR{(a/2)[gi(t) * g; (t)]e" 2ot} Settingt =
0 and with g(t) * g*(— t) = ffooo g(T)g*(T —t)ydr = [T |g(7)|*dr we get [~ ¢*(T)dr =
CR{G(t) * g ()] =0} = % [°_|g(7)|? dr, which completes the proof. O

Theorem 10 (Product of Lowpass Signal with Cosine Function}or any signal «(¢) with
Fourier transformU ( f) satisfyingU(f) = 0 for f > f. and for an arbitrary signal frequency
f. € RT we have the equivalent baseband transform pair

u(t) cos(2m fot + ¢) LB, u(t) e'? (D.11)

Proof: Insertings(t) = u(t) cos(2 fot +¢) into the right hand side of (D.1), and applying (C.2)
yields s;(t) = u(t)[cos(27 fot + @) + i sin(27 fot + )] e~ 2ot = y(t) !mfott¥) e=i2nfot 'which
simplifies to the statement. O
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Theorem 11 (Product of Lowpass Signal with Passband Signalffor signalsu(¢) andp(¢) with
Fourier transformsU (/) and P(f) respectively, for which a frequengy € R* exists such that
U(f)=0for|f| > f;,andP(f) = 0for|f| < f;, we have the equivalent lowpass transform pair

u(t) p(t) < u(t) pi(t) (D.12)

Proof: Insertings(t) = w(t) p(t) into the right hand side of (D.1), and applying (C.1) yields
si(t) =u)[pt) +i {p(t)}] e /ot = u(t) p,(t), which is equivalent to the statement.

O
General Product A simplification as provided by the above theorems could mofidund for the
product of general signals, hence for generic sigaglsandg(t) we must write

pB 1 : —i2m
9(t)s(t) == ~lg(t)s(t) +i  {g()s(t)}]e™ ot (D.13)
Stochastic Correlation Functions The connection between the correlation functions
E{g(t)s(t+ )} and E{g/(t)s;,(t+ 7)} is intricate in general and cannot be expressed in
such a simple way as e.g. the deterministic correlation([363).

Constant Factor Inspecting the expressions (D.7), (D.8), (D.9), and (D.%® observe that no
value fora can eliminate the prefixed factors. However, if we chase 1, the only appearing
factor is1/2, and moreover the smallest number of prefixed factors iSrddaThus we prefer the
equivalent baseband transform introduced in [49] overithf29]. To conserve the signal energy
under complex baseband transformatiors /2 would be the proper choice.



E. Chi-Square Distribution of Complex Random Variables

The sum of the squared magnitude of independent GaussidamavariablesX,,, with identical
variances? and possibly different means,,,

N
Y = Z |Xn|27
n=1

Is chi-square distributed. The corresponding PDF for vadded random variable¥X,, € R, is
given in [49] by

N=-2 24y
Py(y) = 2%2 (%) t e e (@%) (E.1)
wheres> = 32" m? and |,(z) is thea th-order modified Bessel function of the first kind. This
distribution is valid fors # 0 and is denoted the non-central chi-square distributiore Miean
value of Y isSE {Y} = No” + s, the variance is, = 2No* + 40”5,

For zero-mean random variables, i.e., fof = 0, the variabley is characterized by a central
chi-square distribution [49] with the PDF

1 Ny

Py(y) = —F—cy? e 22, (E.2)
ST (D

and has the mean valli{Y } = No? and variancer, = 2No*.
The generalization to circular distributed complex rand@mablesX; € C, with statistically

independent real and imaginary p&4X,, } and3{X,,} with variances? each and complex means
m, € C, is straightforward and based on the observation that

Y =3 Xl =) (R{Xa})?+ D (3{Xa})?

Is composed o2 N instead ofN sums. Hence the PDF of a sum of complex random varialles,
Is given by the non-central chi-square distribution

P =5 (L) 7

= 252

s2 S

7 Iy (\/g;> , (E.3)

with s = 3" | |m,|%. The mean value of is E{Y} = 2No? + s?, and the variance is2 =
4Not + 405>,
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The generalization of the central chi-square distribu{ier2) to complex random variables is
obtained in the same way through substitutivigpy 2/V such that

1 N-1_—3%
Py(y) = my e 22, (E.4)

The mean value i {Y} = 2N¢” and the variance is; = 4No".



F. Response of a Correlator to a Cosine Signal

We assume a correlation templdtg) which is multiplied by the received narrowband signal
u(t) = /2P, cos(2m ft + o). This product is integrated over the inter@l7;| and denoted as
Pub 1€,

Ty
Pu,b:/o u(t)b(t) dt. (F.1)

The template signdl(¢) is a real valued passband signal with enekgy The spectrum ob(¢) is
limited to the frequency intervaf, — B/2, f,+ B/2], with the center frequencj. The frequency,
f1, of the narrowband signal(t) lies within the spectrum df(t), i.e., u(t) represents an inband
interference.

In the sequel, we derive a statistical characterization,@fon the basis of the statistical prop-
erties of the templaté(t) and the phase,. For the sake of simplicity we define the normalized
template signab(t) := b(t)/\/E,/(2B), having the energyib(t)||> = 2B. Thus, the two-sided
energy spectral density oft) is unity. The Fourier transform df(t) which considers only the

integration interval0, 7;] is
T

B(f) = /0 b(t)e =™t qt.

This integral over the random received pulse shape weightddan exponential function can
be approximated by the sum of many statistically indepenhdemdom variables. From this con-
sideration and the central limit theorem it follows th&tf) is for any f a complex Gaus-
sian distributed random variable. As the real and imaginaayts of the complex function
cos(2m fot) — isin(2m fot) = e~*27/ot are orthogonal, it follows that the imaginary and the real
part of B( f) are statistically independent. Remember tifatis assumed to be bandlimited to the
frequency intervalf, — B/2, fo + B/2]. The spectruni3(f), however, is not bandlimited because
the considered interval, 77] represents a limitation on the time axis. For practical badths B
on the order oft GHz and integration duratiori; on the order of several tens of a ns, the time
bandwidth product; B >> 1. Hence, we can assume by approximation that the sped&Ufis
nonzero only forf € [fo — B/2, fo + B/2].

The energy of3(f) is identical to the fraction of the energy &fft) that falls into the interval
[0, T]], i.e.,

/_ T B(Pf = / ()2 dt = 2B (Ty). (F.2)

[ee]

The definition ofr(77) is given in (3.69). Note that the periall; is the duration of the support
of b(t). We assume further that for an integration interval shdhan the absolute channel delay
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F. Response of a Correlator to a Cosine Signal

spreadr,, the number of echoes that fall into the integration inteiséarge enough so thak(f)
can still be assumed to be Gaussian distributed forfaay| fo — B/2, fo + B/2].

For simplicity, we assume that within this frequency inténthe variance ofB(f), i.e.,
E {|B(f)*} does not depend ofi We thus obtain

Jfot+B/2 fo+B/2
/ B(f)Pdf = E { / |B(f)|2df}
fo—B/2 fo—B/2

fot+B/2 _
=/f E{|B(H)P) df

0—B/2
= 2BE{|B(f)]}.

(F.3)
On the other hand, with (F.2), we have
fo+B/2
[ IBOR df = 2B0(). (F4)
fo—B/2
This implies thaff {|B(f)|*} = n(T}). Thus, it follows that
R{B(N} LB}~ N(O0,0(T1)/2). (F.5)

125

We denote the complex baseband transformBef) as B;(f), with real and imaginary part

B,,(f) and B;;(f), respectively. From the definition of the equivalent basebaansform in
(D.3) witha = 1 it follows that B,,(f) = 3[1+sgr(f + fo)|R{B(f + fo)} and thatB; (f) =
%[1 +sgnf + fo)] {B f+ fo) } Both componentsBH(f) andB;,(f), are i.i.d. for anyf and

Gaussian distributed [49]. With (F.5) and because the gnefrghe signal is half the energy of
the equivalent signal in baseband representation, we edadhat the variance of these terms is

2n(T'I), hence ) )
Bia(f), Bra(f) ~ N(0,2n(T7)). (F.6)
To derive the distribution o, ;, we express (F.1) as a function Bf f):

- \/g / LB dt
- JE / (e g

=0
v, )

with U(f) and B(f) being the Fourier transforms aft) andb(t), respectively. To computé ( f)
we writew(t) in the form

u(t) = /2P, [cos(pg) cos(2m ft) — sin(go) sin (27 f1t)];

its Fourier transform is

U(f)I\/2_Pu{ 07 + 1)+ 0(F = f) eos(u) — L1507 + f1) — (f fz)]sm(wo)}
F8)
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To simplify the derivation we substituté( f) by its equivalent lowpass transform:

1

B(f) = 35BS = f1) + Bi (=(f + )], (F.9)

see (D.4). Note that for convenience, the frequency shifihénequivalent baseband transform is
set equal to the frequendy of the narrowband interference signdk). With (F.8) and (F.9) we
can express (F.7) as

pu,b - 28

— Pigr {%[BIU —2f1) + Bi (—f) + Bi(f) + By (f — 2f1)] cos(p0)

~SIB) + B (-~ 20 - Bf —2) - Bi(- s} . (10

£=0

U(f) * B,y

The above choice of the frequency shift in the equivalenebasd transform guaranties that the
termsB;(f — 2f;) andB,(—f — 2f;) are zero forf = 0 and for any choice of; from the signal
frequency bandf, — B/2, fo + B/2]. Thus,

| PuE;
Pub = AB

[R{Bi(0)} cos(io) + S {Bi(0)} sin(po)] - (F.11)

From this we conclude that,;, is a weighted sum of two statistically independent Gaussian
dom variables and, thus, Gaussian distributed with vaeanc

Uﬁ =E {Pi,b}
= E { BZ,(0) cos®(¢0) + 2B,.1(0) Bi4(0) cos(gpo) sin(o) + B7,(0) sin* (o) }

)

E {BTQ’l(O)} cos?(¢g) + E {Bﬁl(O)} SinQ(gpo)}
P,E,

= 15 [2n(T1) cos® (o) + 20(Tr) sin® ()

_ Pu ET‘TI(T])
2B ’

(F.12)

In this derivation we used the statistical independenchefandom variableB,; and B;, as well
as (F.6). With (F.12) and singe, ;, is Gaussian distributeg,, , is characterized by

Pu Er n(TI)

This result is confirmed by simulation. Note that the rediczaof p,, , is a deterministic function of
the current channel realizatidit) and the phase, of the interference signal(¢). The variance
of p,, is the product of the one-sided energy spectral densjtyB of the templateb(t), the
captured energy ratig(77), and% of the interference poweP,. The factor% appears because
the interference signal(¢) in (F.1) which is a sine function, is orthogonal to half of tsignal
components of(¢) that lie on the spectral line with frequengy.



G. Theorems from Number Theory

The following theorems are derived by the author; they shda available in possible, another
form in the group theory literature, e.qg., [47].

Theorem 12 For any pair of relative prime numbeys ¢ € N there is exactly one elementn the
set

AZZ{CLEN()

bglzap = bq + 1}

that satisfies
0<d<q. (G.1)

Furthermores and g are relatively prime.

Proof:  With the setQ := {z < ¢|z € Ny}, the expression

Y300 =bg+d (G.2)
deQ

is always true asp € Nj, and sincéyq + d can assume any natural number. Now we assume, by
hypothesis, that there exist two different numbeE € Q satisfying

5p=bg+d (G.3)

andd’p = V/q + d, respectively, for a fixed € Q and arbitraryb, v’ € Z. If this hypothesis was
true, it would follow that(d — 6")p = (b—b')q. However, ap andq are relative prime, the equation
(0 —d8")p = (b—V)q is satisfied only if(6 — ¢’) is a multiple ofg, which is in contradiction with
the assumption that 0’ € Q. Hence, the above hypothesis is wrong and we conclude thahfo
d € 9, (G.3) is satisfied for at most one elemént Q. From (G.2), we infer that for any € O
there exists exactly oné € Q; this implies that exactly oné € Q must exist for whichi = 1;
this is equivalent to the first statement of Theorem 12.

Furthermore it must be shown thatand thej which satisfies (G.3) forl = 1 are relative
prime. We show this by assuming the opposite, namelyithatq are not relative prime, i.e., that
ged(d,q) = g > 1, i.e., thatd = g0” andq = g¢¢”. Inserting these products férandq into the
equationp = bg + 1 yields,d"gp = bq" g + 1, this is equivalent té”p = bq” + 1/g. This equation
has no solution because the tetjly ¢ Z. Hence the assumption made thaindo are not relative
prime, results in a contradiction, which proves thaindj are in fact relative prime. O
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Theorem 13 For any pair of relative prime numbeys ¢ € N ands € Z, the set

A(s) := {a € Z‘bglzap:bq—l—s} (G.4)
Is equivalent to
A(s) ={kq+sé|k € Z},

with § € Ny, 0 < § < g andged(d, ¢) = 1. An equivalent representation of this is

A(s) = {aq + d(s) ‘a € Z,0 <d(s) <q,d(s) € NO} : (G.5)
A specification of the functiodys) is not needed and is therefore skipped.
Proof: Withbg+ s = (b+ |s/q])g+ (s mod q), settinge := b+ |s/q] andd := s mod g,
(G.4) can be reformulated as

Al(s) = {GEZ‘ gzap:cq+d}, (G.6)

with d € Nand0 < d < ¢. The numbers € Z that satisfchHNOap = cq + d can be expressed as
a linear combination of the numbeis= 7Z satisfying the homogenous expressciggzp = ¢q and
the number$ € N, satisfying the inhomogeneous expres%%qdp =¢éq+1,1.e.,a = na + da,
with n € Z. Hence, for any: € Z,

A(s) ={ka+dilk € Z}. (G.7)
The solutiona of the homogeneous equatioeﬁN ap = ¢q is periodic with period;. This follows
C 0

because ifi satisfies the expressio_r% ap = ¢q thena + ¢ is also a solution of this expression.
ceNp

The solutioni of the inhomogeneous expression is also periodic with gerid his is because the
sum of the solutiong anda is again a solution of the inhomogeneous expression andibecthe
solutiona is periodic with period;. From this property we get the general solution by pulttirey th
lowest nonzero solution,

d:inf{aeN

= ap:cq}zq,

ceNp
for the homogeneous equation and the lowest nonzero sojutio

d:inf{aEN

3 ap:cq—l—l}::é,

ceNg

for the inhomogeneous equation into (G.7). With Theoremsiating thatd < @ < ¢ and
ged(d, g) = 1, the theorem is proved. O

Theorem 14 Given the numberg # r, with [, € Z and|l — r| < ¢, a pair of relative prime
numbers, ¢ € N, then the sets

A(d) = {a S/ ‘bflzap =bg + d} ,deZ, (G.8)
€

satisfy
Al N A(r) = {}. (G.9)
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Proof: According to Theorem 13,
A(d) = {kq+ do|k € Z},
with 0 < § < g andged(d, q) = 1. Thus, (G.9) is satisfied iff

- 13 ng + 10 = mq + rd. (G.10)

li=r|<q
m,ne”

Without loss of generality it can be assumed that [. Definingv := [ — r andn’ := m —n,
(G.10) is equivalent to
- 3 nqg =09,
n'€Z
veN
v<q

this is always satisfied, given the assumption thatq andged(d, ¢) = 1, because the product
does not contain the factor O



H. Statistical Independence of Multiple User Collisions

Asin (5.13) and (5.14), let

La,;

Kij= U Ki), i #5.

I=L;
and
’Ci,j(l> = {/{71 =/

kjﬂezkz@i = k;Q,; ‘H} ;]

with @;,Q; € N relative prime and witlb < I < ;. Then the following expressions can be
shown to be equivalent:

(kl € K:m‘) A (k‘z € ]Ci,j/)

Lo, Ly 1

ke |JKu0n | K

I=L1; V=L,

Loy Loy

ke U | Ku@nKip@). (H.1)

I=L1j '=Ly

Using Theorem 14 in Appendix G, which states that (1) N KC; ;(r) = {} fori,j € M,
0 <l,r < Qj, andl # r, it can be shown that the intersection terkis (/) N KC; ;+(!') in (H.1) are
disjoint, i.e., tha{/C, ; (1) N IC; (1)) N [K;; (1) N IC; j(I")] = {} for ' # {". This property allows us
to express (5.33) as

Lo L2)j/
Pl(k; € Kij) N (ki€ Kip)l =P ke | |J Kij@)nKi ()
I=Ly; V=L, ;s
Lo LQ’j/

= > > Pk Kij()nKiy(I). (H.2)
I=L1; I'=L, ;s
According to (G.5) in Theorem 1%, ;(!) can be expressed as

Kij(l) = {nQ; + 6 (1) In € Z,0: (1) € No, 0 < 6;5(1) < Q;}, i # J, (H.3)
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where, ;(I) depends or);, ();, and(. This expression is applied two times in the follow
derivation:

Kii(1) N Koyl ki€Z| 3 kQi=kiQ;+1=k Qj+z'}

kjkj €L

kj, kj,ez

A (ki Qs = Ky Qy + 1 — l)}

ki € kj’geZ(kiQi = k;Q; +1)

A (kj =nQj + 6 (I" — l)}
k’ 6 Z’ El lez - anQj/ ‘|‘ dej,j/(l/ - l) + l}
={aQ;Qy +d|a€Z,deNy,0<d<Q;Q;}. (H.4)

-4
{kl ez (kQ: = k;Q; + 1)
{ie
{

131

ing

Note thatd is a function ofl, I, @);, andQ;. We observe that ever§),;(,-th integer number

is contained in the se€; ;(1) N K; ;(I'), hence, under the assumption thhat Z is uniformly
distributed we get

1
J J Qij’
Inserting (H.5) into (H.2) yields
Ly 24 (Lo — Luy+ D)(Lay — Liy +1)
Pl(ki € Kij) A (ki € Kiye 29— 20 WL T
f LRPYPIE T h 2.0
(H.6)

comparing this result with (5.18) shows that
P[(kﬁl c ,Cz}j) VAN (l{?Z € IC@j/)] = P(lfZ € ’Cz,y)P(kz € ,CZ‘J'/)

and therefore proves the statistical independence of teteh; ¢ £, ; andk; € K, ;.
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