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Abstract - In this paper, a variety of architectures for the discrete 
wavelet transform (DWT) is examined to derive an efficient VLSI imple- 
mentation. The comparison leads to a lattice filter structure which uses 
single steps of the CORDIC algorithm. Due to the modular structure 
of the proposed architecture, this approach is especially suited for full 
custom design style using module generators to automate the manual 
design process. 

INTRODUCTION 
In recent years, wavelet transforms have gained a lot of interest. 

In this paper, architectures for the DWT are compared. The straight 
forward approach to realize the filter functions H ( a )  and G(x)  of 
the DWT is the implementation as transversal filters. In the follo- 
wing, a polyphase structure for the filters is applied with the notation 
H ( z )  z Heven(z)  + z- 'Hodd(z),  see e.g. [9] .  The associated fil- 
ter with 2n multipliers for the transversal filter approach is given in 
Figure 1. In order to reduce the number of multiplications, an FlR 
filter structure is proposed in [16], which makes use of the conjuga- 
tion property of the wavelet filter coefficients: hi = (-1); gnPl-i, see 
Figure 2. This architecture needs only 1.5n multipliers such that 25% 
of the hardware resources compared to the previous approach can be 
saved [ 161. Alternative to these transversal filters, lattice filters, pro- 
posed by Vaidyanathan and Hoang in [5],  further reduce the number 
of multiplications. The associated lattice filter for a DWT of length 
n = 4 is shown in Figure 3, which needs n multipliers for the rotations 
plus 2 multipliers for the scaling factor K .  The scaling factor could 
be implemented only once, using multiplexers but this would limit 
the throughput of the filter by a factor of two. For the comparisons 
in this paper, the architectures are presented in a way, that the same 
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throughput for each architecture can be achieved by pipelining of each 
word level addition to give a fair comparison. Additional savings can 
be made if we do inot follow this principle in certain cases, but these 
savings will not infuence the conclusions of this paper. 

Even H 

Figure 1 : Transversal filter. 
Even H 

Qj 
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Figure 2: Efficient transversal filler. 

Figure 3 Lattice filter. 

In [ 171, binomial quadratur mirror filters are used which furthermore 
reduce the number of multiplications to the expense of additional add 
operations compared to the previous architectures, see Figure 4. This 
methodology is applicable for the special case of orthogonal wavelet 
filters, e.g. in the case of Daubechies' wavelets of length n. In this 
case H ( x )  has p = n / 2  zeros at z = -1 and G ( z )  has p = n / 2  
zeros at z = 1, respectively. Note, that p describes the number of 
vanishing moment,s. With the implementation of (1 + z - l ) P  or (1 - 
z - I ) P  being very simple, the computational complexity is essentially 
influenced by the rest of the transfer functions. For the Daubechies' 
wavelet transform of length n = 4 only two multiplications with fi 
are necessary. The quantization of the coefficients determines the 
number of shift ancl add operations. While quantization does not affect 
the vanishing moments, the other important property of the wavelet 
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transform, namely orthogonality (perfect reconstruction), is lost (for 
the full wordlength) because of the approximation of the coefficients. 

Using lattice filters instead, orthogonality is not violated. However, 
after the quantization of the lattice coefficients, the moments of the wa- 
velet coefficients usually do not vanish anymore. The only possibility 
to conserve the most important first vanishing moment, that guarantees 
the wavelet being zero mean, is to choose the sum of lattice rotation 
angles being -45": = -45". This can be found in [4] in detail 
with a design method for orthogonal wavelets taking an efficient VLSI 
implementation into consideration. The basic idea is not to quantize 
in the domain of scalar coefficients, but in the domain of rotation ang- 
les. An elementary rotation of angle as is realized by one step of the 
CORDIC-algorithm, with as = arctan2Zs. This is usually written in 
matrix form as follows: 

1 '  1 cosa - s ina  1 1 --(T,2-, 
s i n a  cosa ] = ,/- [ g,2-s R ( a )  = 

For the Daubechies' wavelet transform of length n = 4 the angles 
60" and 15" can be realized by the approximation of (-ao -a2 = 
-59.03 M -60" = PI and a2 = 14.03" M 15" = P2), see Figure 5. 
Further examinations of this approximation in comparison to the DWT 
with exact angles can be found in [4]. Thus, only 3 CORDIC stages, 
which consists of two shift and add operations per stage and the shift 
and add operations of the scaling factor, have to be implemented. 

\ 
\ 

Figure 4: Binomial quadratur mirror filter. 

Figure 5: CORDIC lattice filter. 

The hardware expense of the first three architectures could be esti- 
mated using the number of multiplications. Due to the additional 
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number of additions in Figure 4 and 5 and the fact that the coefficients 
are time invariant and can be implemented omitting zero bits for the 
multiplication, a mcre detailed analysis is carried out in the following. 
The coefficients are assumed to be realized with canonical signed di- 
git code (CSD). Thus, a minimum number of adders is used for each 
coefficient because series of one’s are replaced by only two non zero 
bits. 

In the following table the number of adders is listed for several 
wordlengths w. 

Table 1: Number of adders using CSD for each coefficient of wordlength 
W. 

2. Efficient 
Pol. Filter 

25 
38 28 
4.4 32 

3. Bino. 4. Classical 5. CORDIC 
QMF Lattice Lattice 

16 8 8 
16 14 10 
18 20 10 
20 22 10 
22 24 10 
22 28 12 

Obviously, the predicted difference of the required hardware resour- 
ces of architectures 1 , 2  and 3, still hold on the level of shift and add 
operations. The binomial QMF has a certain hardware offset due to 
the number of addilions needed to realize the FIR filter part. If the 
wordlength increases, the realization of the multiplication by 6 needs 
additional adders. 

Similarly, the implementation of the CORDIC based approach needs 
only additional digils for the improved accuracy of the scaling factor. 
As shown in Table 1, the CORDIC lattice filter saves between 60% 
and 75% of the additions compared to architecture 1. This is the 
main reason to choose this architecture our VLSI implementation. 
Additionally, the CORDIC stages lead to a modular design and very 
dense layout as shown in the following section. 

VLSI IMPLEMENTATION 
In this section, the implementation of a processing element and related 
aspects for the proposed architecture are presented. In [7,9], the con- 
trol flow of folded VLSI architectures is examined. Folding is used to 
improve hardware utilization of the filterbank because downsampling 
reduces the number of computations in each stage. In [9], Parhi and 
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Nishitani compare two types of architectures, a word level folded ar- 
chitecture and a digit-serial architecture. If latency plays an important 
role the word level folded architecture should be preferred otherwise 
the digit-serial approach due to simpler and local interconnections.The 
filter stages with few parallel digits need less area than a full parallel 
implementation. Taking these results concerning the control flow into 
account, we focus our examinations on the data path of the CQRDIC- 
based implementation for both, the word level folded and digit-serial 
architecture. 

The wordlevel parallel implementation uses one stage of the filter- 
bank for the data computed in all stages of the filterbank. Thus, a 
processing element with a high throughput rate is needed compared to 
an unfolded or digit-serial version. 

In order to achieve high throughput rates, the carry ripple path of 
a wordlevel addition has to be reduced. This can be achieved by 
two methodologies. Either redundant number systems are applied 
like carry save or like the signed digit number representation or the 
carry ripple path of the adders is pipelined using two’s complement 
representation. In the first case, the propagation delay of an addition 
is reduced to those of two basic modules and is independent of the 
wordlength, but twice the number of adders and interconnections are 
necessary. In the second case, a register distribution is necessary which 
limits the carry path to b bit. The variable b adjusts the design to the 
specified throughput. Usually, the register distribution of data path 
designs is determined by cut-sets rules or as used in [13], but here 
a parameterized architecture with the variables b, w and s has to be 
examined. Therefore, we use another methodology from [lo, 111. 

Let wp( i, j ) ,  we( i ,  j )  be the number of latches of a path p or edge 
e form node i to j. The index e is omitted in the following. Figure 
14 contains the abbreviations and indices being used in the following 
considerations. The two equations below represent all possible directed 
paths for the upper part of the architecture 

wpl(ini,outj) = w(ini ,  f U i )  + W ( f U i ,  f U j )  + W ( f U j ,  O Z t j ) .  

w,+, Outj)  = w(ini, fa;) + W ( f U i - , ,  fixj) + W ( f U j ,  O U t j ) .  

The symmetry 20 (in;, Outj) = wp2(in;,  Outj) leads to the equation 
w(ini ,  vui)  = ?ij(zni, v ~ ~ - , ) + ? i j ( v ~ ~ - , ,  ~%~)--zu(vu~, vuj ) .  Ifasystolic 
bit level architecture is required each full adder has one register at the 
carry output, such that ~(v-ui-,,vaj> = j - i + s and w(ini,vui) = 
1 + s if one register is assumed on the edge e( ini ,  vki-,), see Figure 
12. Otherwise, if the carry path is reduced to only b bit, we obtain 

P1 
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~(vkzi-.,vai) = [ j / b ]  - [(i - s ) / b ]  andut(ini,vai) = [ i /b ]  - [(Z - 
s ) / b ] ,  see Figure 13. The value wpl(ini ,  outj) - ~ ~ ~ ( i n i - ~ ,  outi) = 1 
for the systolic case; means that data of neigbouring digits have a skew 
of 1 clock cycle. 

w(in,va)=s+l 

\ 

Figure 12: Systolic rotation. Figure 13: Reduced cany path. Figure 14: Considered paths. 

Figure 16: Bitwise 
interleaving. 

Figure 17: Wordwise 
interleaving. 

These results can itlso be found applying the usual cut-set rules to the 
signal flow graph, see Figure 15 (moving negative and positive registers 
by cut sets), but here, a parameterized architecture with parameters b, U, 

and s was analyzed. With regard to module generators, evaluations 
based on equations are more useful than moving registers in SFGs by 
hand. 

The straightforward approach to implement the rotations applying 
the floorplan of the signal flow graph (SFG) in Figure 5, leads to 
channels for wires for all UI bits, see e.g. Figure 15. The area necessary 
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for the routing channel can be reduced drastically if the architecture 
is modified on the bit level. Bit level architectures are known from 
e.g. [13]. In [14], an efficient bit level approach is presented, which 
rearranges the full adders such that binary rotations with a bitwise 
interleaving of the signal lines are used, see Figure 16. 

Another bit level rearragement is shown in Figure 17. The interlea- 
ving of the single full adders is replaced by a horizontal interleaving of 
wordlevel additions and a bitwise interleaving of the signal lines. The 
size of the interconnection network only depends on the shift s and is 
identical zero if a rotation of 45" is realized for both rearrangements. 
However, wires to realize the shift in Figure 17 are shorter in general 
because the wires of the Figure 16 connect adders with twice as many 
adder cells in between. For this reason the architecture proposed in 
Figure 17 is used for the implementations in this paper. 

Obviously, the two different methodologies of interleaving have not 
only influence on the interconnection network but also on the final 
format (height and width) of the design. The architecture of Figure 
16 will result in a layout with approximately the same format than the 
primary one of Figure 15, whereas the approach of Figure 17 results in 
a layout with half the width but double the length. This fact combined 
with further floorplanning considerations may influence the choice of 
the suited architecture in a general case. 

MODULE GENERATOR AND RESULTS 
In this section, a module generator and the produced layouts are pre- 
sented. The digit serial approach divides the number of parallel digits 
by 2 after each stage of the filterpair G( z )  and H (  2) .  Thus, the imple- 
mentation of each rotation depends not only on the parameter s but also 
on the dataformat. Although, the design consists of modular CORDIC 
stages, a fully handcrafted implementation would enforce the manual 
design of each rotation due to the variations of these parameters. This 
very time consuming process could be avoided if the layout of an ar- 
bitrarily CORDIC stage would be generated automatically. A module 
generator for a parameterized CORDIC rotation was developed using 
the Cadence Design Framework with the Skill programming language. 
The program consists of instructions on how to build up the layout 
of a rotation by abutment of basic cells. If the cells are modified in 
the design using hierarchy the program will produce a correct design 
without further modifications. Wiring is generally realized by cells 
which are placed on top of the other if necessary. Thus, if the design 
has to be changed the designer has only to deal with the modifications 
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of cells. A bit slice architecture was used which led to a regular de- 
sign on bit level. Pis the scaling factor is implemented twice to avoid 
a bottleneck in the design, the scaling factor differs from a rotation 
only by wiring. The choice between a CORDIC rotation and scaling 
factor could easily be implemented in the generator program becmse 
the selection of diflkrent wiring cells is sufficient. 

In order to use a bit slice structure, the wiring to realize the multi- 
plications by 2-" c m  be realized by cells as shown in Figure 9, instead 
of wires which cross several bit slices. These modular wiring cells 
realize a shift over several bit slices by abutment and need less area in 
many cases than straight horizontal and vertical wires. 

Figure 9: Shift wire cells for an area efficient bit slice structure. 

We choose a woirdlength of 16 bits for our implementation for the 
following reasons. For an image processing application, the pixel 
resolution of the image is typically 8 bit. The energy compression in 
each stage of the IlWT enforces 3 additional bits (three stages) for 
at the most significant part of the word. Additionally, due to the 45" 
rotation another bit is necessary because the scaling by 1/2 has to be 
considered. Furthexmore in order to reduce finite wordlenght effects 4 
digits are added at the least significant part of the word. These effects 
are examined in [8] for CORDIC stages. 

Thus, the data p'ath of a DWT for both the digit serial and world 
level folded architecture can be realized in few hours with this module 
generator. A resulting layouts in lp technology is shown in Figure 
11. The density OF the design of Figure 11 is 3965 transistors per 
mm2 with a size of 1.7~1.1"~ and a number 7456 transistors. This 
is comparable to thle design of a single 16 bit fix point multiplication 
in size and complexity what underlines the efficiency of the derived 
design. 

CONCLUSION 
In this paper, we examined the properties concerning full custom VLSI 
implementation of filters for the DWT. We showed that the proposed 
CORDIC based lattice filter results in a very efficient implementation 
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Figure 1 1 : Layout of a parallel implementation of G( z )  and H (  z ) .  

using less silicon area than the architectures !known from literature. The 
analysis of the architecture on different abstraction levels enabled us 
to produce a VLSI suited design considering aspects like pipelining, 
interleaving of additions on bit level and modularity. Furthermore, 
due to the modular structure of the architecture, a module generator to 
generate arbitrary designs automatically was developed. The presented 
methodology cannot only be applied to filterbanks specified for the 
DWT but to classical lattice filter architectures in general. Future 
research will focus on how to generalize this methodology for DSP 
synthesis. 
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