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Abstract

This dissertation investigates various aspects of network design andngdon future in-vehicle data
communication. The major issues addressed are network architecturepatmtodesign, network di-
mensioning, and resource-efficient streaming by means of traffic ghapthvideo compression in driver
assistance camera systems. Concerning the network architecture aodyatesign, standardized com-
munication protocols from the IT domain are analyzed with respect to thehictgecommunication
requirements. A heterogeneous and all-IP-based network architézinteoduced in two different rep-
resentative network topologies as candidate parts of the future ovekadhiole network. Motivated by
the fact that the car is a closed network system where all applications eindrinsmission scenarios
are known a priori, a static network dimensioning method is derived analytiaatyverified by a self-
designed simulation model. Quality of Service and resource usage areethalthe proposed network
topologies. Traffic shaping is used to reduce the required networkineesand consequently the cost.
A novel traffic shaping algorithm is presented that outperforms othdictskfapers in terms of resource
usage when applied to variable bit rate video sources under certainggpmostraints. Video compres-
sion algorithms are investigated in driver assistance camera systems tofigeireshsuch that negative
effects on the system performance are avoided while the overall oesasage is reduced. Finally, an
experimental prototype is introduced that demonstrates the applicability ofdpeged IP-based network
in areal car.

Zusammenfassung

In der vorliegenden Arbeit werden Konzepte tlie zukinftige Datenkommunikation im Fahrzeug ent-
wickelt. Dabei liegen die Schwerpunkte auf dem Entwurf der Netzardhitekd -topologie, der Netz-
dimensionierung, der ressourceneffizient#sertragung mittels Verkehrsgestaltung (engl. Traffic-Shap-
ing) sowie der Videokompression in Fahrerassistenz-Kamerasystemaachst werdenifr den Ent-
wurf der Netzarchitektur und -topologie standardisierte Kommunikatiotsobe aus dem IT-Bereich
beziglich der Erfillung der Kommunikationsanforderungen im Fahrzeug untersucht.rieB8end wird
der Entwurf einer heterogenen und duréhgig auf IP-basierten Netzarchitektir wei Arten von Netz-
topologien vorgestellt. Diese sind r@gentativ fir zukiinftige nbgliche Fahrzeugbordnetze. Ausgehend
von einem geschlossenen Kommunikationsnetz im Fahrzeug mit a priomitekaApplikationen und
Ubertragungsszenarien wird eine statische Netzdimensionierungsmettaigiésch hergeleitet und an-
hand eines eigens entwickelten Simulationsmodells validiert. Um diétigéen Netzressourcen und
somit die Kosten zu reduzieren, wird die Methode des Traffic-Shapirges@izt. Hinsichtlich der er-
forderlichen Ressourcenbelegung ist der vorgestellte TrafficiBpaidgorithmus bei Anwendung in
Videoquellen mit variabler Datenrate unter bestimmten Topologiebedingutiganbakannten Traffic-
Shaperriberlegen. Weiterhin werden Videokompressionsalgorithrileddn Einsatz in Fahrerassistenz-
Kamerasystemen untersucht und so konfiguriert, dass negativadsimfhuf die Systemperformanz ver-
mieden werden und gleichzeitig die Ressourcenbelegung reduziert ArxsthlieRend wird ein proto-
typischer Aufbau vorgestellt und die Anwendbarkeit des neu entwickéftdasierten Netzes in einem
realen Fahrzeug verifiziert.
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1 Introduction

This chapter provides an overview of the issues that metil/alhis work and introduces the
research areas of this dissertatibietwork architecture desigmopology planningnetwork di-
mensioningtraffic shapingandvideo compression in driver assistance camera systegether
with all contributions. Finally, the structure of the thes presented to guide the reader through-
out the work.

1.1 Motivation

Today'’s premium cars contain up to 70 electronic controlaufit CUs) interconnected by differ-
ent automotive specific network technologies such as FleXR@ET (Media Oriented Systems
Transport), CAN (Controller Area Network), and LIN (Local éntonnect Network) providing
limited transmission capacities. Point-to-point conimet realized by analogue CVBS (Color
Video Blanking Signal) and digital LVDS (Low Voltage Diffeméal Signaling) cables are used to
transmit real-time video streams from driver assistanceeta systems. Among the in-vehicle
ECUs, there are more than ten distributed audio and video EGtls & visual sensors (e.g.,
Radar, FIR for night vision), driver assistance cameras,(eegr-, side-, top-view cameras),
DVD player, DVB-T and audio sources such as FM- and HD-radgiesys. Audio and video
streams are sent to several receivers such as the CID (Cerfoahhtion Display), Head Up
Display as well as the audio amplifier, Dolby Digital 7.1 DSRiaeveral loud speakers. Ad-
ditional displays and headsets are provided for the redrpessengers. Except for FlexRay,
all other mentioned network technologies are currentlylusenterconnect the audio and video
ECUs in upper class premium vehicles. The application okiifit network technologies and
point-to-point links leads to an inflexible network arcliiere and a complex cable harness in the
car, which is expensive and requires high validation andagament effort. Due to the growing
demand for new applications, especially in the driver &&ste and multimedia fields, the in-
vehicle network will become even more complex and costihariear future. Thus, traditional
automotive network technologies are no longer suitable.

The 1ISO/OSI-layer 3 protocol IP (Internet Protocol) is thestndominant network protocol in
the world and is perfectly appropriate for achieving indegence from individual network tech-
nologies. It means that different transmission technelegian be used below IP in the OSI
model. It is supported by all modern operating and netwostesys. Transport protocols such
as the well-known TCP (Transport Control Protocol) and UDRefiZatagram Protocol) extend
the IP functionality with transport oriented charactecstor an appropriate data delivery. In
other words, respective to the application requiremehts|P network can be enhanced with
different network technologies in physical and MAC layensl avith other transport protocols
in the transport layer. Additionally, the IP protocol staskinder continuous development. For
instance, hardware implementations of the TCP/IP stack beee introduced to reduce CPU
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load. An example here is the TOE (TCP Offload Engine) that id us8lICs (Network Interface
Controllers) to offload the entire TCP/IP stack from the CPU ®niktwork controller. Also
uIP stacks have been introduced, e.g., as in [15] to be useehsos networks. Moreover, an
automotive qualified TCP/IP stack has recently been pregémae fulfills the strict memory and
power requirements of automotive ECUs [36].

Ethernet [51] has become the dominant network technologgmputer networks. It represents
the layers 1 and 2 in the OSI model. With the introduction diftduplex switched Ethernet, the
applicability of Ethernet has improved even more. This isdwse in full-duplex switched Eth-
ernet networks, collisions do not occur, different trarssian rates can be applied for individual
devices and sending and receiving data is possible sinadtesty and collision free [122]. Due
to its wide availability in computer networks, Ethernet ladso become the most cost-efficient
technology among all other broadband network technolagieb as FireWire [52]. Accordingly,
the application of an IP over Ethernet (IP/Ethernet) nekworthe car represents an interesting
possibility for future in-vehicle communication. Howeyéithernet fails in providing quality
of service (QoS) and real-time guarantees. Several sokitiave been presented to use IP and
Ethernet with QoS and real-time capability as will be disagkin Section 2.2. They all either
modify the standard Ethernet or are only adapted for a smaligof traffic types. The in-
vehicle traffic consists of several different traffic typgem real-time control data to real-time
audio and video streams and best effort data. Besides thausgdraffic types with different QoS
requirements, production cost is another significant faotthe automotive sector where a large
number of samples is produced for a model range of cars. fidrerehe application of standard
components and protocols is essential in the car to keep gt Also, other network param-
eters such as topology, link capacity and resource usagexplanportant role in the cost value
and should be carefully selected in the network planningehén the planning of an IP-based
network, integration of new services with an adequate amuestlegree of quality has to be con-
sidered. According to the general definition [108], netwpl&nning seeks an optimal trade-off
between QoS and emerged cost. Consequently, a network dheuldnned that provides the
required QoS with convenient cost. The terms QoS and codteaefined as follows.

e QoS: Guaranteeing QoS for all services in the network is the gbalketwork planners.
IETF has defined several metrics in the service requiremerier to control and eval-
uate the QoS [35]. They can be summarized as delay time, (il&day variations), packet
loss and throughput.

e Cost: The implementation and startup of communication netwaskas complicated pro-
cedure where the cost is difficult to estimate. The netwoakping cost can be divided
into three groups as follows.

— Capital Expenses (CAPEX) are related to infrastructure asouree requirements.
Network resources should not be wasted by overdimensioning

— Implementation Expenses (IMPLEX) contain the network tautsion, installation
and license costs.

— Operational Expenses (OPEX) contain mainly the mainteman@anagement and
marketing costs.
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In order to be independent of component manufacturers amnddtice offers, only CAPEX have
been taken into account in the analysis of this work. Thusptioblem of network planning can
be reduced to the definition of optimal values for the topgldigk capacity and resource alloca-
tion. They should be computed considering cost and desgjra#ons, i.e., QoS requirements of
different applications, various traffic flows, nodes ané falures. Because of its high complex-
ity, the research community has subdivided the networkmieninto sub-issues. In [82] several
design sub-issues are introduced such as capacity assigtimé describes the link capacities
required for high-quality media streaming with the lowasstcand the topology assignment that
defines the node positions and transmission routes in theonetFigure 1.1 shows the process
of network planning in a simplified manner. First, the systeqguirements have to be defined.

Requirements

Analysis

B CDE

H

Dimensioning of Topology Definition
Network Elements

B by

Figure 1.1: The process of network planning.

Thus, the considered transmission scenarios and data flewsetermined for further analysis.
Data flows have to be mathematically modeled to be interpieta the following processing
steps. Appropriate network topologies are then identifigased on all known parameters such
as transmission scenario, data flows and network topol@agwork dimensioning is now carried
out. In the last processing step, resource usage and trevadioS are evaluated and if neces-
sary, by relaxing some requirements, the whole networkmpfenprocess can be repeated.

For a resource-efficient network dimensioning, it is regdithat the traffic entering the network
conforms to certain characteristics. For example, the ddéshould not exceed a pre-defined
upper bound as not to overload the network, nor should ibflbw a certain lower bound not to
exceed the end-to-end delay requirement. In particulaiabie bit rate video sources with large
peak rates require a bit rate controller to fulfill the QoSuiegments with a reasonable amount
of resources. Such a rate controlling mechanism is calidtidishaping. A traffic shaper regu-
lates its outgoing stream by delaying some packets untl th@ be sent without violating the
desired traffic characteristics [83]. It seeks a trade-effleen the required network resources
and the achieved QoS. Various traffic shaping algorithmsgbadraffic streams differently and
therefore should be carefully selected and configured foin eaplication.
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Driver assistance camera streams are currently transhaisteaw data flows over separate links
throughout the car. By using high video resolutions such a# Y3olution (640« 480 pixels),

a large amount of data is sent over each transmission lin&.cimvergent IP/Ethernet network,

it is required to transmit several video streams over orle lifhis underlines the necessity of

video compression in driver assistance camera systemduocedghe amount of transmitted data
and realize all required transmission scenarios in futBfEthernet-based in-vehicle communi-
cation networks. However, it is a crucial task to find appiatervideo compression algorithms

and their configuration for different driver assistance/ses.

1.2 Contributions and Outline of this Dissertation

The focus of this thesis lies on the different areas of netvpdanning as shown in Figure 1.1
such as network architecture and topology definition, traffassification and modeling, re-
source planning and network dimensioning. Traffic shapimij\adeo compression are applied
to end-systems as mechanisms to reduce the required newgmilirces. The goal of this work
is to design a resource-efficient, convergent and QoS-ametreork architecture for in-vehicle
communication by means of standard components and prsttuas reducing the overall cost.
According to the car manufacturers’ requirement, the ptanin-vehicle network should cover
all traffic flows in the car except for the safety-critical tah data from FlexRay applications.
However, the network must be planned such that the integrati FlexRay data can easily be
done when there is such a requirement in the future.

The following four paragraphs correspond to Chapters 2-5samamarize the main contribu-
tions of each chapter. Chapter 6 concludes the thesis and giveutlook on future research
directions.

Related Works, Requirement Analysis and Traffic Modeling

In Chapter 2, an overview is given of the existing automotiednork systems, their current
application fields and limits. Except for the FlexRay bus,adler automotive networks are
used in the interconnection of audio and video-based agifwits in the car. Due to the growing
demand for more audio and video-based applications in théhey are selected as the focus of
this thesis. The main drawback of the current automotivevowds is their limited transmission
capacity, which is not enough to support future audio an@@afly, video-based applications
in the car. As an alternative to the automotive networksstang IP/Ethernet-based networks
with different QoS approaches are discussed for their atiédpy in the car. However, due to
their application limitations and the lack of standard @snfance, they are not adapted for in-
vehicle communication. Afterwards, the basics of imagedaddo compression are introduced
and different applicable compression algorithms are vesieto be used in driver assistance
cameras. In the last section of Chapter 2, a requirementsisadycarried out for the in-vehicle
traffic. Based on the defined requirements, the in-vehicfédiia divided into the four classes
real-time control data, real-time audio and video streamdfimedia data and best effort data.
It is modeled by constant bit rate and variable bit rate datadlas follows.

e Constant bit rate: Periodic control data and uncompressed audio streams

e Variable bit rate: Compressed video streams
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In addition, bulk FTP traffic representing the best efforttada inserted into the network. While
the modeling of constant bit rate traffic is simple, an aciuraodeling of the rate variability

is challenging but essential for adequate resource plgniihe fractional autoregressive inte-
grated moving-average (F-ARIMA) model [108] with the Pardistribution is used to model

compressed video streams in the car.

Design of a Heterogeneous Convergent IP-based Network Architecture for
In-Vehicle Communication

In Chapter 3, a heterogeneous network architecture camgisfia core wired IP/Ethernet net-
work and a peripheral wireless IP/WLAN network is introdu¢edransmit all considered data
flows throughout the in-vehicle network. A QoS-API is preseiithat works as a configuration
API parallel to the BSD sockets and provides static prioatystfor different applications. Thus,
data packets are forwarded according to their priority &g$ QoS is provided as long as the
network is not overloaded. To guarantee the QoS at any tifee,ia network overload situ-
ations, a static network dimensioning method based on N&t®@alculus theory is presented.
A simulation model is also developed to evaluate the arytesults in a more realistic way.
Thus, required network resources (i.e., service rate afféribsize) can be computed for any
application configuration in the car before data transmisss initiated to guarantee the QoS.
For wireless multicast transmissions, an adaptive forveardr correction (FEC)-based mecha-
nism is presented that is required in addition to the stagigvark dimensioning for providing
the required quality at wireless receivers. The computsdueees turn out to be very large for
wired transmissions while wireless transmissions canadtilly performed due to sudden chan-
nel saturations. Instantaneous large peak rates of cosgut@sdeo streams are identified as the
cause of these transmission issues. Also, small sized {saakeount for the wireless channel
saturation. This issue is solved by the method of frame imgrsBoth, analytical and simulation
results are provided in Chapter 3.

Resource-Efficient Data Transmission by Means of Traffic Shaping

Solutions are presented in Chapter 4 to overcome the trasismissues identified in Chapter
3, namely the large resource usage in the wired network andrtannel saturation in the wire-
less network. In order to reduce the instantaneous peak oétedeo sources resulting in large
bursts in the network, the mechanism of traffic shaping i9ppsed. Source shaping assigns
desired characteristics to the data stream before entdrengetwork. Thus, traffic bursts can
be prevented and network dimensioning is simplified by kmgwall source statistics. Reshap-
ing compensates the jitter introduced by the previous nétwtements and thus, reconstructs
the original data streams. Consequently, less resourcesated and the process of network
dimensioning is simplified. Several well-known traffic shmgpalgorithms are analyzed in the
video sources as source shapers and in the interconnedteorkelements (e.g., switches, ac-
cess point) as reshapers. A novel traffic shaping algorithiea Simple Traffic Smoother (STS)
is introduced that outperforms other traffic shapers in seofiresource usage when applied to
variable bit rate video sources under certain topology ttamts. Also, a new architecture de-
sign is presented for a traffic reshaper implementationclvbperates on a per stream basis.
All different traffic shaping algorithms are investigatettlacompared for their performance at
providing QoS and reducing resource usage. The most apat®pmetwork configurations are
defined by means of analytical and simulation analysis. Ifina prototype is implemented
based on the theoretical results and evaluated througlitygoaasurements. The results con-
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firm that the proposed network architecture with the preseQtoS mechanisms is well-adapted
for in-vehicle communication. A general design guidelisentroduced that can be applied to
any other closed network system such as the car.

Introduction of Video Compression in Driver Assistance Camera Systems

In Chapter 5, different video compression algorithms arelistliand verified to be applied
to driver assistance camera systems. Quality metrics diredeto make the algorithms
comparable. A testbed is implemented for QoS measurematitdive focus on wired trans-
mission. Analyses are performed for the direct display ebded video streams, e.g., rear-view
presentation on the HMI, that we call direct image-basededrassistance system and for the
indirect representation of image information, e.g., theeldeparture warning triggered by the
front-view camera, that we call indirect image-based dragsistance system. In both cases,
appropriate compression algorithms are selected throwgtsanements. Finally, analysis results
are presented for different system configurations and inpegeessing algorithms applied in
indirect image-based driver assistance systems.

Parts of this dissertation have been published in [1], {,[6], [3], [5], [9], [12], [11], [8] and
[10].
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The use of communication networks connecting electronmtrobunits in the car dates back to
the early 1990s. Since the 1970s, an exponential incredbe nfimber of electronic systems has
been observed that have gradually replaced those that eely poechanical or hydraulic [93].
Different requirements of the different automotive apgiions have led to the development of
various automotive specific networks. However, the exgstintomotive networks with limited
transmission capacity cannot fulfill the growing demandnfmre applications, especially audio
and video applications in the car. The Ethernet technologythe other hand, offers enough
transmission capacity for the integration of future amtliens in the car. In this chapter, an
overview is given of automotive network systems that areenuly in use for audio and video
communication. These are compared with IP over EthernéEitiernet) networks, especially
those that are applied in other special communication enmients. It is shown that Ethernet
technology, when extended with an adequate QoS mecharsisme]ltadapted to be applied for
in-vehicle communication. Additionally, the in-vehicleffic is classified and video compres-
sion is introduced as a key technology to reduce resouraggeusa

2.1 An Overview of the Existing Automotive Network
Systems

Today'’s in-vehicle network system consists of severalmotive network technologies such as
FlexRay, CAN, MOST, LIN, and also point-to-point connectiaeslized by analogue Color
Video Blanking Signal (CVBS) and digital Low Voltage DiffergaitSignaling (LVDS) cables.
Video transmission systems such as driver assistance altichedia systems represent the most
complex network systems in today’s high-class cars andreeefore the focus of this work.
Figure 2.1 shows an example for the current in-vehicle vidlaosmission system including a
CAN segment, MOST, LIN, LVDS and CVBS connections. The abovetioeed automotive
network technologies are briefly explained in a chronolalgocder in the following.

2.1.1 CAN: Controller Area Network

CAN is a multicast shared serial bus standard, developecit2B80s by Robert Bosch GmbH,
to connect ECUs originally for automotive purposes, i.eg ashicle bus in electromagnetically
noisy environments [106], [144]. Nowadays, it is used fongnambedded control applications
in industrial environments.

The CAN data link layer protocol is standardized in ISO 118%hd describes mainly the data
link layer, composed of the Logical Link Control (LLC) sublayée Media Access Control
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Figure 2.1: An example for the current in-vehicle video transmission system.

(MAC) sublayer and some aspects of the physical layer. Akofrotocol layers are left to the
network designer’s choice. The CAN bus can use different iphiysnedia such as electrical
twisted-pair cables and fiber optics. However, the most commedium is the former one.

As commonly used with a differential bus, a Carrier Sense ijgleltAccess/Bitwise Arbitration
(CSMA/BA) scheme is implemented in the CAN bus, i.e., if two oorendevices start trans-
mitting at the same time an arbitration scheme is accongaiffased on the message identifier
fields to decide which node will be granted the permissiondistioue transmission. During
arbitration, each transmitting node monitors the bus statecompares the received bit with the
transmitted bit in the message identifier fields. If a domiranis received when a recessive
bit is transmitted the node stops transmitting and backs.eff it has lost the arbitration. After
the transmission of the identifier fields, all nodes bar orek lodf. The highest priority message
that is the one with the dominant bit in the identifier fieldgg#irough unimpeded. This is how
messages are assigned with different priorities in the CAN bu

In CAN networks there is no addressing of subscribers orostatin the conventional sense. A
transmitter sends a message to all CAN nodes (broadcadfiagh node decides on the basis of
the message identifier whether it should process the messag#. The identifier defines the
meaning of the data, i.e., the application type. Thus, allesan the network are able to filter
messages and process only those that are targeted for them.

In addition to the CSMA/BA scheme that guarantees the collisivoidance, the CAN protocol
provides several other important features. It guaranteedransmission delay time by using
messages of limited lengths and fixed bit rates in each sydtatso provides flexibility in the
system configuration, since nodes can be added to and rerfromedhe CAN network without
changing the software and hardware of the other nodes. Samfemessage is first broadcasted
and then filtered by the nodes, any group of nodes can sinedtesty receive and react to a
message. CAN provides the concept of multi-master, i.e.nadles can transmit simultane-
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ously when the physical medium is idle. The message with ihleelst priority gains the bus
access. In order to ensure a safe data transfer, sevenatleteztion mechanisms such as Cyclic
Redundancy Check (CRC), bit stuffing, bus monitoring and messageefcheck are applied.
Corrupted messages are flagged by the node that detects theynare aborted and retransmit-
ted automatically. The recovery time from detecting anreurdil the transmission of the next
message is at most 29 bits long, if there is no further errdherbus. Permanent errors can be
identified and the defect nodes are autonomously switcHed of

Each CAN message can transmit up to 8 bytes of payload datgekomessages are accordingly
segmented. A maximum of 127 nodes can be connected to a CANBlusates up to 1 Mbit/s
are possible at network lengths below 40 m. Decreasing theata allows for longer network
distances, e.g., 125 kbit/s at 500 m. Currently, CAN is usethi®transmission of control mes-
sages in almost all automotive domains. Also, the sensarfdatdriver assistance services is
transmitted by the CAN bus. Several types of the CAN bus thé&rdifi their transmission rate
and upper layer protocols are applied in the car, such as:

S-CAN (safety-relevant CAN segment for automatic cruiser@band anti-collision func-
tions),

PT-CAN (power train applications),

FA-CAN (chassis and power train applications),

K-CAN (CAN segment for driver assistance and infotainmentiappons),

Body-CAN (comfort functions),

Safety-CAN (safety-critical driver assistance).

2.1.2 LIN: Local Interconnect Network

The LIN specification was introduced in 1999 by the LIN Consont LIN was developed as
a concept for low cost and low complexity automotive netvgorlk is a serial bus similar to the
CAN and is applied where the transmission capacity and vktwsatf CAN are not required
[143], [65]. LIN supports the single master concept. The imedcess is realized through a
polling mechanism. The low cost characteristic of LIN isiaghd by

e low cost silicon implementation based on common Universsynkhronous Receiver
Transmitter (UART) in hardware (an equivalent exists atssdftware),

e self synchronization without a quartz or ceramic resoniattie slave nodes, and

e low cost single-wire implementation.
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LIN supports deterministic signal transmission with in adee computation of signal propa-
gation times. The messages have a maximum latency and fsmi@emtime. The master deter-
mines the chronology and the frequency of messages withelatihg table, which is switchable
during runtime. LIN supports data rates up to 20 kbit/s withaximum packet payload size of
8 bytes. Up to 16 devices can be connected by a LIN bus.

According to the mentioned characteristics, the LIN buslegded for simple networks with one
master that controls several slaves. In current premiuniclest) the LIN bus is used for the
communication of intelligent sensors and actors.

2.1.3 MOST: Media Oriented Systems Transport

MOST is a standard developed for interconnecting multimedimponents. It was first intro-
duced in the BMW 7 Series in 2001. In the following, the optigHDST ring that is currently
applied for audio streaming in the car is explained. Othalizations of MOST can be found in
[18].

Based on the optical fiber bearer, MOST provides a networlesy$siased on the multi-master
concept at bit rates much higher than other present auteenmitwork technologies. The MOST
specification [141] defines all 7 ISO/OSI layers for data camiwation. The Application Pro-
gramming Interface (API) of MOST devices is object oriensedhat applications can concen-
trate on their functions. The API is able to control all featithat MOST devices provide, such
as those from audio equipments, GPS systems, telephorasmatic systems. Since all MOST
devices use the same API, compatibility is assured. Acogtgdithe MOST specification en-
compasses both the hardware and the software required tenmapt a multimedia network. It
is produced by only one manufacturer.

MOST is a synchronous network with the system transmissenuiency chosen to be 44.1 kHz,
which is adapted to Audio CD and accordingly not appropriateother applications such as
DVDs (48 kHz). A timing master supplies the clock. All othesvites synchronize their oper-
ations to this clock. Buffering and sample rate conversientlaerefore not needed. In practice,
there are small buffers at the receivers for decoding p@gos

Three channels are applied in the MOST specification:

e Control channel with a transmission rate of 700 kbit/s,
e Synchronous channel with data rates up to 24 Mbit/s,

e Asynchronous channel with variable data rates up to 14.4/Mbi

The control channel is used to send control messages amgc®inections. Once a connection
is established, packets with a maximum of 60 bytes payloadioa over the synchronous or

asynchronous channels and no further information proegssirequired.

MOST often employs a ring topology but star configurationd dauble ring are also possible.
It can theoretically include up to 64 devices.

MOST is only used in the Multimedia domain and connects mddia devices in vehicles. It

should be mentioned that the current MOST in the cars doebawat the capacity to transmit
video data. Therefore, high speed point-to-point links,, idigital LVDS and traditional ana-

logue CVBS cables are currently applied for video transmisgidhe car.

10



2.2 IP/Ethernet-based Networks with QoS Support

The MOST Cooperation has recently introduced the next MOSieggion with 150 Mbit/s
transmission rate [90]. Thus, all three mentioned transimimschannels are extended and have
a larger transmission capacity. In addition, two new ch&mran isochronous channel and an
Ethernet channel are introduced. Data streams that diffen the MOST system frequency
of 44.1 kHz such as MPEG video streams are transmitted visstiohironous channel. By the
Ethernet channel, connections to standard TCP/IP stacksoasgble without any modification
in the applications. Further on, no segmentation of largek@s is needed in the new MOST
standard as opposed to the old MOST generation, also cal@8T25. By the so called pre-
emptive acknowledgments, the receiver informs the serfalmutaeception problems. Thus, no
messages are sent that cannot be received and the resoageeisismproved. However, this
new MOST standard is not yet available in the market and cpresgly not yet verified for
automotive use-cases.

2.1.4 FlexRay

FlexRay [139], [129] is a deterministic and fault-toleraetwork technology, which supports
data rates up to 10 Mbitf$or advanced automotive control applications. Two trarssion chan-
nels can be used in the FlexRay network. The second chanrsgdsta double the transmission
rate and for a redundant transmission in safety-criticpliagtions. Both, bus and star topologies
can be realized with the FlexRay technology. However, thedyslogy is the widespread one.
FlexRay uses a time triggered network access with a glob& symchronization to guarantee
message latency times. Each of its communication cycletarmna static segment, a dynamic
segment, a symbol window and a network idle time. Within tladicsegment, static Time Divi-
sion Multiple Access (TDMA) with constant time slot periodsused to arbitrate transmissions
while a dynamic mini-slotting-based scheme with variaklegth time slots and a position de-
pendent arbitratiohis used for transmissions within the dynamic segment. Theosywindow

is a communication period in which a symbol can be transohitte the network. The network
idle time is a communication-free period that concludeheammmunication cycle. Up to 64
nodes are supported in a FlexRay network that can be realitest ®ia electrical or optical
cables. FlexRay is planned to be used in power train and chagplication domains in the car.
It was first deployed in BMW X5 cars in 2006.

2.2 IP/Ethernet-based Networks with QoS Support

The Ethernet technology (IEEE 802.3) [51], an OSI-Layer @qxol, is a local area network
(LAN) standard developed by Xerox Co. in cooperation with Dafd Intel in 1976. It uses star
or bus topologies as shown in Figure 2.2 and supports dasa o@tl 0 Mbit/s, 100 Mbit/s (Fast
Ethernet), 1000 Mbit/s (Gigabit Ethernet) and 10.000 Mb(1/0 Gigabit Ethernet). Even faster
Ethernet networks with transmission rates up to 100 Gigmbitmore are already planned. The
Ethernet technology uses Carrier Sense Multiple Access@athsion Detection (CSMA/CD)
to access the physical medium. This means that in order tesadbe network, each device

1Effective bit rate is 8 Mbit/s, i.e., 4 Mbit/s per communicat channel.
2Nodes with earlier time slots can block nodes with later tgiogs.
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IEE Loa

Figure 2.2: Bus and star topologies realized by the Ethernet technology

verifies whether the network is free. If the network is noefoe signal collisions are detected,
the device waits for a random amount of time before retrying.

Ethernet is the most widely used network technology in l@ak networks (LANS) and al-
though, not initially implemented for media streaming iswtmeside FireWire (IEEE 1394) [52]
the most widespread network technology, especially in titerhet for audio and video stream-
ing. Because of the small royalty that Apple Computer and gblaéent holders have initially
demanded from the users of FireWire, the more expensivenaaedneeded to implement it and
also, the fact that only a few vendors offer consumer dewigdsFireWire interfaces, Ethernet
has gained even more importance in the communication sgdtenaudio and video transmis-
sion. However, as opposed to FireWire that enables isochioreal-time media streaming, the
standard Ethernet fails in providing QoS and real-time bdafor audio and video transmis-
sion and therefore, should be extended with other mechanism

The original Ethernet networks ran on coaxial cables an@® MHit/s rates. These systems were
known as 10base2 and 10base5. The coaxial cable was a shaedadmfor all connected de-
vices where only one device could transmit at a time by udmeg@SMA/CD mechanism as
mentioned above. When Ethernet was re-implemented on tivpste cables (UTP or STP), the
CSMA/CD mechanism was retained, but for only two devices ah esxl of the cable. This
type of Ethernet became known as half-duplex or semi-duplex data packets flow in either
direction, but only in one direction at once. Ethernet at ith on twisted-pair cables is known
as 10baseT. With the advent of twisted-pair cables betweerdevices, it became possible to
separate the electrical signals traveling in each directito different pairs of conductors in the
cable and thus, realizing the full-duplex Ethernet, i.@tadpackets flow in both directions at
once without collisions. The full-duplex Ethernet reqgsiimproved Ethernet hardware at both
ends where each end should know whether the other end iduplex capable. An Ethernet
controller in a switched Ethernet network thus, never egpees any collisions if full duplex
connectivity is used. However, packets can still be lost if

¢ the total network capacity exceeds the capacity of the svaihgine, or

¢ the output buffer capacity is not sufficient when packetafseveral input ports compete
for the same output port.

In order to solve the above mentioned issues in an IP/Etheetevork and provide QoS and
real-time capability, several approaches have been peopiosthe literature. Some of them,
introduced by IETF, extend the OSI layer 3 as described ifiath@wving.

12
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IntServ - Integrated Services[19] is a QoS mechanism for parametrization of IP packets. It
reserves resources for each connection. RSVP (Resourcé/atiSerProtocol) is applied to
initialize the resource reservation prior to the data tnassion. It reserves required resources
for unicast and multicast flows. Thus, it optimizes the baidtltwusage and eliminates conges-
tions. The receiver sends a reservation message up theisparae to the sender. The message
is propagated using the reverse path forwarding algorithiheach hop the router examines the
reservation request and if possible reserves the necagsayrces and then passes the message.
When the required resources are not available, the routeisdsack a failure. By the time the
message is back at the receiver the resources are resehtkd alay from the sender to the
receiver and data can be transmitted on that path. Accdlimdermediate routers have to
calculate their available resources and accept or rejeahttoming RSVP reservation requests.
However, for dynamic network changes and a big number ofigiaaints, IntServ does not
perform well because of the complexity due to resource vasien for each connection and
tracking the continuous connection modifications in thevoek.

DiffServ - Differentiated Services[19] is a QoS mechanism based on the prioritization of IP
packets. The priority flag of the IP packets is determinedhgydender. The six bit priority
flag is in the Type of Service field of the IP header. The first¢hits define the class selector
while the last three bits stand for the drop precedence. fiteemediate routers decide only
according to this priority flag how to handle the IP packets.oider to check the correctness
of the assigned priority classes, some "trust boundaries'dafined usually at the entrance to
the routers. At these boundaries the administrator catinel correctness of the priority settings.

Some other approaches extend the Ethernet MAC with QoS aidimee capability. Those
approaches that are widely applied, especially in the aatiom field, are briefly presented in
the following.

PROFINET [110] is the successor of the field bus system PROFIBUS, basdHe Ethernet
technology. PROFINET is developed by Siemens and PhoenixaCowho founded the
PROFIBUS International association (PI) and is availablees2002. It uses a TDMA scheme
on top of the Ethernet MAC. A prioritization scheme based enllEEE 802.1p and a hardware
extension for clock synchronization are applied in the PREH protocol. In order to
synchronize the cycles of the individual devices, PROFINEEs the IEEE 1588 protocol
implemented in hardware. Thus, clock jitters are reducetl 3. The necessary hardware is
provided by only two manufacturers, Siemens and NEC.

EtherNet/IP (Industrial Protocol) [98] is a standard developed by Rockwell Automation and
the OVDA (Open DeviceNet Vendor Association). It is mainlsed in American automation
fields, e.g., in manufacturing plants of General Motors.eBtet/IP applies Ethernet switches,
and TCP and UDP as transport protocols. The Common Industr@bédl (CIP) is an
application layer protocol that adapts Ethernet for indaktise. However, EtherNet/IP by itself
does not guarantee hard real-time communication. Theretor extension of EtherNet/IP is
under development, which is based on IEEE 1588 for the timetspnization and on the IEEE
802.1p for packet prioritization. Even though EtherNet&Rvidely deployed in production
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networks, there is no support organization for it and theomigj of vendors integrate the
components by themselves.

Ethernet Powerlink [38] is one of the oldest real-time Ethernet systems. It pgsi$ied by the
company Bernecker&Rainer in 2001 and disclosed by the Eth@&wmwerlink Standardisation
Group (EPSG) in 2002. Ethernet Powerlink is based on a separtwork without using
conventional Ethernet devices. It follows another appnotan the standard Ethernet, since
it is used as a typical field bus system. The network struadiees not include switches but
hubs. It thus eliminates delay times caused by switches. demie in the network acts as
the communication master and polls the device that is alioteesend in a certain time slot.
This means a low bandwidth utilization due to the one acti@at at a time. Furthermore,
the communicating devices and their time schedule shoulgrbeelefined precisely, which
requires a high effort. Also, the master should be proteatetimonitored in order not to fail the
communication schedule. On the other hand, the systensdfert deterministic delays due to
the usage of hubs.

EtherCAT [37] is a product of the company Beckhoff and is supported ke EtherCAT
technology group. It represents a strong mapping betweeglcalfus and an Ethernet-based
network. The devices are either connected to each othestlgiie one line or are connected
via switches as a virtual line. The logical communicaticseit is based on a ring structure
with a token rotating between the devices. However, Ether@@ds not take any advantage of
Ethernet characteristics, e.g., it is not able to suppaotipy traffic classes.

RTnet [39], [67] has been first defined in a diploma thesis from thevéhsity of Hannover. It

is an open-source project for Linux and is freely availalf.net implemented as a software
framework, offers various functionalities on top of a réade Linux system enhanced with
RTAI (Real-time application interface) [102] and utilizeisusdard Ethernet hardware. It uses
a TDMA-based access scheme. The time synchronization ferpexd by a timing master
with the software implemented IEEE 1588 protocol. All timislaves adjust their clocks and
sending times according to the the first time slot in the ndtvgent by the timing master. The
sending times of time slots can be dynamically changed duhe operation, which increases
the flexibility and the bandwidth utilization. Prioritieseaassigned at the software level. RTnet
can only be used in a reasonable way if hubs are used. But ivalde with switches, however
with a lower timing performance considering the switch glélmes. Packet tunneling is applied
for non-real-time data through the real-time network pecotstack of RTnet. Tunneled packets
are encapsulated by the RTmac protocol that manages théimeaNIC (Network Interface
Controller) in order to differ between otherwise identicablrtime and non-real-time data
packets. The main drawback of RTnet is that all nodes, eal;time as well as non-real-time
nodes should support the RTnet protocol stack as mention&d].

Time-Triggered Ethernet [49] unifies the transmission of real-time and non-realetiata into
one communication system. It distinguishes between thetdxiggered (ET) standard Ethernet
traffic and the time-triggered (TT) traffic that has stromgdiconstraints. TT Ethernet messages
are distinguished by the Ethernet type field witlkt 88d7. They are further extended by a TT

14



2.2 IP/Ethernet-based Networks with QoS Support

message header that contains the information about the fitfotomessage length and parame-
ters. All TT Ethernet devices are synchronized and haveahegime base through the applied
precise synchronization mechanism in oder to guarantedesngi@istic communication. TT
Ethernet is based on a uniform time format that is charamdriby the two parameters, granular-
ity and horizon [95]. The granularity of the TT Ethernet datetermines the minimum interval
between two adjacent ticks of a digital clock or the smaliesé interval that can be measured
with this time format, which is 60 nanoseconds. The horizbthe TT Ethernet clock deter-
mines the instant when the time will wrap around, which istdl39000 years and is even much
higher than the horizon of the GPS to avoid the wrap arounblenoin a realistic future. In ad-
dition to the TT Ethernet messages, there are also the Redt&éone Triggered (PTT) messages
that define the data category with the strongest time, safietlyprecision requirements. For
PTT messages, the so called Guardian devices continuowsiganand control the TT Ethernet
switches for a correct functionality. The so called Unpctee Time Triggered (UTT) Ethernet
messages are not controlled by the Guardians and havedresraflower priority than the PTT
Ethernet messages. UTT messages could be from multimediategaming applications that
have time constraints but are not as critical as the PTT rgessaBoth, the TT (the same for
UTT) and the PTT Ethernet data require different hardwam@ementations for the NICs, i.e.,
network cards with two physical ports (one to the host andtoriee TT Ethernet switch) for TT
and with three physical ports (one to the host and two to twdeTernet switches) for the PTT
Ethernet data [49] are required. TT and PTT Ethernet messageforwarded by TT switches
with a preemptive cut-through mechanism while the comgeih messages are stored and only
forwarded when no other TT messages are left to be sent. Thedisadvantage of the time-
triggered approach is the proprietary hardware requirénvémch indicates a high production
cost.

2.2.1 Avionic Full-Duplex Switched Ethernet (AFDX)

Due to the continuous growing of safety-critical and pageerentertainment applications in
avionic systems with the demand for larger transmissiooue®s, the need for broadband on-
board data buses is increasing. The requirement for ragitbglment concepts with minimal
development and implementation costs has driven the aviodustry to explore existing off-
the-shelf technologies. Both, Boeing and Airbus investigdite standard Ethernet technology,
IEEE 802.3 to build a next-generation avionic data bus fer@neamliner Boeing 787 and the
Airbus A380, respectively. This investigation resultedtle development of Avionics Full-
Duplex Switched Ethernet (AFDX) which is based on the standard Ethernet technology and
extended by specific functionalities to provide a deterstiainetwork with guaranteed services
[30], [14].

Although Ethernet offers high transmission rates and lost dae to the widespread commercial
usage, it does not offer the required robustness for aveystems and does not guarantee the
QoS. AFDX attempts to solve these issues while applying ashnsommercial Ethernet hard-
ware as possible. It addresses the shortcomings of EthHgynesting concepts from the Telecom
standard, Asynchronous Transfer Mode (ATM). The major eispef AFDX are as follows:

SAFDX is applied in the Airbus A380. Boeing applies Common @hketwork (CND), which follows a similar
concept as AFDX in the Dreamliner Boeing 787.
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¢ Profiled and static network - System parameters are definée iconfiguration tables that
are loaded into switches at system startup. Also, end+sxsséee parametrized before data
transmission is initiated.

e Full duplex Ethernet - The physical medium is twisted paithvgieparate pairs of wire for
transmission and reception channels.

e Switched network - The wired Ethernet network supports thetspology. Each switch
connects a maximum of 24 end-systems. Switches can alsosbad=d to construct a
larger network.

e Determinism - The AFDX network emulates a deterministidnpto-point network by
using virtual links (VLANS) with guaranteed transmissi@sources.

e Redundancy - Dual networks per connection provide a highgregeof reliability than a
single network scheme.

e Data rate - The network operates at either 10 Mbit/s or 10@/lbirhe default mode is
100 Mbit/s.

e Traffic shaping and policing - End-systems and switchesrobitteir output and input
rates according to the pre-defined configurations, thusagteeing the QoS.

[76] has shown and proven the deterministic bounds of an ARBork by means of analytical
derivations based on the Network Calculus Theory [137].

Although, AFDX provides a highly reliable and determirgstietwork with QoS guarantee, it re-
quires high production cost due to the redundant networke€eSAFDX is a pure static network,
dynamic topology changes, such as plug and play are not siggpwsithin this network.

2.2.2 Audio Video Bridging

Ethernet, as a widespread computer network technology ¢talseen widely applied for real-
time audio and video streaming. This is first, because E#telmes not provide an isochronous
and deterministic low-latency transmission that is reeglifor streaming applications. Second,
because the market was not large enough to adapt Etherreatdar and video streaming. As
a result, other technologies such as FireWire have beemeddpr media streaming in LANS.
However, in the last few years, Ethernet or its modificatiuase repeatedly been applied for high
quality audio and video (AV) networking. For example, ther@rLogic "CobraNet” has been
used for audio distribution in auditoriums, and the Gibsant& "MaGIC” has been designed
and demonstrated for use in live performances [142]. ColtraBles a "limited topology” in
terms of a limited number of devices and hops to define detsgr, and loss upper bounds, while
MaGIC uses a non-standard bridge to stream high quality an&tlith the introduction of High
Definition-TV (HDTV) in the beginning of 2004, and with thecent success of the digital audio,
e.g., by "iPod”, the idea appeared for a standardized AV agtwechnology based on Ethernet.
In July 2004, an IEEE 802.3 study group [13] was built from th&titutions Pioneer, Nortel,
Gibson Guitar, Samsung, Broadcom, NEC and others to verfydisa of an isochronotigth-

4sochronous data should be transmitted periodically wittertain time intervals to prevent jitter and provide
synchronized audio and video at the receiver side.
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ernet network, the so calldlesidential EthernetThe Residential Ethernet project was moved
to the IEEE 802.1 task group in 2005 and since then is renaon&ddio/Video Bridging (AVB)
Ethernet. Several well-known institutions such as Intel, Apple, Mi¢c Marvell, Cisco, Sony,
HP and Harman International have joined the standardizabending the working group that
was built for Residential Ethernet.

In the AVB Ethernet, the MAC layer is extended by the 802.1 AMBC that supports three
new functionalities for isochronous data streaming, IEEEE 802.1AS (time synchronization),
IEEE 802.1Qat (admission control and resource reserJadioth IEEE 802.1Qav (traffic shaping
and time-aware scheduling). During the network startuggrdhe auto negotiation phase, AVB
devices exchange logical link discovery (LLD) messagesfarm other AVB devices that they
are AVB capable.

The IEEE 1588 precision time protocol (PTP) [47] is appliedthe clock synchronization in
the AVB network. A timing master is selected during the netwvstartup. All other devices
(timing slaves) adjust their clocks to the master clock. Tester sends periodically a sync
message with its local time to all slaves. This precise tigrekronization has two purposes.
First, it allows isochronous, i.e., time-aware and lowejittraffic shaping and scheduling that
is packets are sent within certain time intervals. Secadnplavides a common time base for
sampling data streams at sources and reconstructing thesoemters with the same frequency.
The isochronous transmissions are based on 8 kHz cycleshwhthe rate commonly used in
most isochronous networks such as IEEE 1394 and USB.

Each sender advertises its contents to all receivers ingtveonk via a special higher layer proto-
col, e.g., the Zero Configuration Networking (Zeroconf) poatl [54]. The device that is likely
to receive a stream sends a registration message to the .s€hds, the sender and all interme-
diate switches know about the potential receivers and tbeations in the network. Switches
insert the information about the available resources in¢orégistration message on the way to
the sender. The sender answers with a reservation messdgegyers admission control oper-
ations in the intermediate switches. It also reserves ressui.e., data rate and buffer size for
the required stream. If the admission control fails in aerimediate switch, the so called Status
Indication (SI) bit of the reservation message will be setgm (failed). All following switches
do not reserve any resources and the receiver is informeldeb$itflag. Otherwise, the stream
will subsequently be sent to the receiver with guaranteed.Qo

Before transmission, the source shapes the data flow acgdalanpre-specified traffic shaping
function to introduce certain desired traffic characterssto the data flow [84]. The shaped data
flow is also re-shaped in the intermediate switches to cosgierthe previously introduced jitter
to the data, e.g., due to head-of-line blocking (HoLB) andvimichbursts.

In an AVB network, different data flows are assigned with efiéint priority levels from
IEEE 802.1p. The network management data has the highesityrihe priority levels 6 and 7.
Isochronous data packets are assigned with priority levéhsoderate latency streaming with 1
ms time cycle period) and 5 (low latency streaming with 123ime cycle period), while legacy
Ethernet data uses the lower priority levels, 3 to 0. Thismedhat in an AVB network, legacy
Ethernet messages can be transmitted without any modbiinsati

It is possible to apply the AVB network without IP. The layepidtocol IEEE 1722 [32] and the
layer 3 protocol IEEE 1733 [16] that are realized in hardveaesused in an AVB network for ses-
sion management, packetization, media format definitioiotiher words to enable isochronous
data transmission without IP and layer 4 transport proscol

SFor more information, selet t p: / / i eee802. or g/ 1/ pages/ avbri dges. ht ni .
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Accordingly, the AVB standard realizes an Ethernet netwhdt guarantees very low jitter and

a maximum end-to-end delay time of 2 ms over seven cascadézhew for isochronous data

transmission [87] and that supports plug and play, i.e.adyin topology changes. However,

the network complexity is high due to the time-aware dat&dahng and the dynamic resource
reservation. The AVB standard is not yet finalized and is sspd to be passed by the beginning
of 2009.

2.3 Video Compression and Image Processing in the Car

2.3.1 Video Compression - Basics and Codecs

For a resource-efficient video transmission in the car,ovimt@mpression is inevitable. Currently,
raw camera video streams are first transmitted via digitdd&\tables to the processing ECU.
The analogue output data is sent via CVBS cables from the imagessing ECU to the receiver
device, e.g., the headunit (Figure 2.1). The headunit atsitlee analogue signal into the digital
format and sends it via LDVS to the display device. Howevamera video streams can be more
efficiently streamed as compressed digital data over onsrirssion medium all the way from
the source to the display device. In the following, the bmefdmage and video compression are
briefly introduced.

Compression means reduction of the number of bits requireddta representation. Com-
pression ratio is defined as= Sﬁo%ﬁse‘f wherescompressed€presents the size of the data after
compression aneyyiginal is the size of the original (uncompressed) data. Due to thiginer
compression efficiency, lossy compression algorithars used in this work. Figure 2.3 shows
the block diagram of a typical video encoder [46; 50; 70; 71;1125]. In the following, all
major processing steps of the video codec from Figure 2.8eseribed.

Pre-processing and Color Space Conversion

Before data compression is initiated, it is essential to m#te signal to the requirements of
the receiver by removing any information that is not relévanthe receiver. For video, this
includes the spatial resolution and color space convetbiatnare explained in A.1. Also, arti-
facts negatively influence the compression performanceshadld therefore be removed in the
pre-processing steps. A "smoother” image, especially theea@pntaining less noise or sudden
intensity changes, can be compressed more easily. Pregsiag steps for in-vehicle cameras
additionally include the exposure time adjustments, ddjasts to the varying lightning con-
ditions, lens shading correction, camera calibration, @rdection of the effects of the typical
wide angle lenses. These are tightly coupled with the image@. For some cameras (e.g., the
rear-view camera) the frames of the video stream have topyeetii horizontally for displaying.

Transform Coding and Quantization

In video compression, transform coding refers to a frequéransform used to exploit the spa-
tial redundancy within a frame and to de-correlate infororatelative to its perceptibility by

6ossy compression algorithms irreversibly change theimaigdata during the encoding process as opposed to
lossless codecs. The decoder can subsequently not fulbregbe original data without any distortion.
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the human eye. Two types of transform coding are commonlyl@red, the discrete cosine
transform (DCT) [79; 115] and the Discrete Wavelet Transf@DWT) [114].

Most commonly used video codecs, such as MPEG codecs use OGT [Dhey subdivide sin-
gle frames in square blocks of typically=<88 pixels and apply the DCT to convert the spatial
representation of the image into the frequency dorhaB®ome other compression algorithms
such as Motion JPEG 2000 apply DWT. According to [121], a "wWagemathematically ex-
pressed as a sinusoidal (or oscillating) function of timenug, a "wavelet” is a small wave
whose energy is concentrated in the time domain. More desibut DCT and DWT can be
found in [101].

The actual compression is achieved by quantization [72], iaking advantage of the psycho
visual or perceptual redundancy within the DCT or DWT coeffitse The quantization process
(Q in Figure 2.3) reduces the number of possible values taae to be encoded by mapping
the transform coefficients to discrete values based on geegeptual significance. For exam-
ple, high-frequency transform values are quantized maaesety than the low-frequency values.
Also, the quantization factors usually differ between tlé and chroma planes as explained
in Section A.1. Quantization is the main factor for the coegsion efficiency. By introduc-
ing a scale factor to the quantization process, the comipresstio can be controlled to either
achieve a desired bit rate or compress an image or a videe fadia defined maximum quality
degradation (distortion). Quantization is a lossy operatiTherefore, de-quantization (®in
Figure 2.3) cannot exactly reproduce the original tramsfealues.

Lossless (Entropy) Coding

The lossless entropy coding exploits statistics in theepatbf the quantized transform values
in order to reduce the number of bits furthermore. Variabteth coding (VLC) and arithmetic

’Generally, 64 multiplications are performed in the DCT rixatnultiplication for an 8x 8 block. In [133], an
8 x 8 DCT algorithm is presented in which the DCT matrix is faetbinto separate matrices. It performs only
5 multiplications, 8 scaling operations, and 29 additidByg being separable, the algorithm allows for efficient
parallel hardware implementations.
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Figure 2.4: Inter-frame dependencies between |-, P-, and B-frames.

coding are the two widely used algorithms for entropy codiiMpre details can be found in
[101].

Motion Compensated Prediction

All introduced processing steps so far exploit redundanei¢hin a frame and are equally appli-
cable to the individual frames of a video sequence. Changesnsecutive frames are typically
very small in a video sequence, e.g., when the backgrountiis snovements are limited to
single objects within a frame. Therefore, motion compestsatrediction is used in video com-
pression to take advantage of the similarities betweendwxporarily adjacent frames in a video
sequence. The goal is to predict the next frame from the tgoerded video frame. Therefore,
each frame that is to be used as a reference has to be inyedealbhded in the codec and kept
in the frame memory. Motion estimation is the process of figdin area in the reference frame
that is most similar to each macrobl&alf the current frame and leads to the smallest prediction
error [25]. Generally, in the reference frame, the seareh &r motion estimation is shifted by
integer pixel values. Enhancements in current video cosliagdards allow the motion estima-
tion process to be performed with half- or quarter-pixeftsiib enable a more precise encoding
of movements. The spatial displacement to the best matdieineference frame is referred to
as the motion vector. In motion compensation, the motiorioras used to reduce the effects
of motion [101]. Consequently, only the prediction errosaatalled the residual, has to be
compressed by transform coding and quantization. The gntroding is finally accomplished
for the quantized residual coefficients, the motion vecamd the synchronization information.
Thus, three different frame typeégIntra frame) , P (Forward predicted (inter-)frame) and

B (Bi-directionally predicted frame) are produced as shown in Figure 2.4. A frame sequence
starting with an I-frame and ending before the next I-fraimealled agroup of pictures (GoP)
and is typically continuously repeated throughout the eisequence.

Motion estimation and compensation require the highesipedational power in video compres-
sion by consuming 60—80% of the total computational tim®[1The key factors that determine
the complexity of motion estimation and compensation ages#arch precision, the search mode,
and the search rangje

Rate Control

The output bit rate of an encoder with a constant quantizeallysvaries with changes in the
spatial domain and the amount of movement in a video scene ap brder of a magnitude.
This is referred to as a variable bit rate stream and is exg@thin Section 2.4.2 in more detail.
The changes of the amount of transmitted data over time cdeteemined as minimum bit rate,
mean bit rate, and instantaneous or peak bit rate. HoweaVendecs can also be configured to

8In block-based motion compensated prediction, the cufrante is subdivided into macroblocks with a typical
size of 16x 16 pixels.

9The search mode defines the algorithm and the matchingiaritert are used while the search range defines the
number of surrounding macroblocks on which the search fopeed.
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produce an almost constant bit rate stream. In a typicabveaseoder as shown in Figure 2.3, a
buffer is placed at the output of the entropy encoder. Theeaamtrol module shown in Figure 2.3
measures the current bit rate. It acts as a feedback meaohémibie quantizer and regulates the
guantization degree in order to adapt the video stream tdehieed bit rate. If the output bit rate
is higher than desired, the quantizer scale will be incrédsethe rate control algorithm to in-
crease compression and vice versa. The drawback of theardhét rate compression approach
is the lower video quality in complex scenes compared to Hreakle bit rate compression for
the same desired bit rate.

Artifacts and Post-Processing

Similar to pre-processing in the encoder, post-procedsinfien used in the decoder. Different
filters can be applied for post-processing to reduce thengoditifacts. Post-processing filters
usually reduce blockiness, the most common artifact in D&3eld compression algorithms. Ad-
vanced codecs (e.g., H.264/AVC) apply the so-called in-d@yblocking filter during encoding
and decoding. There is also a wide range of errors that mayras@r error-prone channels,
including single or multiple bit errors, packet loss or lilosses. Depending on the type and the
location of the errors, different schemes of error concealmare applied in the decoder [123].

Video Codecs

In the following, video compression algorithms that haverbselected for analysis in this work
are shortly introduced.

MPEG-2 (Video) [58] was jointly standardized by MPEG and ITU-T in 1994. TA&IT
norm is H.262. The main advances of MPEG-2 compared to pus\standards, e.g., MPEG-1
include the addition of tools for interlaced coding mode, shipport of higher frame resolutions,
scalable video coding (SVC), and wider motion compensatmyges. The search ranges are
adapted to the larger frame sizes and the interlaced ergaditde. MPEG-2 covers the typical
standard definition TV resolutions PAL and NTSC with #2876 pixels at 50 fields per second
(25frames/s) and 720480 at 60 fields per second, respectively.

As the most prominent applications, the Digital Video DiB¥D) and Digital Video Broadcast
(DVB) employ the MPEG-2 compression standard with varialiledie at typical rates of 4-
8 Mbit/s. In later standard refinements, MPEG-2 was exteridesipport high definition TV
(HDTV) resolution. Itis currently available in premium sahrough the DVD-players, e.g.
MPEG-2 introduces the concept of profiles and levels. It @sficombinations of five profiles
and four levels, which are summarized in Tables 2.1 and 2.2reMetails can be found in the

Profile Frames | YUV | Remarks Levels
Simple (SP) P, I 4:2:0 | no interlaced coding, not scalable ML
Main (MP) | P,1,B | 4:2:0 | most widely used, not scalable all
4:2:2 (422P)| P,1,B | 4:2:2 | not scalable ML

SNR scalable P, 1,B | 4:2:0 | quantization scaling LL, ML

Spatial P, I,B | 4:2:0 | spatial scaling H-14

High (HP) P, I,B | 4:2:2 | spatial or SNR scaling ML,H-14,HL

Table 2.1: Profiles defined in MPEG-2 (Video).
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Level Frame Size (pixel) and Rate (frame/s) Bit Rate
352x 288 at 25 or .
Low (LL) 359 250 at 30 4 Mbit/s
: 720x 576 at 25 or :
Main (ML) 290 480 at 30 15 Mbit/s
High 1440 (H-14) 1440x 1152 at 30 60 Mbit/s
High (HL) 1920x 1152 at 30 80 Mbit/s

Table 2.2: Typical frame sizes, frame rates, and bit rates for the levels defined in MPEG-2
(Video).

standardization document or in [81]. The most common coatlmn is the Main profile at Main
level, which is designed for standard definition TV. The cambon of Main profile at High
level is applicable for high definition TV.

The MPEG Licensing Authority (MPEG LA) [138] provides a way license a portfolio of
required patents for the use of MPEG-2 Video as an altemabwegotiate separate licenses.
The typical license fee is US-$2.50 per encoding and perdiegainit. However, it does not
assure that all possibly essential patents are included.

MPEG-4 (Part 2: Visual) [60], in the following referred to as MPEG-4 was first relehse
1999 with corrections and enhancements that followed ar hgars. It was primarily designed
for low bit rate streaming applications, but extended topswphigh quality and high bit rate
streaming applications as well as file storage. MPEG-4 buildon MPEG-2. It supports
progressive and interlaced video coding with resolutianalker than QCIF (176 144 pixels)
and beyond HDTV (128& 720 pixels), i.e., bit rates varying from the kbit/s rangenmore
than 1 Gbit/s. The main new features of MPEG-4 compared to GH2Ere summarized in the
following [50; 71; 105].

Advanced motion compensated prediction Unrestricted motion vectors, an extended range
of quantized coefficients, motion estimation with half-peturacy per default with an option
to use 1/4-pel accuracy, and global motion compensation@30d predict the average motion
of a frame as a whole with the possibility of defining a globsahslation, scaling (zoom), and
rotation of the frame.

MPEG quantization type: All AC coefficients!® are quantized using a constant scalar value
while the DC coefficients are quantized using a partiallgdinmapping. Generally, the MPEG
guantizer type preserves more details and is better suitadddium to high bit rate encoding.
Error Resilience: Sliced encoding with resynchronization, data partitngpireversible VLC
and new prediction (feedback channel for channel statusiammements).

Scene graphs and content-based functionalitieDefinition of a multimedia framework with
frames as so-called video object planes (VOPSs) being acéingetiar or also arbitrary shapes.

MPEG-4 Visual defines a total of 19 profiles covering différapplications in video compres-
sion. The most common profiles for rectangular and natudgwisequences are the Simple

10The scaled average intensity value of an image block isa&)I@ coefficient. For natural images it is typically
the largest value among all DCT coefficients. All other cagdfits are called AC coefficients.
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Profile (SP), the Advanced Simple Profile (ASP), and the AdedrReal-Time Simple profile
(ARTS). The SP is intended for basic error resilient codismg I- and P-frames. It does not
cover the advanced motion estimation tools mentioned abavehe SP, four levels are de-
fined with a maximum bit rate of 384 kbit/s and CIF frame resolu{352x 288 pixels). The
ASP extends the SP by adding support for the enhanced castitgrés, such as B-frames, 1/4-
pel motion compensation, user defined quantization talled,global motion compensation.
Its highest level defines a typical frame size of 22876 pixels and a maximum data rate of
8 Mbit/s. The ARTS profile is defined for the use in real-timdeao transmission systems with a
feedback channel from the decoder. It additionally sugpadvanced error resiliency features.
It also provides four levels with CIF frame size and a maximuimnate of 2 Mbit/s in the highest
level. The other 16 profiles of MPEG-4 include support forh@gbit rates, higher bit depths,
scalable video coding, and arbitrary shaped video objd€fs [

Similar to MPEG-2, also MPEG-4 uses patents from severalpeores requiring the payment
of license and royalty fees. A license portfolio for MPEGs4aiso provided by the MPEG LA.
Among others, the terms depend on the number of units soldaaride encoder and decoder
units are generally acquired from a supplier, the exactdemay vary. Yet, as a general figure, a
typical fee per unit is US-$0.25.

H.264/AVC (Advanced Video Codec) [59] is a development of the Joint Video Group
(JVT), a collaboration of MPEG and ITU-T. H.264/AVC is thext&-of-the-art in video coding
technology. It was developed to provide better coding parémce and a higher flexibility for
use in different networks and applications, reaching frogh loquality, low bit rate streaming and
conversational services over various physical network#igt Definition storage and broadcast-
ing over cable and satellite. Just as its predecessors4H\26 is a block-based and motion
compensated video codec that by using its enhancementseseap to 50% bit rate reduction
with no perceptual quality loss compared to MPEG-2 [45] at¢bst of a higher computational
complexity'l. To realize its flexibility, H.264/AVC defines a video coditayer (VCL) that
represents the coded video content and a network abstrdatier (NAL) [113]. The network
abstraction layer defines a clear syntax structure in tha frNAL units that can be used for
direct mapping to various transmission networks (e.gRPtpdckets) without the need of parsing
the encoded bit stream. Therefore, the frame sub-paditfeyntax elements) created during
encoding are mapped, together with contextual informaiio NAL units consisting of a one
byte header and the syntax element. The units are assigtie@ wpe tag and an importance
tag according to their degree of negative impact the loskatfwnit would have for decoding.
For example, the loss of an I-slice would result in a highaaliggpidegradation than the loss of a
B-slice. Depending on the transmission network or chantraltegies could be applied to better
secure the transmission of more important NAL units.

The new tools of the H.264/AVC standard include small blode sshort word-length, and
exact-match inverse transform; arithmetic and conteaptide entropy coding (e.g., CAVLC
and CABAC); spatial “intra” prediction; quarter-pixel premn and macroblock partitioning

Hn [77] and [119], complexity analyses for major H.264/AV@ceding and decoding tools are presented. Ac-
cording to these tests, the overall encoder complexity aBB/AVC (MP) increases with an order of magnitude
as compared to MPEG-4 (SP). The results also show the asyynafdd.264/AVC. By using a “basic config-
uration” the encoder/decoder complexity ratio is aboutaed can increase considerably with the addition of
more advanced tools from the standard. A complexity armaligsia Baseline profile decoder can be found in
[88].
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with variable block sizes; weighted prediction, multipéfarence frames, and reference decou-
pling; in-loop de-blocking filter; switching slices; errogsilience tools. More details about the
above mentioned tools can be found in [101].

Profiles and Levels Three profiles have been defined in the initial H.264/AVQ\dtad release,
the Baseline profile, the Main profile, and the Extended profAs the simplest profile, the
Baseline profile is intended for applications with low delaayddow complexity requirements,
such as real-time services. The Main profile supports the obthe H.264/AVC tools and is
intended for asymmetric applications, e.g., broadcasfiing Extended profile provides all tools
supported by either the Baseline or Main profiles, except foB&8. The tools defined for each
profile are summarized in Table 2.3. The profiles are not dslifeeach other as in previous

Table 2.3: H.264/AVC Baseline, Extended, and Main profile with the supported tools.
Tool Baseline| Extended | Main
| and P Slices +
B Slices
Switching Slices
Quarter-pixel motion compensatign
Different Block Sizes

Intra Prediction

In-Loop De-blocking Filter
Multiple Reference Frames
CAVLC

CABAC

Error Resilience: FMO, ASO, RS
Error Resilience: DP

Weighted Prediction

Interlaced Coding -

_|_
_|_

[+

[+

S R R R R R

+

|||+
+|+

standards. For instance, a Main profile decoder cannot @emlbdideos encoded by a Baseline
profile encoder. H.264/AVC defines a total of 15 levels, whiah be used in combination with
any profile of the standard. An overview of the profiles an@lexan be found in [44].

Also the H.264/AVC standard is covered by several patentsidde MPEG LA, a second patent
portfolio can be licensed from Via Licensing [126] covergmme overlapping and some differ-
ent patents. To have a general idea about the codec prigeicaltfee is US-$0.20 per unit.

Motion JPEG In Motion JPEG, the frames of a video sequence are encodedately as
JPEG images [57] using its Baseline profile. The basic corspmeslgorithms of JPEG are the
same as for intra frame coding in the MPEG standards [46]idMaIPEG is mostly applied for
video editing, surveillance, and the movie function in thgcameras. It has a lower compression
efficiency than the MPEG standards. But it has the advantalgein§ simple and low complex.
Since JPEG is an established standard, there is a large nombgplementations that are highly
optimized and available at low cost. Motion JPEG does natirecany license fees. The main
disadvantage of Motion JPEG is the lack of a standard syrgagrigbtion. Thus, compatibility
problems between different implementations may occur.
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Motion JPEG 2000 has been standardized as the Part 3 of the JPEG 2000 stag@ard [
by the Joint Photographic Experts Group (JPEG), a sisteanmgtion of MPEG and a sub-
organization of ISO/ICE. Motion JPEG 2000 is based on congwasof individual frames by
using the JPEG 2000 [61] still image format. JPEG 2000 engplbg DWT and achieves up to
50% better compression ratios than the DCT-based JPEG. JP&Baad Motion JPEG 2000
are targeted to be royalty free [75]. The main drawback ofGRHBOO is its required processing
power that is up to 10 times higher than the DCT-based JPEQ@ wandard PC equipment
due to the use of DWT and the enhanced feature set. One majaesaucomplexity in JPEG
2000 is the entropy coding, because it uses an arithmetimapip adding complexity to both,
encoder and decoder. With hardware specialized codecspthputation time can be reduced.
The major improvements of (Motion) JPEG-2000 over (MotidREG are as follows:

¢ Higher quality for a given data rate or more efficient compi@s at a given distortion limit

Support for lossless and lossy compression

Scalability can be achieved for both, SNR and resolutiothout the need to save redun-
dant or additional data.

Variable choice of color spaces and higher bit depths peipom@nt (up to 16 bit)

Errors during the transmission result in blurring and astrdiuted throughout the frame.
This is often less disturbing than the blocking artifactessd by the DCT-based coding
schemes.

In [77], a comparison between H.264/AVC coding restrictetiframes and Motion JPEG 2000
shows a similar coding efficiency. The authors state, thdtéme sizes up to 1280720 pixels,
the compression efficiency of H.264/AVC (MP) intra mode caglis only slightly better than
the efficiency of Motion JPEG 2000.

No license fee is required for the use of JPEG 2000 standard.

Dirac The open source and license-free Dirac video codec [120¢iisgbdeveloped by the
British Broadcast Corp. (BBC) and uses the wavelet transform godiie goal is to provide
a royalty-free, simple, general-purpose video coding ratlgm for a wide range of resolutions
(from QCIF to HDTV), which is competitive to other state-tietart codecs in terms of compres-
sion efficiency. Open source VHDL hardware implementatimfrsoth encoder and decoder are
available bt t p: / / www. opencor es. org/ proj ects. cgi / web/ di rac/ overvi ew).
However, all these projects are still under developmente fauthe insufficient timing perfor-
mance of the Dirac software codec, it is not considered inithe delay analysis of Section 5.1.
The main techniques used in Dirac are:

e Wavelet transform coding
e Bit depts up to 16 bits per component with 4:2:0, 4:2:2, and4chiroma subsampling

e Motion estimation and compensation based on overlappet®leith variable block sizes
to reduce block artifacts
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¢ Global motion compensation, such asin MPEG-4, to desardmskation, scaling, rotation,
and three dimensional rotation

Frame modes: I, L1, and L2 frames, similar to the MPEG framdeasd, P, and B

Rate-distortion optimization mode

Entropy coding with adaptive arithmetic coding

Support for a lossless coding mode

In [78], a comparison with H.264/AVC shows that Dirac, eveiits current development status,
is competitive to the state-of-the-art standards in terhpeceptual image quality and compres-
sion efficiency.

Theora Theora [131] is an open source codec being developed by thie &ig Foundation.
Open source FPGA hardware implementations are also a@aiaB0]. Theora is based on
the VP3 codec by On2 Technologies [97]. The Theora codecatggein a similar way as the
MPEG standards. It uses anx&@ DCT and block-based motion compensation. Besides I-
frames, Theora supports P mode inter-frame prediction mitktiple reference frames. But it
has no equivalence to B-frames of MPEG. Theora uses 1/2-peilgomn for motion estimation.
Generally, Theora is intended to be used with the Ogg Forordilé storage, but can also be
implemented for streaming in networks. Its drawback is thdbes not provide special tools
for error resiliency. Other main features of the Theora &yratre the support of 4:2:0, 4:2:2,
and 4:4:4 chroma subsampling with 8 bits per component, uppat for custom quantization
matrices and non-linear scaling of quantization valuesofa uses a flexible VLC scheme and
an adaptive in-loop de-blocking filter. Due to the insuffitiéming performance of the Theora
software codec, it is not considered in the delay analys&eation 5.1.

2.3.2 Image Processing in Driver Assistance Systems

Driver assistance camera systems can be divided into twiaappn groups, direct and indirect
image-based driver assistance services [10].

Direct Image-based Driver Assistance Services

The term direct image-based driver assistance compris@sade-based assistance functions
that utilize the presentation of the image itself to ashistriver. This assistance service category
implies that all applications share a display resource hacefore cannot work in parallel. The
most common driver assistance services that belong todkegary are listed in the following.

Rear-View Camera This driver assistance camera represents the rear area cditlvia one
video stream to the driver as shown in Figure 2.5(a). Thegotasion of the video usually takes
place in the central display (CID in Figure 2.1). The frame iat30 frames/s.
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Figure 2.5: Direct image-based camera systems in the car.

Side-View Cameras This driver assistance service provides the picture of ititet and left
sides of the car’s front area by two video streams to the diiFegure 2.5(b)). The videos
should help the driver to avoid collisions while enteringpia road with unclear sight conditions.
The two video streams are combined and presented at theakdigplay. The frame rate is
30 frames/s.

Top-View Cameras This driver assistance function presents the right, ledt mar areas of
the car via three video streams to the driver (Figure 2.5(Che videos should help the driver
in parking situations. The three video streams are comkanedpresented at the central display.
The frame rate is 30 frames/s. Fish eye distortion algostlame used because of the fish eye
lens, which is deployed within the left and right camerad.[28

Night Vision Camera This driver assistance service presents the front areaeofdh via
one video stream to the driver as shown in Figure 2.5(d). fitlmstionality supports the driver
with infrared images from the front side of the car while drty at night. There are two ways
to implement this feature. Either two infrared spotlightsiteinfrared light and a camera within
the car records the illuminated street or a far infrared cam®unted in front of the car is used.
The frame rate is 30 frames/s.

Indirect Image-based Driver Assistance Services

The term indirect image-based driver assistance compait@sage-based assistance services
that instead of using the image itself extract the needextnmition from the camera images and
only use this information for driver assistance, e.g., igger an action based on this informa-
tion. The most common driver assistance functions thatrigelo this category are listed in the
following.

Lane Departure Warning This driver assistance function warns the driver when tmaina
expectedly crosses the lane. The operation of this furalitynis like all indirect image-based
driver assistance functions not limited by any other fusrtgiwithin the car. So far, this function
is realized with the front-view camera that is installedmiba rear view mirror in the car. The
frame rate can be set to 30-60 frames/s.
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Traffic Sign Recognition Because of the rapid change of traffic signs it is hardly pdssib
to keep the navigation data updated. The traffic sign retiogriiunction tries to overcome this
problem by detecting traffic signs while driving. Similar tlee lane departure warning, also
the traffic sign recognition function uses the front-viewneaa. The frame rate can be set to
30-60 frames/s.

Accordingly, indirect driver assistance services applag® processing algorithms. Image
processing in the automotive domain means object recognénd is the task to identify an
object and its type within pictures of a video sequence [9%h achieve this goal, the so
called Regions Of Interest (ROI) are identified by globallgrsling images for objects or by
evaluating data from external sensors. In the car, the ROtammonly selected by external
sensors such as radar or 3D-cameras. The next processpgyaste feature extraction and
classification. The Edge Histogram Descriptor (EHD) of MREGLO9] and Histogram of
Oriented Gradients (HOG) [92] have been chosen for the aisalg the spacial domain of
images, i.e., they are applied to every single video frante @ptical Flow [66], [24] has been
additionally applied to take the temporal domain of a videguence into account. The Support
Vector Machine (SVM), a supervised learning method, has hsed to classify objects after
feature extraction as this method achieves good classuircegsults [33]. SVM is trained with
features of well-known objects before it can classify unkn@bjects. EHD, HOG and Optical
flow are briefly described in the following.

EHD: The Edge Histogram Descriptor has emerged to be the moabtiamong the MPEG-7
descriptors in the context of object recognition. EHD suladis each image into 4 4
non-overlapping equally sized sub-images. For each salgeéna histogram of five different
types of edges is calculated and stored in five bins, a ve€t®d distogram bins is generated.
Each sub-image is further subdivided into a fixed amount ofay large blocks of size of
a multiple of two. Digital filters are applied to the spatiandain of each block in order to
determine the predominant edge type of that block. In the casedge is found in a block,
this certain block is classified as a non-edge block and isemtsented within the histogram.
To generate the edge histogram, the number of blocks is edwarid normalized by the total
number of blocks within a sub-image.

HOG: This approach classifies objects based on the distribufiéocal intensity gradients or
edge directions. Each image is subdivided inte 8pixel cells. The gradient of each cell is
calculated using a gradient filter mask. For color imagesusgp gradients are calculated for
each color component. The one with the greatest norm is ohosee the gradient vector of a
specific cell. After calculating the gradient orientatidris binned to one of nine sectors. This
means that sectors of the si%? = 20° are generated while the 'sign’ of the gradient is ignored
and the gradient orientation is mapped into one of thos@secthe pixel bins are accumulated
into orientation bins for each cell and weighted by the respe gradient magnitude (i.e., the
intensity of a pixel at position X, y). To generate the finadator, each four cells are grouped
together to 16« 16 pixel blocks and all blocks are put together with the casttmformation.

Optical flow: This metric is calculated based on differences between tmsecutive video
frames. According to [24], optical flow is the “distributiarf apparent velocities of movement
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Table 2.4: Summarized domain classification.
Automotive Domains | Domain Functions

Chassis Data communication for the operation of the Chassis (stgblili
agility and dynamics of the car)

Power train Data communication for the operation of the power train (e&g
gearbox etc.)

Driver assistance Autonomously operating data and communication (withoet us-
tervention), supporting the driving situation

Infotainment/HMI Data communication interacting with the driver concerrtimgoper-
ation and driving situation of the car (Route and traffic redginfor-
mation)

Comfort Non-driving related data, communication concerning Viaeilng of

driver and the passengers

Entertainment Car and driving unrelated data, audio and video for entertairt

of brightness patterns in an image”. It is computed eithemfmovements of the objects in a
scene or from movements of the viewer (camet)+ lyv+ It = 0 is the basic equation to be
solved using side constraints in order to calculate thecaptiow [80] wherely y; are intensity
values of a pixel at positior,y at timet. The optical flow vector is subsequently denoted as
v = (u,v). There are a lot of different approaches that define diftesile constraints [66]. For
the analysis in the automotive domain, a texture-drivebigthased indexing scheme that applies
the Census transform [43] is used.

2.4 In-Vehicle Traffic

Traditionally, automotive networks are divided into setatomains that correspond to differ-
ent functionalities, constraints and structures. Thesdiaation and the number of automotive
domains have not been standardized yet. Therefore, mafeyetit approaches can be found
in the literature such as [17], [42], [48], and [22]. It cand®en that the number of domains
is increasing with the publication date of these approaealsebe number of automotive ECUs
is increasing as well. Furthermore, it is apparent that threaln borders are not well defined,
because some applications in different domains differ onéyfew aspects. By incorporating the
different definitions and considering future applicatiosig automotive domains can be defined
as shown in Table 2.4. The domains are sorted according itcstifety significance from top to
bottom. A classic automotive domain is interconnected wiappropriate communication net-
work. With the growing number of ECUSs, a clear assignment & amtomotive domain to one
network system is not possible anymore. Figure 2.6 showspgpimg of the current automotive
network systems to the introduced domains in Table 2.4 nbesseen that almost every domain
is covered by more than one network technology. The reasomisly the growing number of
ECUs. Some ECUs connect to more than one network system in tordiéstribute their data.
Accordingly, there is an increasing amount of traffic rethyetween the networks by the so
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Figure 2.6: Mapping of automotive communication networks to the different domains

called gateways. Gateways are relay units that converttgpés at the application layer. As a
result, the increasing number of ECUs leads to an overlapeofitimains, i.e., similar applica-
tions can be found in various domains.

In the following, a new classification of the in-vehicle frafis presented with all requirements
that are considered in the analysis of this work. Furtheraonanalytical method is introduced

and configured to model the in-vehicle traffic.

2.4.1 Requirement Analysis

Today'’s in-vehicle traffic comprises of applications witiffelent characteristics and QoS re-
quirements as mentioned in [6] and [9]. The QoS requirendgfiae the bounds for the through-
put, end-to-end delay, delay jitter, loss and error ratepdbeing on these requirements, the
in-vehicle traffic can be classified into four different gpsuas follows.

Real-Time Control Data:

This traffic class defines the highly safety-critical cohtlata with the strongest end-to-end delay
requirement of 2.5 ms [12] for applications such as X-byaNiFlexRay applications belong to
this data category. It also includes control data with lodeday requirements such as PT- and K-
CAN applications. They transmit sensor data, but also cbmtfarmation for driver assistance.
The maximum end-to-end packet delay derived from CAN cyohes amounts to 10 ms.
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Real-Time Audio and Video Streams:

Audio, but mostly video data from camera systems or vidatstratting sensor systems of driver
assistance services belong to this data category. Inikeraaidio and video applications such as
Voice over IP (VoIP) and video conferencing are also parhaf tlata category. We assume a
maximum of 5 cameras in the car that stream compressed \vigedtaneously. As mentioned
before, video compression is applied for an efficient useetivark resources in future cars.
System requirements are given as follows.

e Transmission rate: 7.4 Mbit/s for video data (average dai@a of MPEG-4 compressed
video streams from [5]), 50.8 kbit/s for VoIP when using th&Z5 voice codec which
emits a voice packet every 20 ms

e Frame rate: 30 frames/s
e |-frame interval: 15 frames [5]
e Frame resolution: VGA (640480 pixels)

e End-to-end delay: Max. 33 ms for cameras excluding the vigleaessing time, max.
150 ms for VoIP according to ITU-T G.114

e Packet loss rate for an adequate media quality: very low

As mentioned before, MPEG-coded videos consist of 3 frarpedyi.e., I-, P- and B-frames.
However, the presence of B-frames imposes extra delay todti@g and decoding processes
due to the fact that B-frames make use of forward and backwaedigiion [108]. For this
reason, we apply the MPEG-4 compression algorithm withotfraBie coding for the real-time
video stream¥. Our analyses based on software implemented video codeesshawn that
compression and decompression amount to 10 to 20 ms of titnis.time can considerably be
reduced by application of hardware implemented codecsssided in [5].

Multimedia Data:

Multimedia systems transmit audio and video data for eait@rient of the car occupants. QoS
requirements of the assumed in-vehicle multimedia apiptioa are defined in the following.

e Transmission rate: 4-8 Mbit/s (MPEG-2 is mostly applied faultimedia video applica-
tions.), 128 kbit/s (MP3), 1.4 Mbit/s (Audio CD)

e Frame rate: 25frames/s

e |-frame interval: 12 frames[124]

e Frame resolution: 720576 (PAL)

2In this work, the real-time criterion for a camera applioatimplies that each of the processing steps, particularly
encoding and decoding, has to be completed before the raawefis available, i.e., within one frame interval.
This should be understood as a theoretical upper bound.
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e End-to-end delay: max. 100 ms for Audio CD, max. 200 ms for B¥D

e Packet loss rate for an adequate media quality: very low

The assumed resolution levels for the multimedia streamsotiexclude the future application
of higher resolution levels.

Best Effort Data:

These applications do not require any QoS. They are not delasitive so that lost packets can
be retransmitted again without any constraints on delaytter.j This type of traffic includes
web-browsing data, system maintenance or downloading slath as downloading a digital
map to the navigation system.

The traffic categories real-time control data, real-timdiaand video streams, multimedia and
best effort data have been considered in the analysis oPtfi#Hernet in-vehicle network. The
analysis, however, excludes the highly safety-criticaiton data that is required to be transmit-
ted separately by the FlexRay bus and some CAN segments aggtodhe current requirement
of the car manufacturers.

2.4.2 Traffic Modeling

According to 2.4.1, the in-vehicle traffic is defined throutitierent data classes. Understanding
the nature of in-vehicle traffic classes is important for pprapriate network design. Statistical
models are used in the following to characterize the inalehdlata for further analysis. In-
vehicle traffic is divided into two main groups of constartaite (CBR) and variable bit rate
(VBR) data.

Constant Bit Rate Data

Constant bit rate (CBR) means that the amount of data sent oveintbas always constant.

In order to analyze a highly loaded network in the worst cagesimission scenario, the real-
time control data and the audio streams are both modeled as gRations with the highest
possible bit rate.

For the real-time control data, it is assumed that the 8-Kyend PT-CAN messages are packed
into 64-byte Ethernet frames to be sent over the IP/Ethereetork at data rates of 800 kbit/s
and 4 Mbit/s, respectivel§. These rates are 8 times higher than the original K- and PT-CAN

13[104] suggests that a synchronization time of 240 ms betw@o and image sources is acceptable. In [118],
the speed of visual attention was studied implying the timéqga of shifting the fovea focus. The paper cites
different sources in which delay times of 75 to 175 ms are nteploand presents experimental results with an
attention delay of about 140 ms for peripheral events. I, [B& impact of delays for multi-user games has
been researched where both, audio and video data are impaniz suggests delays up to 100 ms as absolutely
acceptable. The maximum delay times for in-vehicle muldiraeudio and video streams are derived from the
mentioned references as approximated values.

144.8 Mbit/s is the highest achievable transmission rate béftet packets containing K- and PT-CAN messages
and is modeled here as CBR traffic for the worst case anallsi®ality, K- and PT-CAN have a VBR traffic
and reach only sporadically the mentioned maximum bit rate.
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rates of 100 kbit/s and 500 kbit/s (Figure 2.6), which is #sult of larger Ethernet frames. Also,
in-vehicle audio sources such as Audio CD or VoIP are modede@BR applications. In both
cases, the transmission rate is constant, i.e., fixed sizepd@kets are transmitted at constant
time intervals according to [108].

Variable Bit Rate Data

MPEG videos imply a variable bit rate due to the differenbfeatypes, i.e., |-, P- and B-frames
with different sizes as shown in Figure 2.7. An accurate riogef the rate variability is es-

1500 MA
1000
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Time (s) % 10*

Figure 2.7: The traffic envelope of VBR applications.

sential for an adequate resource planning. Several soundelmhave been introduced in the
literature [26], [86] that assess the MPEG-compressed\stieicture with |-, P- and B-frames.
According to [108], the introduced source models can besiflad into two main groups, the
Markov-based models and the self-similar models. In thiskwae apply self-similar mod-
els, because they need less input parameters than the Maaked models, which means that
they have a lower configuration uncertainty. The long ranggeddence (LRD) property of a
compressed video sequence is the autocorrelation funatibve GoP (shown in Figure 2.8) and
shows a proof for time correlation in a video stream, esfligorhen the lag is less than 80
GoPs. [26] and [86] suggest that this characteristic of awistream has important effects on
the network performance and should therefore be includéukivideo source model. We apply
the fractional autoregressive integrated moving aver&g&RIMA) model as a realization of
self-similar models.

The F-ARIMA Video Model The F-ARIMA model is a statistical model to generate a video
stream. It is able to faithfully generate a stream with the Léd@racteristic and different frame
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Figure 2.8: Autocorrelation function of a real compressed video stream at the GoP level.

sizes to model different frame types. Additionally, thetdlmition of frame sizes in a GoP can
be selected to be any desired distribution. Due to the sppetémest of network planners in the
tail distribution of the MPEG-coded video representinggéaframes and its frequent modeling
by the Pareto distribution, we applied the Pareto distidouto model the GoP as explained in
the following.

Modeling the LRD Characteristic The LRD characteristic is included in the F-ARIMA
model by estimating the autocorrelation function of a radkw stream. The autocorrelation
function is partly determined by the Hurst parametd), (which can be estimated in several
ways from real frame sizes. More details can be found in [26] [86] about how to estimate

the H parameter from empirical data graphically. According t6][&After theH parameter has

been estimated, the autocorrelation function at GoP lewebe modeled as

Zijzlwiexlt(—)\ik) for k < Ky
r(k) = 2.1)
Lk—B for k > K;.

where
B=2(1-H)

Slawi=1 (2.2)

LK B = zijzlwieXQ—/\iKt)
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TheK; in these equations represents the "knee”, which is a tiangbint of the autocorrelation
function from an exponentially decreasing function to adgedly decreasing function.

Constructing a Background Sequence with LRD The background sequence is
a sequence of normally distributed random variabtewith the LRD property, i.e.. X =
{X1,%2,X3,...,Xy }. Eachx can be transformed into a GoP as explained in the followiegsst
Accordingly, v is equal to the number of GoPs in the video sequence. Giveedtimated
autocorrelation function(k) from Eg. (2.1),X can be computed by

1. xp is generated from a Normal distributid(0, 02), No = 0 andDg = 1.

2. Fork=1,...,v, calculate the following variables recursively
N =r(K) = 51 @1jr(k— )
Dy =Dy-1—NZ ;/Di1
(2.3)
@k = Ni/Dy
Bj=B1j— Gk-1k-j ]=1...k=1

3. Use the above parameters to compute the mean and varifeeaehg and then to calculate

thexy b
- M= 351 X |
of = (1-#®op 4 (2.4)
X = N(my, o)

Constructing a GoP with LRD G=1{01,02,03,...,9v} defines the sequence of Gog}if a
video stream and can be transformed from the normally HigedX. As mentioned before, the
distribution of G is chosen to be the Pareto distributibfx) = axg—il (for x> B, a the steepness
of the slope ang the lower bound of the random variabdein this work. The transformation is
done as follows.

G =Fy H(Au(X)) (2:5)
wherefRy =1/2 (1+ erf (%)) is the cumulative distribution function of the Normal dibtr-
tion with the meanm and variances? and Fp_l(x) =pB(1/(1- x))l/“ is the inverse cumulative
distribution function of the Pareto distributibh The transformation in Eq. (2.5) preserves the
LRD characteristic oK in theG.
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Changing the Sequence of GoP into a Sequence of Frames According to [108], the
GoP sequencé can be reformed into a sequence of picture frames by appigitngs between
I-, P- and B-frames over the GoP size to each eleme@.ofet ratio; , ratiop andratiog be
ratios of mean |-, P-, and B-frames of a video stream with an IBBFEEFBB structure over
the mean GoP size, i.e.,

rat|0| - Imear/GOPmean (26)
ratiOP - 3 . Pmean/GOPmean (27)
Accordingly, thei!" GoP can be constructed by
. ratiog-g; ratiog-g; ratiop-g; ratiog- g ratiog - gj
R= -0 ey —————— 2.
Go i {rat|0| g, ) 5 ) 5 3 ) 38 IR R ) } ( 9)

The three ratios for the three frame types can be obtained &roeal DVD stream. However,
the ratios for the driver assistance cameras without B-feaamel with an I-frame interval of 15
[5] must be modified from the statistics of the real DVD stre@frame interval: 12 including

B-frames [124]).

In the following, the F-ARIMA model is computed for the DVD dpmation in the car based on
the video sequence "Star Trek: First Contact” from [124].

The H parameter needed to construct the autocorrelation funasigrovided by [124] to be
0.831 for the movie "Star Trek: First Contact”. The autoctatien function for this stream is
estimated by trial and error as shown in Figure 2.9 to be

0.4-exp—0.15k) +0.6- exp —0.03&) fork << 26
r(k) = (2.10)
0.6963- k9338 for k > 26.

Once the autocorrelation function has been estimate@dn be generated according to Eq. (2.3)
and Eq. (2.4) for this video stream. In order to transfofrto the Pareto distribute®, a and

[ parameters are requiredy can be defined by comparing the Complementary Cumulative
Distribution Function (CCDF) of the real video stream and theeB distributed stream with
different values ofn. As shown in Figure 2.10y = 5.0 turned out to be the most appropriate
value. TheB parameter can be calculated from the mean of the Paretddisin as follows.

Ex) = 2P 2.11)

T a-1

Note thatx in Eq. (2.11) is a Pareto distributed random variable. Thanvad this Pareto distri-
bution is the average GoP size. In other woK86Rnean= E(G) andGoRyeanCan be calculated
from the desired bit rate of the simulated stream. For examplthe case of the DVD ap-
plication with an average bit rate of 4.7 Mbit/s at 25 frarse&0oRnean= ((4.7 - 106) /25)-12

= 2.256 Mbit = 282 kByte for an I-frame interval of 12 frames. Bybstituting GoRyeanand

a =5.0in Eq. (2.11) 8 is found to be 225.6 kByte.

After computing all required parameters of Eq. (2.5), thekgaound sequenceé can be trans-
formed to the GoP sequenG However, initial results showed that by simply transfargito
G, some GoPs turn out to be too large, which have adverse ®fiadhe network performance.
Therefore, an upper bound has been introduced for the i BOP size by computing the ratio
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Figure 2.9: The estimated autocorrelation function and the real autocorrelation function from
the video stream " Star Trek: First Contact”.
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Figure 2.10: Comparing the CCDF values of the generated frame sizes and the real frame
sizes given in bytes. The axes have a logarithmic scale.
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between the largest GoP to the mean GoP size in the real vickams This ratio defines the
upper bound on the modeled GoP size in the sequéndany modeled GoP that is larger than
this upper bound will be regenerated again based on thedPdisgtibution. The upper bound
for the GoP size has been determined to be 3.399 for the mBwée Trek: First Contact”.
Theratioy, ratiop andratiog used in Eq. (2.9) to construct a DVD stream are determinad fro
the trace file "Star Trek: First Contact” [124] to be 0.186,9B2&nd 0.521, respectively. Finally,
these ratios have been applied to each element of the sexf@e¢aget the modeled DVD stream
shown in Figure 2.7.

Table 2.5 summarizes all statistical values applied too/gtmurces in the analysis of this work.

Table 2.5: Configuration table for in-vehicle video sources (e.g., DVD and driver assistance
cameras). a and b are the number of P- and B-frames in a GoP, while Pyeanand
Bmeandefine the average P- and B-frame sizes, respectively.

Parameter Value Description
Camera DVvD
Imax [Byte] 128510 178121 The size of the largest I-frame in the stream
Imean[BYte] 54904 57191 The average I-frame size
Fmean[BYyte] 24412 25630 The mean size of all frames in the stream
n [frames] 15 12 The number of frames per GoP
f [frames/s] 30 25 Frame rate
Teoe max[S] 0.033 0.1 Maximum allowed end-to-end delay per frame
GORnean[Byte] | 456569.38| 282197 Mean GoP size
GOR\pperbound 2.331 3.399 GORnax/GoRnean
GoORnax[Byte] | 1064263.22 957638.88 Maximum GoP size
ratio| _ frame 0.136 0.186 Imeary GORnean
ratiop_ frame 0.864 0.293 a- Pneay GORnean
ratiog_ frame 0 0.521 b Bmeary GORnean
a 2.5 5.0 Pareto Shape parameter

2.5 Summary

In this chapter, an overview is given of the existing autawehetwork systems and their appli-

cation fields. Due to the growing number of applications ia ¢ar, the requirements on auto-
motive networks are continuously increasing. The deployroédifferent network technologies

and point-to-point links interconnected via gateway systéeads to an inflexible network archi-
tecture and a complex cable harness in the car, which is skgeand requires a high validation
and management effort.

IP over Ethernet is the most widespread network technologyomputer networks and is in-

creasingly gaining importance in QoS-aware communicai@tems such as its application in
aircrafts, automation systems and also home networks. riigheffers enough transmission
capacity, e.g., for the simultaneous transmission of s¢wedeo streams, which is one of the
transmission scenarios in the car. As described in [4], fB#tealso has a good error detection
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capability compared to automotive network systems. Adogty, IP over Ethernet represents
a serious alternative to the current automotive networkisstherefore concretely analyzed for
its adaptability as an in-vehicle communication systenhis work.

The basics of video compression and several widespread cio@ecs are introduced. Video
compression is assumed to be applied to automotive vidgermgs such as multimedia and
driver assistance camera systems for an efficient resoseggeu Typical automotive image pro-
cessing algorithms are briefly presented to be investigat&hapter 5 for compressed camera
video streams.

The in-vehicle traffic is described and classified into foroups based on QoS requirements of
the automotive applications. Precise traffic modeling seatial for adequate network planning.
In this chapter, the fractional autoregressive integratesling average (F-ARIMA) model has
been selected for further analysis due to its frequent ughdriterature and its comparably
simple configuration. The adjustment and employment of tAeRIEMA model for in-vehicle
video sources have been described on the basis of the DVIrapph. All configuration pa-
rameters applied for in-vehicle video sources (e.g., camand multimedia sources) have been
summarized.
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In order to cope with growing complexity and to comply withudte automotive demands, a new
network architecture for in-vehicle communication is negdIn this chapter, an IP/Ethernet-
based network architecture is proposed for future in-yeldtommunication. Adequate network
topologies are introduced. The QoS performance of the pegboetwork topologies is eval-
uated analytically and via simulations. Both evaluationhnods are described and adapted to
the in-vehicle requirements from Section 2.4.1. The Qo®pmiance is computed based on the
provided cost in terms of network resources and componeltis. wired core network is ex-
tended with a wireless peripheral network to increase usgibility and reduce cabling effort.
The introduced analytical and simulation models are exddrfdr the wireless communication
and evaluation results are presented for the selected vagsttransmission scenarios.

3.1 Heterogeneous IP-based In-Vehicle Network

As discussed in [6] and [12], to realize a consistent netvawdhitecture IP can be considered
as an abstraction layer between the applications and @iysétwork technologies as shown
in Figure 3.1. While the data link layer differs for wired andeless physical layers and dif-

Control Diagnosis|

. . Internet
. Audio/Video Streaming
Driver- | |Real-Time Streaming Playlists | |Access | ECU SW-|i Further

Assist. Apbpl. update Appl.
ssist PP SOAP/XML

RTP HTTP HTTP FTP

QoS API

| Diffserv P ‘

" 802.1p ’ Ethernet MAC || MAC for wireless networks |

100 Mbit/s, Gbit/s Ethernet Real-Time
Full-Duplex Ethernet Fiber optics | Ethernet

eSEee WLAN WLAN
Bus topology|

Figure 3.1: Proposed layered model (Filled circles represent the introduced QoS-API, empty
ones represent the ports for fast and low delay transmissions, double lined ones
represent the ports for reliable transmissions).

ferent transport protocols such as TCP and UDP can be usegldn4ao enable reliable and
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non-reliable but also connection-oriented and connelegstransmissions (See [3] for more de-
tails.), the layer-3 is consistent throughout all applmadomains in the car. If the data rate re-
quirements grow between the vehicle generations and theedlebrk technology does not fulfill
the demands anymore, it can easily be replaced with a fastwork technology without the need
to change the application software. An example is the mimndtom Fast Ethernet (100 Mbit/s)
to Gigabit Ethernet in the vehicle communication backbohlee modular and standard-based
network architecture from Figure 3.1 provides differeanstard protocol suite implementations
for different applications, for example Universal Plug d&idy (UPnP) for controlling consumer
electronic devices, the Real-time Transport Protocol (RoP$treaming audio and video data
or the Simple Network Management Protocol (SNMP) for nekwoanagement.

Besides software, the IP-layer can be realized in hardwagedar to avoid software-caused
jitter. While present automotive network standards such asl @Ad MOST require statically
predefined functions and use a complex API for the commubitdtetween ECUs, IP-based
standards take advantage of using standardized IT-prstozdransmit data without any func-
tion predefinition. Also, gateways will be resigned from thevehicle network, since in the
IP-based network architecture there is no need for dataecsion. Thus, the overall in-vehicle
communication complexity and consequently cost can becestluAdditionally, IP-based net-
works provide a wide range of development and measuremelstwoth lower costs. A promi-
nent example is the open source protocol analyviezsharkwhich is widely used in the Internet
area and is available free of charge.

3.1.1 Considered Network Topologies

Cars typically have a mixture of standard and client-speeléctronic equipments. This leads to
a large number of different possible variants for each cartias to be covered by an appropriate
network topology. The topology should also be extensibiat¢orporate novel equipments that
have to be added to the car during its lifetime. The goal igudi flexible network topology that
covers all different equipments and variants. For this psepthe network topologies star, double
star, daisy chain, and unidirectional ring shown in FiguHave been taken into account. Daisy
chain turns out to be unappropriate due to high stockpilé remgiirements for the maintenance
of cable harness that is needed for different car equipmekitsong star and double star, the
double star topology is more adapted for in-vehicle comwation. First, because the traffic
load is distributed over two switches, i.e., the switch l@ash be better controlled. Second,
there is already the possibility to integrate two switchreshie car, e.g., in the headunit and in
the central gateway. This means that the installation cos$ ehot increase a lot for the double
star topology. The unidirectional ring topology requirel®waer cabling effort (2 wires instead
of 4 wires of the twisted-pair Ethernet cable) and a smalleniper of ports compared to the
double star network, because the required 3-port switchese integrated in the ECUs. The
ring topology requires a low installation cost, becauseait easily substitute one of the present
widespread automotive networks, the MOST ring.

Consequently, double star and ring topologies have beentsédléor further analysis in this
work. They are indicated as double star and ring networks fnow on. The final overall in-
vehicle network topology will probably be a combination @iuthle star and ring, since both of
them have certain advantages. The following discussiomg@aluations are to better understand
the benefits and drawbacks of these topologies. The resaligpsovide insights into the choice
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Star Double Star

-

Daisy Chain

Figure 3.2: The network topologies, star, double star, ring and daisy chain.

of the future in-vehicle network topology. It should be menéd that the low-cost bus topology
will also be integrated in future cars to interconnect lowadate ECUs. However, this is not the
subject of this work and will not be further discussed.

Double Star

In the star topology, each device is directly connected teick. For connections 4-wire twisted
pair cables are needed. Due to the electromagnetic conlipaigsue in the car, a Fast Ethernet
network is assumed. In the analyzed double star network showigure 3.3, all five cameras
are connected to Switch B. A simultaneous transmission cfetliee cameras leads to a large
burst at the output port of Switch B towards Switch A. For thest case analysis, it is assumed
that all five cameras transmit 100 Mbit/s at the same time. mhm advantages of the double
star topology are the high network resilience in the casdieficoutage and the flexibility in
choosing link capacities for different parts of the netwofke main disadvantages are the high
cabling effort and the need for external switches, whicluires extra cost and installation space.

Unidirectional Ring

The unidirectional ring is not defined in the Ethernet staddBut it can easily be implemented
with standard network equipments. Every client needs ambyexternal ports (& Rx and 1x
Tx). The devices are connected in a way that the Tx-port okdgxessor client is connected to
the Rx-port of a successor client building a ring (Figure 3®)is implies that communication
is only possible in one direction. As shown in the right pretof Figure 3.5, 3-port switches are
applied and integrated in the client devices. 2-wire tvdgiair cables are used for connections.
The advantages of the unidirectional ring network are thedabling effort, the small number
of ports and thus, lower cost in comparison to the double rstavork. The main drawback
of unidirectional ring is the reduced network resiliencehe case of client outage. It is quite
difficult to get reliable fault rates from component manwg@ers. Accordingly, it is not possible
to draw exact conclusions about the resilience of future ECUserefore, network resilience
has not been investigated in more detail. As shown in FigutetBe traffic flows have to go
through all interconnected devices and are hence delayehvghanother disadvantage of the
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Figure 3.3: The analyzed double star topology. K- and PT-CAN applications run on one
server. The FEC module supports wireless transmissions to the wireless hosts and
is explained in Section 3.3.

unidirectional Ethernet ring.
The token ring technology has not been considered here yndird to its high hardware cost
and low bandwidth scalability compared to Ethernet.

3.1.2 Analysis of the Component Effort

In this section, the required production cost is descriloedfe introduced IP/Ethernet networks
from Section 3.1.1 based on the number of needed network@oems. It is compared with the
equivalently equipped network system from Figure 2.1 teptesents an example for the current
in-vehicle network. The production cost discussed heredsm@ingly the component effort in
terms of the number of required network components withoautsiering their price values.
Figure 3.5 shows possible realizations of the proposedthfBet-based network topologies
that can be compared with the current in-vehicle networkza@on from Figure 2.1. The image
processing unit abbreviated as "Proc” in Figure 3.5 (theesamin Figure 2.1) is considered as
a gateway in the current in-vehicle network, because it iE@k that receives several video
streams, processes them at the application layer and demdssulting stream over the CVBS
link to the receiver device. In the proposed IP/Ethernewosdts, however, the Proc functionality
is assumed to be integrated in another ECU, such as in the(faidunit) in order to reduce the
hardware effort as shown in Figure 3.5.
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Figure 3.4: The analyzed unidirectional ring topology. K- and PT-CAN applications run on
one server. The FEC module supports wireless transmissions to the wireless hosts
and is explained in Section 3.3.

Comparison of the IP/Ethernet-based Double Star Network with the Current
In-Vehicle Network

As mentioned in 3.1.1, the double star topology provideshigbest network resilience in the
case of client outage. It also offers a high flexibility fortwerk resource planning and is the
most appropriate topology from the network extensibilioyn of view. However, the number
of required components such as cables/wires, switchets pothe double star network is not
as moderate as in the ring network. By simply comparing thebmrmof required network

components with the current in-vehicle network from FigRrg, the values in Table 3.1 are
obtained. According to Table 3.1, the required number afvogt components is reduced in the
proposed IP/Ethernet-based double star network which srealuction of production cost when
component prices are equal in both networks.

Comparison of the IP/Ethernet-based Unidirectional Ring Network with the
Current In-Vehicle Network

The unidirectional ring is more resource-efficient than dloeble star network because of the
possibility to integrate the required 3-port switches ith® end-systems. Thus, installation costs
are omitted. Also, the number of required ports is reducetl device internal switches. The
electrical full-duplex cables consist of only 2 wireF((, T, ") seen from the sendeR{,R;)
seen from the receiver) in the ring network as shown in Fi@ube By comparing the number of
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Figure 3.5: The proposed IP/Ethernet-based double star (left side) and Ring (right side) net-
works with equal equipments as the current in-vehicle network from Figure 2.1.
Radio is another description of the headunit.

required network components in the proposed IP/Etheras¢d unidirectional ring network and
in the current in-vehicle network (Figure 2.1) with equalignents, the results in Table 3.2
are achieved. Table 3.2 shows a significant reduction of erdtwomponents in the proposed
IP/Ethernet-based unidirectional ring network. Assuntingt component prices are equal in
both networks, the production cost is thus reduced.

It can be concluded that both proposed IP/Ethernet-baswebrietopologies reduce the pro-
duction cost in terms of network components. The unidioel ring topology requires a lower
number of network components than the double star netwoektduntegrated switches. The
number of applied network technologies is significantlyusztl from five, i.e., CAN, LIN,
CVBS, LVDS and MOST in Figure 2.1 to two, Ethernet and WLAN in Fig®.5, which in-
dicates complexity reduction in terms of network intercection effort (i.e., gateway). Further
refinements can be done in the comparison scheme such asnideration of shielded and
unshielded cables, transmission capacity of the Etheaddes, cable physical layer costs, in-
stallation costs, complexity of connector elements ataepiorts etc. that have an influence on
the production cost. But in order to keep the comparison setemple and independent of the
component manufacturers and their cost offers, the nunflyeqaired network components has
been chosen as the metric to evaluate the production cdssimork.

linternal switches are not considered as additional neteomponents.
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Table 3.1: The required number of components for the IP/Ethernet-based double star network

(Figure 3.5, left side) and the current in-vehicle network from Figure 2.1.
Networks # Wires # Ports # Switches, Access
point, Gateways
Current in-vehicle | 54 (5x 2 wire LIN- | 22 (4 (Video switch| 3 (1x Video switch,
network , bx 2 wire CVBS-| « device), 5 (RSE 1x RSE, 1x Proc)
, 7X 4 wire LVDS-| « device), 7 (Proc
, 7X Opt. (MOST)-| « device), 6 (Device
cables) — MOST))
Proposed 30 (15 x 2-wire ca-| 18 (14 (switch« de-| 3 (2 Full-duplex Eth-
IP/Ethernet double | bles (opt.)) or60 | vice), 4 (switch « | ernet switches, 1 Act
star network (15 x 4-wire cables switch, AP)) cess Point)
(elect.))

Table 3.2: The required number of components for the IP/Ethernet-based ring network (Fig-
ure 3.5, right side) and the current in-vehicle network from Figure 2.1.

Networks # Wires # Ports # Switches, Access
point, Gateways

Current in-vehicle | 54 (5x 2 wire LIN- | 22 (4 (Video switch| 3 (1x Video switch,
network , bx 2 wire CVBS-| « device), 5 (RSE 1x RSE, 1x Proc)

, 7X 4 wire LVDS-| « device), 7 (Proc

, 7xX Opt. (MOST)-| « device), 6 (Device

cables) « MOST))
Proposed 28 (14 x 2-wire ca-| 14 1 Access Point
IP/Ethernet  ring | bles (opt.)) or 28
network (14 x 2-wire cables

(elect.))
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3.2 Wired Core Network

The switched full-duplex Fast Ethernet technology is usedetlize the wired IP-based in-
vehicle network, since it allows simultaneous data trassian and reception without collisions.
Additionally, the electromagnetic radiation of the lowstainshielded electrical Fast Ethernet
cables is low enough for the automotive use. The conceptatit 9P-Diffserv [107] in com-
bination with the IEEE 802.1p [53], [56] standard is propb$ar in-vehicle communication as
shown in Figure 3.1. This allows us to distinguish betweengieviously mentioned in-vehicle
traffic classes in the car. Priority assignment is done viaQ@oS-API that is an extension to
the standard protocol stack and works in parallel to the camoation APIs (e.g., BSD socket
interfaces). The QoS-API is either directly controlled by @application if it is a QoS-aware
application or it is controlled by an external script fordeg applications without QoS support.
The real-time control data is assigned to the priority O,clltepresents the highest priority level
in this work while the real-time audio and video streams avergthe priority 1. Multimedia
data is assigned to the priority 2 while the best effort datgiven the lowest priority level, the
priority 3. Layer-2 switches with the full-duplex capabjliare employed in the network. The
switches support different traffic classes according tdEteE 802.1p tags by parallel queueing
at each output port. The strict priority scheduling meckamis applied for the highest priority
gueue, i.e., the queue 0 while the queues 1 and 2 support igbtee fair queuing mechanism
with weightsW1, W2 and the queue 3 is served as best effort. This implies tHahgsas there
are packets waiting to be sent in queue 0, other queues havaitoWhen queue 0 is empty,
then the other queues are served according to their predefieights. The weights guarantee
that the remaining queues are served with their minimumicemates and not starved by the
higher priority queues [68].

The previously introduced double star and ring networksrarestigated for a worst case trans-
mission scenario when all ECUs from Figures 3.3 and 3.4 setaltdathe Processing Unit,
representing the headunit in the car, at the same time. Alldameras are assumed to send
video frames to the network simultaneously. They represeattop-view, two side-view and
one rear-view cameras to be processed by one image pragessinntegrated in the headunit
[10]. Even though this transmission scenario represerdsessituation in the car, it is important
to be considered if the network is expected to work flawleashny time.

In oder to guarantee QoS, the in-vehicle network should beeyty dimensioned besides the
introduced priority assignments. Thus, sporadic delags$imue to, for example, head-of-line
blocking at switch output ports, can be taken into accout thie required transmission re-
sources can be provided to avoid packet loss and qualityadagon. Since all ECUs and their
transmission scenarios are known before the network gtattis possible to guarantee QoS by
an accurate resource planning before data transmissioitigded. The analytical and simulation
models are described in the following.

3.2.1 Analytical Model

The service curve framework introduced in [31] and [83] Bsltlasis of the well-known Network
Calculus technique [137]. As discussed in [122], Network Glals is a widely accepted analyti-
cal technique for evaluating the performance of commuitnatetworks. The analytical model
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3 Proposed Network Architecture

employed in this work uses the Network Calculus theory foouese planning and performance
evaluation in the car. For ease of computation, the fluid rhivden [83] has been used as an
approximation of the real system. In this section, the ihisle network is investigated for its
QoS performance and resource usage.

Double Star Network

The CAN applications mentioned in Section 2.4.1 are CBR applications which aresslemith

the highest priority. As long as their bit rates do not exceedlink capacity, they only need
a small queue size just enough to store 1 or 2 packets in tleecfgater due to head-of-line
blocking as shown in Figure 3.6. Thus, in order to computeatheunt of required buffer, jitter

5.12 us
S5 e o i
I = 128us o e 128us
| | |
Queue 0 | PTCAN PTCAN ./ PTCAN
P Time ! | ! g
| |
| | |
| | |
Quevet | | : .
! Time ! !
On the link ! : Ll
fo the nextnode {7 e,
HEH : ] | !
{
> e Tme e 120us -
5.12 us I~ 12512us —» |

le  13024us

Figure 3.6: Head-of-line blocking for PT-CAN packets in queue 0. In the worst case, the
blocking packet from the lower priority queue (here queue 1) is MTU-sized. The
MTU size is defined here to be 1500 bytes. The packet order on the switch output
link is indicated in the last line that shows the transmission toward the next node.

should be defined first. From [83], the jitter introduced byedwork element (NE) to th&
packet can be calculated by

Jitternek = |(fk — fo1) — (A — a1 (3.1)

where thek;, packet arrives at this NE at tingg and departs at timé. According to Eq. (3.1),
the jitter introduced to the last PT-CAN packet from Figuré & the largest and is equal to
122.88us per switch (See Appendix A.2 for details.). The queue seazlad in Switch B (Fig-
ure 3.3), as a result, must be large enough to handle ttes ji., to store the number of packets
that fit into the 122.88is interval. Consequently, the maximum jitter in Switch A isdsvas
large and equal to 245.765. Based on similar arguments, the maximum jitter for K-CANKpac
ets is computed to be 126 per switch. Since the inter-arrival times of PT- and K-CAN s
are 128us and 64Qus, the required queue sizes in each switch can be calculated f

QueueRe k= [ (3.2)

max.jitterot max.jitter
128us 640us
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3.2 Wired Core Network

After substituting all values, the queue sizes are computée 2 and 3 MTB-sized packets for
switches B and A in Figure 3.3, respectively.

Thedriver assistance cameragmit packets composing picture frames in a burst with the in-
stantaneous transmission rate of nearly 100 Mbit/s for at gfesiod of time. According to the
transmission scenario mentioned before, 5 cameras seadidatltaneously to Switch B. The
combined arrival traffic curve seen from Switch B is therefquite high as shown in Figure 3.7.
The I-frame obtained from the F-ARIMA traffic model has an aggr size of 54904 bytes (see

| |
A — le—
1 Frame period !
Traffic curve from 5 ! !
cameras, | !
instantaneous X : | )
transmission rate is [ ! Ve
500 Mbit's @ 3 | e
_ .
Traffic curve from 1 9 Required e Serwcg
< ) s, —— curve with
camera, oM buffer size
. 7 rate R4
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. . 7500
transmission rate is _ 7
100 Mbit/s — “
/7
15007/,,}
~ =
V4 Time

Figure 3.7: Traffic curve of driver assistance cameras in Switch B and the related service curve
in the double star network.

Table 2.5) which takes 4.272 ms to be transmitted. By addiegathival traffic curves of all
5 cameras, the instantaneous transmission rate at thenoegiof each frame turns out to be
500 Mbit/s. The combined arrival traffic curve starts fron@@bytes at time 0 (Figure 3.7), im-
plying that there are 5 packets from 5 cameras ready to besseualtaneously. The service rate
R; for this traffic class is calculated by

Ry = (100 Mbit/s— Ry) - (inlm&) (3.3)
1

whereRy is the service rate of the CAN applications and is equal to 0B/ The weight§\y
andW, are computed according to
Wi R
Wi +Wo Ri+R

Ry

. 3.4

<e

to be 9 and 1 in the double star network with the precisionofagtbeing set to a small value,
i.e., 0.1, resulting iRy = 85.68 Mbit/s. Since the weights are computed per prionitgue, Ry

in Eq. (3.4) is defined by the service rate of one camera timég&use of five simultaneous
camera streams entering queue 1. Among all achiavedAb) combinations, the one that gives

2The Maximum Transfer Unit (MTU) is defined to be 1500 byteshiis ivork.

49



3 Proposed Network Architecture

the best trade-off between the packetization effect angtieision has been chosen

The required queue size in Switch B for all 5 cameras is aaegrib [31] the largest vertical
distance between the arrival and service curves, i.eXt¥hdistance in Figure 3.7Z represents
the maximum deviation from an ideal fluid server or more sanpin upper bound on initial
delay before the switch can serve the input stream as explam[83]. In general, for a total of
i upstream switches including the considered swifcban be calculated by

| | CJ
Z= j;z, = ,; (E+D‘> (3.5)
whereZ; is the initial delay of each switclC; is the maximum packet size representing the
packetization effect at thg" switch. R is the service rate offered to the considered stream and
D; is the maximum time the switchhas to wait until the link is free to transmit. In the worst
case, Switch B has to take into account a head-of-line bhgchkiy a lower priority MTU-sized
packet and an additional delay due to interfering CAN pack€snsidering the packet inter-
arrival times of the CAN applications, at most 3 CAN packets ica@rfere in the mean time.
Hence,D; in Switch B can be written as

5, _ 1500 8bit+ 3-64-8bit
1= 100 Mbit/s

By substitutingD1 in EqQ. (3.5),Z turns out to be 0.275ms. Sin&eis an upper bound on the
initial delay that indicates the largest delay before patk@smission, the resulting service curve
is just a lower bound implying how much data should have a&tleaen transmitted, at any time.
The required queue siz®; in Switch B can now be calculated %5%@ which results to be 155
MTU-sized packets long. The required queue §)zan Switch A to support all 5 cameras can
be computed in a similar manner. For Switch A only the initialayZ changes to be 0.55ms.
The requiredQ size is then equal to 234657 bytes or approximately 157 Mik&espackets.
According to Figure 3.3, thBVD and audio CD playersare both connected to Switch A. Thus,
Switch B does not need any capacity for queue 2. The servie®s&an be computed as follows

— 13536ps. (3.6)

Wi +Wo

to be 9.52 Mbit/s. With an average I-frame size of 57191 b{ges Table 2.5), an initial delay
of 1.395 ms, and weighisy andW, equal to 9 and 1, the queue si@e in Switch A is computed
to be 535496 bytes or 36 MTU-sized packets.

All computed queue sizes for the double star network aredist Table 3.3.

R, = (100 Mbit/s— Ro) - ( We ) . (3.7)

Unidirectional Ring Network

All computations that have been carried out @AN applications in the double star network
are also valid for the unidirectional ring network, excdmttthere are 6 switches between the
CAN application server and the wired client in the ring (segufe 3.4). By using Eq. (3.1)
and Figure 3.6, the maximum jitter of 122.88 results also for CAN packets in the ring net-
work. Table 3.4 shows the required buffer size for CAN appidces computed by Eg. (3.2).

3By considering that\s defines the weight of the lowest priority (best effort) queiLe, queue 3, it is assumed
that the ratio betweew,b andW; is always 10 and it is necessary thét > W > Ws in this work.
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3.2 Wired Core Network

Table 3.3: Queue size requirements given as the number of MTU-sized packets for both
switches in the double-star network from Figure 3.3. Q stands for Queue and

W, : W, has been set to 9:1.
Switch | Q0 | Q1 | Q2
A 3 | 157 | 36
B 2 |155| 0

For driver assistance camerasthe computations are a bit more complicated, since diitere

Table 3.4: Queue size requirements given as the number of MTU-sized packets for all switches
in the ring network from Figure 3.4. Q stands for Queue and Wy : W5 has been set

to 13:1.
Switch [ Q0 [ Q1 [ Q2
Vi | 0| 0 |37
S5 | 0] 7 |38
S4 | 0| 4639
S3 | 0 |52]39
S2 | 0 |58]39
ST | 0 |64]39
A2 | 0 | 66 39
D4 | 0 | 68| 39
HL | 2 | 70 | 39
D3 | 3 | 72| 39
Bl | 4 | 74| 39
D2 | 5 | 76 | 39
Al | 6 | 77 | 39
ClL | 8 | 79 39

switches receive a different number of streams. For exantipgeSwitch S5 in Figure 3.4 only
receives one camera stream. Its arrival traffic curve igivelg simple as shown in Figure 3.8.
The service rat®; is computed by Eg. (3.3) and weightg = 13 andW, = 1. The resulting
rateR; is 88.4 Mbit/s. The initial delay is calculated through Eq. (3.5) withathat does not
include any blocking time from higher priority CAN packetshig is because there is no CAN
server upstream to Switch S5. The initial delayer switch is accordingly 0.255ms and the
required queue size in Switch S5 is 10516 bytes, i.e., appeadely 7 MTU-sized packets. The
required queue size in Switch S4 can be calculated in a simiganer as for Switch A in the
double star network by adding 2 arrival traffic curves from @ed and Camera5 and including
Zs in the total initial delayZ. The largest vertical distance between the combined atraddic
curve and the service curve of Switch S4 is the required gqaee As shown in Figure 3.9, the
combined arrival traffic curve starts at 3000 bytes, becthese are 2 input ports at each switch
in the ring, i.e., there are maximum 2 packets competingt@output queue in the beginning of
data transmission. For other camera switches down to S®itckhe situation is a bit more com-
plicated. For example, Switch S1 receives two input streames from Cameral and one from
the output port of Switch S2, which contains data streamewf ipstream cameras. Hence, it
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Figure 3.8: Traffic curve of driver assistance cameras in Switch S5 and its service curve.
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Figure 3.9: Traffic curve of driver assistance cameras in Switch S4 and its service curve.

takes longer for the input port from switch S2 to send the ptckom 4 picture frames than for
the port connected to Cameral that sends only its own franexeldre, the combined incoming
instantaneous transmission rate at the beginning of eantefperiod has two slopes, 200 Mbit/s
when both input ports are active and 100 Mbit/s when only ipeii port from Switch S2 is ac-
tive. Figure 3.10 shows the traffic curve of Switch S1. Theunesgl queue sizes of all remaining
switches down to Switch C1 can be calculated similar to Swiithsince the combined arrival
traffic curve seen by those switches is similar to Switch Saly@he initial delayZ has to be
increased with each additional switch along the transimisgath to consider the growing jitter.
The queue size requirement of Switch V1 connected t@¥PB player is computed similar to
the mentioned double star network, exceptRarthat is recalculated using new weights. In all
other switches, the situation of queue 2 is similar to Switdh but the initial delayZ must be
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Figure 3.10: Traffic curve of driver assistance cameras in Switch S1 and its service curve.

increased for each additional switch along the transmispath to include the growing jitter.
However, in Switch S4, the initial dela¥ exceeds the transmission time of an I-frame. The
DVD traffic curve is shown in Figure 3.11. Even thoughncreases towards the downstream
switches, the required queue size does not grow as lodgea®ains within a frame period.

All required queue sizes in the ring are listed in Table 3.4n&ally speaking, switches that
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transmission rateis 2 ! Required _- -
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Figure 3.11: Traffic and service curves in all switches after Switch S3 for the DVD player.

are closer to the end of the transmission path require lapgeues, because they suffer from a
larger jitter.

53



3 Proposed Network Architecture

3.2.2 Simulation Model

Network performance analysis by simulations is a widelydusethod in the research commu-
nity. Simulation as an evaluation method is well understaod has been discussed extensively
in the literature [122], [103]. While analytical evaluat®deliver fast but not always realistic
results due to several simplifications and assumptiongjlations offer more realistic results
for larger and more complex networks. In this work, the INEanfiework from the OMNeT++
(Objective Modular Network Testbed in C++) network simwatitool [96] has been used to
simulate the in-vehicle communication network. OMNeT+-aidiscrete event simulator based
on C++. Itis highly modular, very well structured, scalaladad free of charge for the research
community. The INET framework provides all components obanmunication network such
as switches, cables, servers, hosts, etc.

For each simulation 10 iterations have been performed withuration of 600s each. Full-
duplex Ethernet cables with 100 Mbit/s and a negligible pgaiion delay have been used to
interconnect devices in the network. Full-duplex Etheswitches without input queues, but
with QoS-aware output queues (4 priority queues per outprt) pave been used. The relay
unit in the switches forwards received packets to the datstin output ports. It contains 2 CPUs
that work in parallel with a processing time ofi3* and an address table size of 100 entries. All
ECUs from Figures 3.3 and 3.4 transmit via UDP except for trst bffort FTP ECU that uses
TCP to transfer a 250 Mbyte file. The applications are confdjaecording to the parameters
from Section 2.4.1.

In this work, network simulation is used to evaluate the peissic analytical results. As will be
discussed in Section 4.2.3, simulation models are configaceording to the analytical results,
e.g., with analytically computed queue sizes and carrigd@exploit the QoS performance
such as late and lost packet rates. Simulation results asepted and explained in Section 4.2.3.

The analytically computed network resources in terms ofiserrate and buffer size (Tables 3.3
and 3.4) indicate a large resource consumption to achieveetjuired QoS, especially for VBR
video applications. The reason is the rate variability afea applications that results in large
traffic bursts. For example, while the CBR CAN application regslia buffer size of only 3
MTU-sized packets (roughly 4.5 kbytes), the VBR camera appbn requires a queue size of
157 MTU-sized packets (roughly 235.5 kbytes) in the doulde setwork (Tables 3.3). This
entails high costs and is not satisfactory for the autoreosiector where a large number of
samples is produced for a model range of cars. Accordinigéydata rate variability should be
bounded to obtain a lower resource usage.

3.3 Wireless Peripheral Network

As shown in Figure 3.1, the wired core network in the car caextended by an IP-based wire-
less peripheral network to improve flexibility, and reduedble harness and the risk of cable
break. Thus, the two rear seat entertainment (RSE) sinkf@aexample, be connected via a
wireless network to the IP/Ethernet-based in-vehicle ndtvas shown in Figure 3.5. RSE sinks

4The processing time of @s has been taken from some switch manufacturer data sheets.
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are provided by car manufacturers. The required QoS isftirerguaranteed. The connection
of further wireless hosts such as consumer electronic (CEg¢eketo the in-vehicle IP/Ethernet-
based network is also possible. However, in this work, werrassthat providing QoS for CE
devices is less important than for the RSE sinks from car naaxtwifers’ point of view. Accord-
ingly, in the first step, the two RSE sinks are considered foelss communication analysis in
this work.

The IEEE 802.11g standard has been used for wireless coroatiami in the car due to its wide
availability in consumer and professional electronic segis, comparably high transmission
rate and low cost. However, for future use, other wide bandless technologies such as Ultra
Wide Band and IEEE 802.11n can also be taken into considardtiarder to provide QoS for
the packets sent from the wired to the wireless network ripyiojueues are introduced to the
output port of the access point from Figure 3.5. The abovetiowed four priority queues in the
switches are also implemented in the access point and eedemith an additional queue with
the highest priority and strict priority scheduling for W& AN management data, i.e., beacons,
RTS/CTS messages etc. The output port queues in the accesaporonfigured as follows:
WLAN management data— queue 0; K-/PT-CAN data— queue 1; Camera, VolP— queue

2; DVD, Audio CD — gqueue 3; best effort data— queue 4. As for switches, queue 0 is
assigned with the highest priority level, priority O whileepe 1 is assigned with a lower priority
level, priority 1 and so on.

The worst case transmission scenario applied to the wirtgonle (Section 3.2) is adapted for
the wireless network. The wireless hosts, WHostl and WHost# ffigures 3.3 and 3.4 rep-
resenting the RSE sinks receive data from the Camera 5, K- ar@ARTapplications, Audio
CD and the DVD player with configurations from Table 3.5. ThePHICP-based best effort

Table 3.5: Traffic Sources sending data to the wireless hosts with packet sizes at the applica-
tion layer and data rates at network layer.

Source | Data Rate [Mbit/s]| Packet Size [Byte] Priority | max. allowed delay [ms
PT-CAN 4.0 8 1 10
K-CAN 0.8 8 1
Camera 5 ~ 7.0 1472 2 33
DVD ~4.7 1472 3 200
Audio CD 1.4 1472 3 100
Best Effort - - 4 -

data is only sent to WHost1. In this transmission scenarigtrmbthe data streams are sent to
more than one receiver. This indicates the need for mutttcassmission in order to reduce the
required transmission resources. Our analysis has shatnmtlticast transmission over the
lossy wireless medium does not perform as well as the untiGastmission due to the lack of an
ARQ mechanism in layer-2.

Channel measurements in the car with no passengers and telesgireceivers placed in the
front and back of the car have shown that more than 90% of sdlede are single packet losses,
about 5% consist of two consecutive packets and the restedefinger bursts. Independent of
packet size and data rate, a maximum bit error rate of 2% hersdteserved in the car [128].
Several error recovery schemes based on Forward Error @onéEEC) codes have been pro-
posed in the literature to support multicast transmissimrer lossy wireless channels. [73]
proposes an adaptive FEC algorithm that outperforms otB@-Based mechanisms in terms of
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error recovery, overhead load and end-to-end delay. Theogesl adaptive FEC module polls
the wireless hosts periodically with multicast loss queriehe hosts answer with loss reply mes-
sages, which contain the information about packet loss rdtieus, the FEC module is implicitly
informed about the wireless channel status without meaguhie Signal to Noise Ratio (SNR)
etc. The hosts compute packet loss rates by using the segjnanmbers of the inbound packets.
The FEC module disposes of several FEC levels, each defirdagan number of FEC packets.
It sets the sojourn time in each FEC level based on the sucatessf prior transmissions. Con-
trol messages are sent from the FEC module to inform the egisdhosts about the current FEC
level before the FEC data is sent via multicast to the recgivié has been shown in [73] that
the adaptive FEC algorithm performs better than static FEChanisms by adapting the amount
of FEC data and reducing the overhead in less noisy chan@@pgalso indicates the superior-
ity of the adaptive FEC over hybrid ARQ mechanisms in chanwéls high bit error rates and
several wireless hosts in terms of error correction andyed overhead. Thus, the adaptive
FEC mechanism has been selected to protect multicast tisgiens in the car enhanced with
the priority assignment mechanism. The FEC module assigostp levels to the FEC packets
before transmission according to their related data paclétus, FEC packets are queued in the
same output queue in the access point as their related data.

The IEEE 802.11g standard has a nominal throughput of 548Mihich cannot be achieved
in a real system due to protocol overhead and channel adogtstibns. The overhead is the
result of headers that are added to the packets in the acoedgs WLAN is a shared medium.
Consequently, each host has to check whether the channegibdfore transmitting data in or-
der not to interfere with other data flows. A significant paeen that influences the throughput
over wireless channels is the packet size. Smaller packetssa the channel more frequently
and produce a higher overhead than larger packets for the samsmission rate. Hence, they
limit the throughput. Thus, the smaller the packet is, theelois the achieved throughput. An
interesting solution to this issue is the frame bursting maacsm proposed in the IEEE 802.11e
standard which provides a dedicated transmission timiedtansmission opportunity (TXOP),
to each sender. During TXOP the sender is allowed to traresmbany frames as the time slot
allows without competing for the channel access. By usingdhaulas from [132] and [111]
and the parameters from Table 3.6, throughput values hase d@mputed analytically for dif-
ferent packet sizes with and without frame bursting. Alsmugations have been conducted that
confirm the analytical results as shown in Figure 3.12. Adiyto the IEEE 802.11e standard

Table 3.6: IEEE 802.11g parameters.

SlotTime 9us
DIFSTime 28us
SIFSTime 10us
CW nin 31us

tPLCPHeader 4us
tPLCPPreamble | 16 us
tSymbol 4us

[140], the TXOP limit, i.e., the slot duration is defined by&bit data field in each data frame.
It can therefore have 255 different values. The durationweay from 32us up to 816Qus in

32us steps. A large TXOP limit evolves an unfairness to otheeless hosts which are not
capable of frame bursting. In the above mentioned transoniscenario, all wireless hosts are
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Figure 3.12: |IEEE 802.11g throughput values computed analytically and via simulations.
TXOP indicates the application of frame bursting.

capable of frame bursting and there are only very few datkgiasuch as acknowledgments that
are transmitted from the wireless hosts to the wired netwdterefore, the unfairness can be
neglected and for the best throughput performance the TX@Pi$ set to its maximum values
of 8160us. As shown in Figure 3.12, this TXOP value is high enough ttmaunodate larger
packets and improve their throughput performance as well.

As for the wired network, it is also possible to guarantee @p&n accurate resource planning in
the wireless network before data transmission is initialéee analytical and simulation models
are described in the following.

3.3.1 Analytical Model

In order to compute the required service rates in the IEEE18@Pnetwork, the service rates
computed for the IP/Ethernet-based in-vehicle networkenti®n 3.2 are scaled according to
the WLAN throughput values from Figure 3.12 as

Rioombit /s _ Rsambit /s
Fast Ethernet ThroughputRcany  WLAN Throughput

(3.8)

Rioombit/s represents the service rate in the wired Fast Ethernet nlet{@ection 3.2) with
100 Mbit/s throughput whileRcay is the required data rate for K- and PT-CAN packets of
4.8 Mbit/s (Section 2.4.2)Rsaupit /s defines the required service rate in the IEEE 802.11g net-
work® which depends on the throughput values from Figure 3.12duby the packet size. The
initial delay Z can be computed according to Eq. (3.5) wh@ryas the packetization dela);

the head-of-line blocking delay at tj¥ network element, anR is set toRsambit /s for the IEEE

5The nominal bit rate of the IEEE 802.11g channel is 54 Mbit/s.

57



3 Proposed Network Architecture

802.11g channel. The buffer size in the access point careqoesitly be calculated according
to [83]. Thus, resource requirements can be computed folBRB& 802.11g access point and
channel.

3.3.2 Simulation Model

The simulation environment described in 3.2.2 has beemdgtefor wireless communication
with an access point, two wireless hosts and an FEC modukelHBE 802.11g access point of
the INET framework has been enhanced with 5 priority outpugiugs as explained before. The
proposed adaptive FEC mechanism is placed in a dedicatedniitiDle that is connected to
the same switch as the access point (see Figures 3.3 andlB43, the transmission delay of
FEC packets to the wireless receivers is reduced. The iitleedources remain unmodified and
are preserved from additional computational complexitiie FEC module is a member in all
multicast groups that require redundant information famadaconstruction. Consequently, all
multicast data sent to the wireless hosts is also forwardeket FEC module, which produces
FEC information and sends it to the wireless members of thadticast group. The data itself is
dumped in the FEC module as soon as the FEC data is transniittedNET UDP application
is extended with the FEC functionality in the FEC module anthe wireless hosts according to
[64]. The frequency of loss queries and control messagdsedadaptive FEC mechanism is set
to 2s and 2.1s, respectively, to achieve a good error reg@aformance. The wireless hosts
WHost1 and WHost2 have both a distance of 5 m to the access point.

In order to model packet loss in the IEEE 802.11g channel aldied Gilbert Elliot model,
as shown in Figure 3.13, has been applied. It has basicatlyp@vametersneanGoodand

1

GOOD BAD

meanGood meanBad

1

Figure 3.13: Simplified Gilbert Elliot Model

meanBad These parameters correspond to the average time spenthnseste before the
transition to the other state or in other words, to the meate sojourn times. The timers are
exponentially distributed. In the bad state, all packetsraarked as corrupted so that upon
arrival at the receivers, they are discarded and consigeréukt. The main difference compared
to the original Gilbert Elliot model is that the transitionopabilities are fixed in the sense that
the probability to stay in a state after the sojourn time &pséd is equal to zero. According to
the channel measurement results from [128anGoods set to 1 whileaneanBads set to 0.02
for the simulations in order to model the maximum bit errgeraf 2% in the car.

Simulation results are presented in Section 4.2.3 for gically configured networks. Analyti-
cally computed resources are also compared to those defygrschblation.
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3.4 Summary

The required network resources for wireless communicatiothe proposed transmission
scenario exceed the WLAN channel capacity due to the larggdtnom the wired network.
Consequently, the wireless channel is saturated after & titmer and packets are continuously
buffered in the access point output queues without beintsinitted. The wireless peripheral
network can thus not function without limiting the incomitrgffic bursts.

3.4 Summary

In this chapter, an IP-based network architecture is intced for the overall in-vehicle commu-
nication to cope with growing complexity and comply withdwé automotive demands, espe-
cially in driver assistance and multimedia application dom. Due to the car manufacturers’
requirement highly safety critical control messages arecowered by the proposed IP-based
network and are assumed to be transmitted via a separaterkeive., FlexRay. Appropriate
network topologies are discussed. The introduced netwatkitacture is a heterogeneous net-
work system implying that it consists of a wired core netwainkl a peripheral wireless network.
While Fast Ethernet technology is used to realize the wiredionk, IEEE 802.11g is applied
for wireless communication in the car. Multicast and uni¢esmissions have been analyzed.
An adaptive FEC-based mechanism is proposed to supportessehulticast transmissions in
the car. In order to assure QoS in both networks the concegtatit priority assignment is
presented. It is extended with static network dimensiomingrevent packet loss due to buffer
overflow in overload situations. The Network Calculus fluiddabis used to analytically com-
pute the required network resources in a worst case trasgmiscenario. Network simulations
have been performed to prove the analytically computeduress for the required QoS and to
define more realistic network resource values. It turnedlmatta large amount of network re-
sources (i.e., service rate and buffer size) is needed teacthe required QoS. This implies a
high cost for the wired Fast Ethernet network while a simétaus transmission of all data flows
is not possible over the IEEE 802.11g network due to charatetation. The large traffic bursts
from the VBR video sources are the main reason for this issuehws further analyzed in the
next chapter.
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4 Traffic Shaping for Resource-Efficient
In-Vehicle Communication

The analysis of the previous chapter has shown a large ®Biffierconsumption and a saturation
of the wireless channel due to large video traffic bursts. Asmsequence, video data trans-
mission is costly in the wired in-vehicle network while valstreaming is infeasible over the
wireless channel in the car. In this chapter, the mechanistraffic shaping is presented to
attenuate traffic bursts. Thus, the required amount of ressus reduced and video stream-
ing over the wireless channel becomes feasible in the caffid@shapers are analyzed in video
sources, in switches and in the access point. A novel trdffapisig algorithm called Simple
Traffic Smoother (STS) is presented that outperforms otiadficd shapers in terms of resource
usage when applied to VBR sources in the introduced doubtenstavork [7]. Additionally,

a stream-based traffic reshaper implementation is invastigin the switches and access point
of the proposed network topologies from Chapter 3. A detailisdussion is provided on the
relationship between QoS performance and resource usagebelt QoS performance and re-
source usage trade-offs are defined for the analyzed ircleehetwork topologies. Analytical,
simulation and experimental results are presented.

4.1 Traffic Shaping Algorithms

Traffic shaping has proven to be very useful to reduce requisources in the networks [84],
[83]. Shapers are used to conform traffic streams to certardefined characteristics. The
principle of traffic shaping can be mathematically expldibg using a fluid model to describe
a flow of traffic [83]. A traffic shaper, characterized by thev&@ppeA(T), is a network entity
that sends each packet at tisuch thatA[t,t + 7] < A(1) for 0 < 7 and 0<t. This means
that the traffic shaper regulates its outgoing stream byyde&asome packets until they can
be sent without violating the desired traffic charactersspecified byA(t). In the following,
appropriate traffic shaping algorithms are investigatedViBR video sources, interconnected
switches and the access point. Leaky Bucket and Token Buckatdgéo the most popular
shapers in the literature [83], [69]. In addition, a new shgglgorithm called Simple Traffic
Smoother (STS) is described and analyzed in the following.

Leaky Bucket The Leaky-Bucket shaper emits a strict CBR stream and allowsuddes
bursts. Therefore, it is more suitable for CBR applicatiomghsas VolIP. It is difficult to opti-
mize the maximum transmission rgpeof the shaper for video streams, because the difference
between the frame sizes is quite large according to Sect@.2The traffic curve in Figure 4.1

is assumed to represent the outgoing traffic from a VBR vidgtiedion. Figure 4.2 shows the

60



4.1 Traffic Shaping Algorithms

Byte

 J

ol — el — Time

I-frame B-frame
delay delay

Figure 4.1: The traffic curve from a VBR video source.

Leaky Bucket shaper output with a largeleft curve) causing congestion in the network and a
small p (right curve) causing a large shaper delay.
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Figure 4.2: Resulting traffic curves from a Leaky Bucket video source shaper with different
peak rates p.

Token Bucket The Token Bucket shaper allows a short burst during the peaismmission
rate which makes it suitable for video sources. If the pe#é peand token regeneration rate
r are well selected, the shaper delay from large frames willbeotoo high while the overall
average transmission rate is low enough not to congest thrie Figure 4.3 shows the output
traffic curve from a Token Bucket shaper for the input traffanfrFigure 4.1.

Simple Traffic Smoother The introduced Simple Traffic Smoother (STS) in this work dif
fers in its functionality from all other traffic shapers iretfiterature. It works similar to an

isochronous transmission system. STS reduces the peaknission rate by sending the pack-
ets of each picture frame with a certain time distance batsEm instead of sending the packets
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Figure 4.3: Resulting traffic curve from a Token Bucket video source shaper with the token
regeneration rate  and the peak rate p.

very close to each other as a burst to the network. As showigimé4.4, STS stores all pack-
ets of a picture frame that have been received within a pree@Smoothing interval and sends
them to the network in the next interval equally spaced iretimhhe delay introduced by STS
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Figure 4.4: The principle of the proposed Simple Traffic Smoother (STS).

is thus limited to only two smoothing intervals. As oppose&TS, in an isochronous network,
data packets are sent within specified time intervals, &2p,us time intervals in a FireWire
network, such that the required transmission rate is mets Mieans that the same amount of
bytes is sent within each time interval in order to achiewedbsired constant bit rate. The STS,
however, shapes the VBR streams such that the outgoing thaffia VBR to avoid long shaper
delays. Accordingly, STS is defined by the so called smogthitervalTs; which regulates the
traffic bursts. A largefls, provides a lower peak rate while the shaper delay and coesdgu
the end-to-end delay will be larger, as a trade off. CongidgtthatTs, and the frame periodl
can be different and do not have to be synchronized, Figlreepresents a possible STS output
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traffic curve for the assumed input traffic from Figure 4.1e Hseudocode of the STS algorithm
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Figure 4.5: Resulting traffic curve from STS with the smoothing interval Tg;.

is given as follows. This code is executed at the beginningagh smoothing interval§)).

vect or <packet > queued pkt

/'l Storing received packets during the | ast snoothing interval
int snooth.interval // Snoothing interval

tinmeval tinme.now = (obtain current tine)

| F(there are packets to be sent in queued_pkt)

total pkt = (total packets stored in queued_pkt)

pkt .interval = snooth. nterval/total pkt

VWHI LE(int count = 0; count < total pkt; count++)

/'l Send packets at the begi nning of the snoothing interval
first_packet = (get first packet from queued_pkt)
SendPacket (first _packet, timenow + (count x pkt_.interval))
(rermove first _packet from queued_pkt)

End WH LE

End I F

4.2 Analytical and Simulation Analysis

In this section, analytical and simulation models from Ckafthave been enhanced with the
traffic shaping functionality. Different network configtiens have been investigated. The best
settings have been used in a prototypical implementatiandbnfirms the analytical and simu-
lation results.
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4 Traffic Shaping for Resource-Efficient In-Vehicle Commutima

4.2.1 Traffic Shaping in Video Sources

In the following, relationships between shaper settinggdeo sources and the network resource
usage are derived by applying the existing resource plgmmiethods, e.g., from [89] and [83]
to fulfill the QoS requirements, such as end-to-end delay

Teze=Tn+Ts (4.1)

(whereTy defines the network deldyndTs the shaper delay), throughput, lost and late packet
rates. Thus, a trade-off is found between the needed resoand the provided QoS.

Traffic shapers have been implemented in the MAC layer ofovisieurces in the simulation
models from Chapter 3.

Analysis for the Token Bucket Shaper

Due to its more frequent employment for VBR data flows compérede Leaky Bucket shaper,
the Token Bucket with peak rate control and a traffic envel®@@ = min{p-7,b+r- 1} [108]
is investigated here as video source shaper. Paramgtbrandr define the shaper peak rate,
bucket size and the token regeneration rate, respectively.
By extending the computations from [89], the maximum normeliToken Bucket shaper delay
turns out to be

P‘#ﬁq forp>1

TSmaxnorm = (4-2)
Tourst+ M forf<1

Wherelmax defines the largest I-frame size aB®R,ax the largest GoP, the burst capadiy-=

p -, the token regeneration rate= GOR“aX (with n: the number of frames in a GoP arid

the number of frames per second), the normalized burst igpde= 2 T and the normalized
burst periodTyyrst = ; Figure 4.6 shows the maximum normalized shaper d&ayaxnorm
computed by Eg. (4.2) and via simulations wiilys; set to 0.1, 0.2 and 0.3. The statistical video
model for the DVD application from Section 2.4.2 has beerduséhe simulations. The graph
shows a perfect match between the analytical and simulegtigults. Any Token Bucket shaper
that has a peak rate less than or equal to its token regeneration ravéll never deplete its
bucket, because the bucket is refilled at a greater rate tiedepleted. Thus, the Token Bucket
shaper transmits data at its peak rate all the time, whichesepts the Leaky Bucket shaper
functionality with the constant transmission raie A Token Bucket shaper witfipyrst = 1.0
represents also a Leaky Bucket, since the burst period cthveentire GoP, i.e., the whole GoP
is transmitted with the peak rafe

Once a video stream is shaped with the Token Bucket to obtai(pth, r) characteristic, these
parameters can be used to calculate the service rate anedieed buffer size for this stream
to obtain the desired QoS. Figure 4.7 shows the shaped ara¥fec curve from a video source
and the network service curve. According to Figure 4.7, ttea bucket sizé of the source

shaper changes to

r-M
Phet = b+T (4.3)

INetwork delay refers to the delay a packet experiences fhartime it enters the network until the time it arrives
at the receiver and leaves the network.
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Figure 4.6: Maximum normalized shaper delay Tsmaxnorm computed analytically (dashed
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Figure 4.7: Arrival traffic curve from a Token Bucket shaped video source and the network
service curve.
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as seen from the network, whevedenotes the size of the first packet ready to be transmitteéd an
is commonly set to MTU for a video stream. The significanceeufnt% in Eq. (4.3) depends
on the values of and p. It can be maximunM large whenr = p for a Leaky Bucket shaper
while it becomes negligible for a very smaland a very largep.

According to [83], the maximum horizontal distance betw#enarrival curve and the service
curve defines the maximum network delBymax as

Pret—M -R M
% +¥+Z forp>R
T (4.4)

M4z forp<R

whereR s the service rate andthe upper bound on the initial delay (see Eq. (3.5)). Giver th
the shaper parameters af@maxare known, the required service r&&e&an be computed as

( M+3,C
Tumar 3,0 10 Mo < Tmax < T
R= p(bnet—M)+(p—r)(M-i-zij:lcj) 4.5)

for Ty p < T <T
bnet_M+(p—r)(TN,max—Z'j:le) N,p N,max = IN,r

undefined otherwise

\

where
TN7max: Te2e,max— TSmax
TN = TN.R-o = v Dj

G
TN,p = TNR=p = Dvj < p; DJ) '\p/)l (4.6)
G
INr = TNR=r = —b?e“l- X (—r’ -I-Dj) :

WhenTy gets too close to the lower bouiig ., R becomes more unstable and increases rapidly
to a very high value, i.eR — «. Hence, the required network delay should not be very small.
Given thatR is known, the upper bound on the required buffer size akth@ode along the
transmission path, i.e., the maximum vertical distancevben the arrival traffic curve and the
service curve of that NE in Figure 4.7, can be determined as

p—p < (S
bufferk: M + <ﬁ> (bnet—M)—‘r-JZl (E+DJ) -P (47)

with

( Bret—M k (S :
r for (eeM) < 5% (% +D))

P=19 Rfor <b”5‘+r'v')>z'j‘:1(%+Dj>,p>R (4.8)

| p otherwise

From the triplet p, b, r) specifying the Token Bucket shapethas already been defined. In the
following, constraints are set for shaper parametgfsaxnorm, P andb and consequently, for the
required network resourceR,and buffeg based on the normalized burst capagtand burst
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period Tyt Of the video source. Thus, a feasible area is defined for@hg,(;s;) pairs that can
be used to adjust the Token Bucket shaper parameters to rheet @nstraints.
The first constraint is defined as

(T | max: f
Tsmaxnorm < mln( eﬁjrpaxa mna‘xr ) : (4.9)

The inequality (4.9) declares th& maxnorm Should neither exceed the required maximum end-
to-end delaylepe max NOr Thyrst Whenp = r. The limitation for the peak ratp is defined as

r<p<Ra. (4.10)

The upper bounda defines the available link capacity. In our transmissiomade with Fast
Ethernet links, CAN applications require 4.8 Mbit/s and E&5.2 Mbit/s of the link capacity
for all other applicationsKa). The bucket sizé cannot be less than the maximum packet size,
M. Otherwise, the shaper will never have enough tokens lef$ ibucket to send any packet of
sizeM bytes. Consequently,

b> M. (4.112)

The constraint for the required service r&es that it should not be lower than the token regen-
eration rate. Accordingly,
R>r. (4.12)

For the required buffer size
bufferg < Buffer Limit (4.13)

should hold.

Analysis for the Simple Traffic Smoother (STS)

According to the STS definition from Section 4.1, Figure £presents an example of all pos-
sible cases for the STS traffic curve. It shows that STS doesraasmit the second frame at
time B but instead at tim€ which is the beginning of the next smoothing interval. Tradfic
envelope is accordingly defined as

s B, +B(TT—S/|TV (r— TL&J -Ts)) for
A(T) = HS.J Tsi> [ T> ( TLS.J ~1)Ts (4.14)
A(T') otherwise
where
v=max{t<t || Taz [§]-T> (5] -1) T ). (4.15)

andB; defines the amount of bytes shaped by the STS at time instafi¢eis,B|; 1| defines
the size of the last frame whilB[; 7| is the size of the current frame. The first condition of

A(T) is to check whether is in the increasing part of the traffic curve or not. Given any
the interval( {%J -Ts|> represents the beginning of the smoothing interval thatacos thist.

The interval( LTiSl — 1J -TS|> is the beginning of the previous smoothing interval &nd | - T)
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Figure 4.8: Input/output traffic curves of a video application to/from the Simple Traffic
Smoother (STS).

defines the beginning of the current frame. For all otheresbift, the traffic curve is just equal
to the previousA(t’) wheret’ is the maximum time that is less tharmr and satisfies the first
condition. In other wordsi(1’) is the largest value from the last increasing smoothingvate

For example, in Figure 4.8, if is in [C, D], then(LTiJ -TS|) and (LTLSI — J -T3|) represent

Sl
points C and A, respectively. In additio(l, T | - T) is the beginning of the second frame which
is point B in Figure 4.8. Thig falls into the first condition, which implies that if the beging
of the current frame (point B) is between the beginning of tlneent smoothing interval (point
C) and the beginning of the previous smoothing interval (pA)nthen thist is in the increasing
part of the traffic curve. Otherwise, the traffic curve is jeigtial to the previous maximum value
of Athat is defined in the second condition of Eq. (4.14). The mimnh service rate

. GOPmaX

Rmin = W (4.16)

is defined to guarantee no accumulation of delay between diRs@s done for the token re-
generation rate of the Token Bucket shaper with the number of frames in a GoP amdthe
number of frames per second. The maximum STS transmissienfaax can be defined as

|
M max= rT"—SaIX (4.17)

There are two cases for the service mt@s shown in Figure 4.9.
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Figure 4.9: Arrival traffic curve from a smoothed video source and the max. network delay

for two different service rate cases.

Accordingly, the maximum network deldy maxCcan be computed as
M ) for rx7max> R> Rmin
(4.18)

(lme 1 7) — T (1—@

TN,max:
M 47 for R> rymax

Deriving R from Eq. (4.18) results in
for TN max < TN,max < TN,Rmin

( |max+zij:1Cj
Te2e<marTS|(1+%x)*Z'j:1 D
R= M+5_4C; (4.19)
for Tne < T <T
Te2e,max—2'TSI_le:1 Dj N0 N,max = N,y max
| undefined otherwise
where
TN,max: Te2e,max— TS,max: TeZe.,max— 2- Ts
G M
TN,rx,max = TN,R:rX’maX = ZVJ I rrllax + DJ> + —
Ci . p.) . Imax (4.20)
o D) 12

TN Rmin = TN,R=Rmin = 2vj | R
TNo = TNR-o = 3vjDj.

The buffer size depends only on the network initial dedaysenerally, it can be written as

> (4.21)

buffer= A (Z +
I'x,max

to reuse EQ. (4.14). Note thatis measured from the network side while the tima Eq. (4.14)
is seen from the source. Therefos extended by-" in Eq. (4.21). However, for the
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considered networks the buffer calculation can be reduztdd cases as follows

M+Z-rymax forZ < (TSI ™ max)
buffer= (4.22)
e fOr Z > (TS. ) 2.Tg < T.

The first conditiorZ < <T5| — —) implies that the initial delay is still in the first increasing
period of the traffic curve. Whe# has passed the first increasing period of the traffic curve, or
Z> (Ts| > it should be guaranteed that the n&xtdoes not transmit anything, because

there is no mformatlon available about the size of the nexdB-frame. This is equivalent
to impose another constraint, i.e.; & < T (see Figure 4.8). By this condition, if at least 2
smoothing intervalgg fit into a frame periodl' (there are 3 intervals in Figure 4.8.), then the
nextTs, after the first increasing interval that transmits the Feawill not be sending anything.
Accordingly, the required buffer size has to be large endogitore thdnax

4.2.2 Reshaping

The effects of traffic reshaping on the average and maximuirt@®end delays are studied in
[69] using Network Calculus and in [83] using a simple fluid rabdPlacing traffic shapers in

the interconnected switches decreases jitter and busstiofethe traffic flow. The average end-
to-end delay is increased while the maximum delay is nottdtk

In the following, the fluid model from Figure 4.10 is discudge show that the reshaper de-
creases jitter and does not increase the maximum end-tolelag if its envelope is selected
properly. LetS; andS, be identical ideal delay elements with a service Rit&he input stream

Input. stream A stream with A stream with
with an an envelope A’ an envelope A”
envelope A
(]
< A
[i7)
Time
ImTTTTTTTTTTTT T
' |
l Delay box —»@ |
I
.. :
S1 SZ

Figure 4.10: Reshaper motivation by a traffic curve passing through two network elements
presented as ideal fluid systems.

enteringS; is shaped by a source shaper with the shaping envélopd packets of this stream
are delayed by a constant value and sent with theRatden they exitS;. A resulting traffic
envelope after the stream has passed thré&&gh A’ which also includes the delay introduced
by S;’s delay element. The same happens when the stream tra®rsdse resulting traffic en-
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Figure 4.11: The designed reshaper architecture in a switch. The reshaper is slightly colored.

velopeA” shows an additional delay introduced ®ys delay element. It is easy to conclude that
by using a traffic shaper with a shaping enveldpénserted betwee®, andS,, the maximum
end-to-end delay will not increase. In fact, any shapingtapeA’” that is more "relaxed” than
A such that

A’(t)>A(t) for T>0 (4.23)

can be used without introducing additional delay to the mmaxn end-to-end delay. In a more re-
alistic system wher&, andS; are replaced by network elemem&; andNE;, representing for
example two switches, the conclusion still holds. Realiséitwork elements do not necessarily
delay all packets with a constant maximum delay like theydelaments from Figure 4.10 do.
Instead, some packets are forwarded faster than the ottwessng jitter as previously discussed.
A traffic curve afteNE; can therefore be larger th@&hwhich meangY is not an envelope at this
point but is rather a lower bound. This also means that if @shaith an envelopd' is placed

at this position, it would delay early packets to conformhm{ before enteringNE,, which
results in an increased average end-to-end delay. Howteeemaximum end-to-end delay does
not grow. In conclusion, placing traffic shapers in the cdedaNEs such as switches helps in
reshaping the stream that has been distorted by the jittéegbrevious switch back to its orig-
inal envelope. Thus, the required buffer size at the cliantlze reduced at the cost of a higher
computational load in the interconnected switches. Coresgty) a stream-based reshaper has
been designed and implemented in the switches of the siimilettol as shown in Figure 4.11.
It identifies incoming traffic flows from their sender and rigee MAC and UDP/TCP port ad-
dresses and loads accordingly the shaping parametersshagper type and shaper settings to
reshape the traffic flow if necessary. After reshaping, datkgis are forwarded to the output
ports of the switch to be scheduled and sent to their degtimgat As shown in Figure 4.11, a
common buffer space is defined for reshaping of all flows irhesagtch. The size of this buffer
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space is determined by separately computing the maximuuairesgtyeshaper buffer size for each
flow and summing them up.

The maximum reshaper buffer sigixshas been computed in [83] for a data flow as the maxi-
mum vertical distance between the incoming traffic from theree shapeA(r) and the outgo-
ing traffic from the reshaper after some tiAg7 — Zprev) WhereZprey = le_:lprev(i) % +Dj and

preV(i) defines the last switch with a reshahe@rsin each switch is accordingly defined as

QRS: A(T)—A%T—%—D). (4.24)
In this work,A(t) andA'(T) are considered to be identical. The required reshaperrziffe is
thus computed as the amount of data that the source shapiensitin the time'% +D, as shown
in Figure 4.12(a). However, since [83] assumes an instaptatransmission of data between
the switches, the above mentioned reshaper buffer conipuiiatvery pessimistic. In this work,
the reshaper buffer model is enhanced by considering theetinink capacityR_ between the
switches. Thus, data packets from the previous swhtEh 1 arrive with a maximum rate d®_ at
the reshaper of the current switbhg. Figure 4.12(b) shows a shorter vertical distance between
the input and output curves, i.e., a smaller reshaper bsitercompared to Figure 4.12(a). In
the following, an analytical model based on the assumpfimm Figure 4.12(b) is derived for
reshaper buffer size computation with Token Bucket as sahraper and reshaper.

1. Forlmax> B A Zprey > Burst periodA\ r < p < R, Qrs= Py — P in Figure 4.12(b), thus

M M 1-& Mp
Qrs= <b+ <—+—+D) ~r) R R (4.25)
P R 1—§ R

2. Forlmax < B A Zprey < Burst periodA\ r < p < R_

2M
Qrs=M + (E -|-D) - p. (4.26)
3. ForR. < p
Qrs= M. (4.27)

Areshaper has also been integrated into the access pothis bontext, packets coming from the
wired IP/Ethernet-based network are forwarded to the nehaywhich decides to either send the
packets to the WLAN interface or back to the Ethernet interfarcto drop them if the indicated
destination addresses do not exist. On the way toward the Winddiface, the packets pass
through the reshaper module as shown in Figure 4.13. Becdulsgeo-3 multicast addresses,
the reshaper checks the source IP addresses of the incoatketp instead of their source MAC
addresses as it is done in the switches. By also considemgpitivce and destination TCP/UDP
ports, all incoming streams can be identified. No reshapnapplied to the packets coming
from the WLAN network.

2In the present workpreW(i) is the previous switch, because except for the first switltpther switches are
equipped with a reshaper.
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Figure 4.12: Reshaper buffer requirement.

4.2.3 Results

The introduced analytical and simulation models from Chaptenhanced with traffic shaping
have been applied for the analysis in this section.

Shaper Configuration

Token Bucket Based on all established constraints for the Token BucketeshapSec-

tion 4.2.1, a feasible area is defined in Figure 4.14 to seskla@er parameters for the DVD
application in the double star network, as an example. Iflag GoP size and frame rate are
obtained from Table 2.5. The token regeneration rageset to 1995081 bytes/s while the Buffer
Limit is set to 30 MTU-sized packets. AlB( Tyurs) pairs in the feasible area fulfill the QoS
requirements of the DVD application. The coordinate (3.61Pfrom the feasible area in Fig-
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Figure 4.13: Access Point architecture with the integrated reshaper.

Table 4.1: Shaper settings and the required service rate (per stream) for both networks from
Figures 3.3 and 3.4. All rates are given in Mbit/s. The bucket size b is given in

bytes.
(B’Tburst) p b r R
Cam | (2.25,0.13)| 39.01| 182330 16.58| 37.36
Double Star-5G5--3.5.0.61) [ 17.03| 39263 | 15.96] 16.22
Ring Cam | (2.25,0.11) 46.11| 203050 16.58| 44.03
DVD | (3.5,0.61) | 17.03| 39260 | 15.96| 16.82

ure 4.14 is selected and used to calculateptadb parameters of the Token Bucket shaper.
Table 4.1 lists all resultingp; b, r) triplets and the maximurR values for the DVD application

and driver assistance cameras in both networks.

Simple Traffic Smoother (STS) Among all allowedTs) values from the analytical model
(Section 4.2.1), the best buffer size and service rate gdtughe DVD application and cameras

are obtained with the configurations from Table 4.2 for batwork networks.
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Figure 4.14: Feasible area (shaded area in the graph) to define B and Tpyrst values for the
DVD application in the double star network and an example coordinate.

Table 4.2: STS settings, the required service rate (per stream) and buffer size for both net-
works from Figures 3.3 and 3.4. All rates are given in Mbit/s. Tg| is given in
milliseconds and the queue size as the number of MTU-sized packets.

Ts R Queue

Cam | 16 | 63.6 25

DVD | 35| 22.3 4

Cam | 11 | 56.92| 156

DVD | 35| 254 30

Double Star

Ring

Traffic Reshaper Leaky Bucket and Token Bucket have been identified as apptepmea
shaping algorithms. They have been configured with the petermfrom Table 4.1. STS, on the
other hand is inappropriate as a reshaper. First, becautenéximum shaping delay time of
2-Ts that would cause the excessTbe max for nearly late packets. The second reason is that
the source shaper and reshaper are not synchronized. Hitagatkets that are sent within one
Ts) by the source shaper, can be transmitted by the reshapen ®i4ila; which causes jitter and
does not recover the original traffic curve.

As mentioned in the previous section, the reshaper compEntdeae negative effects of preced-
ing switches in the network. However, according to [34], dpplication of reshapers is useful
only for more than two cascaded switches. Therefore, reéshdms not been applied in the
double star network. Instead, reshaping in the ring, eapigcfor the multimedia traffic that
suffers from a larger jitter due to weighted fair queuings peoven to be very useful in reducing
bursts as shown in Figure 4.15 via simulations. It shows timeutative frequency of occurrence
of DVD packet arrival rates in all switches. Values with anilhwut reshaper application are
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Figure 4.15: The effect of reshaping for the DVD application in the ring network when Token
Bucket is used as source shaper and reshaper.

shown. With reshaper application higher arrival rates ooauch less frequent (about 13 times
less) than without reshapers. The reduction of traffic Buosiviously impacts the buffer size
requirement in the switches which is discussed in the faligw

Resource Usage versus QoS Performance

Wired Core Network The results from analytical models define the required nessuin
terms of buffer size and service rate for a QoS-aware datsrrssion. The networks in the
simulation model have been configured according to the @ioalyesults. Simulation results
indicate the achieved QoS performance in terms of lost aedl&ter than 33 ms and 100 ms for
cameras and DVD, respectively) packet rates in the invastijnetworks from Figures 3.3 and
3.4 with the analytically computed buffer sizes but a lirditenk capacity of 100 Mbit/s accord-
ing to [6]. The occurrence of late and lost packets is a reguhe limited transmission rates in
the simulation model that are smaller than the analyticaiyputed service rates. All indicated
results are obtained with the same random generator seexidorbparable among each other
and lie within certain confidence intervals with the proligbof 95%. In order to determine
the confidence intervals the student-t distribution has lagplied, since the streams from video
sources follow a Normal distribution.

The first simulation results show that the Token Bucket (TB)pshavith the selected settings
from Table 4.1 behaves like a Leaky Bucket (LB) with the samé pate.

Table 4.3 shows the amount of lost and late packets in theléstdr network (Figure 3.3) with
different source shapers. The indicated loss rate valuesafoera and DVD lie within the 95%
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Table 4.3: Analytically computed buffer sizes for queues 1 and 2 and the related simulation
results in terms of late and lost packets for cameras and DVD in the double star
network. For queue 0, the values from Table 3.3 have been used. LB, TB, STS
and Desync. stand for Leaky Bucket, Token Bucket, Simple Traffic Smoother and
camera desychronization, respectively.

No Shaper LB/TB Shaper | STS Shaper STS
Shaper+Desync,

W - W, 91 11:1 10:1 91
Q1/Q2/3Q 157/36/193 65/22/87 25/4/29 2717134
Cam/DVD Loss| 0.129/0.427 1.139/0.012 3.02/0.495 0.118/0.408
(%)
Cam/DVD Late| 0.007/0 0.009/0 0.213/0 0.049/0
(%)

confidence intervals of [0.113, 0.186] and [0.201, 0.433¢who source shaper is used, [1.137,
1.254] and [0.005, 0.013] when TB or LB is used, and in [2.324852] and [0.273, 0.497] when
STS is used as source shaper. The camera late packet rate3dide 4.3 lie within [0.006,
0.01] when no source shaper is used, in [0.006, 0.01] whenrIBas used, and within [0.167,
0.197] when STS is used as source shaper while there areenDVd2 packets. As previously
mentioned, reshaping does not affect the performance focascaded switches and is therefore
not analyzed in the double star network. The throughputdyatk is the connection between
the two switches which is overloaded by the five simultanBotransmitting cameras. Cam-

era desynchronization dyap = {%gfmpi;r;gjl = L%msj = 6ms reduces bursts and conse-

guently packet losses significantly by avoiding burst aesl However, simulations have shown
that desynchronization alone is not enough to meet the Q@Bregnents. The last column of
Table 4.3 shows the simulation results when all five camemrasl@synchronized by 6 ms each
and STS is used in video sources. Indeed, the best tranemigsirformance with the lowest
resource usage is achieved by this configuration.

Table 4.4 shows the simulation results of the ring netwoikgyfe 3.4). Due to longer trans-
mission times and intermediate buffering in the ring, cadsynchronization is not required.
As explained before, the STS is not adapted as a reshapes dimeréfore not included in the
reshaping results of Table 4.4. The listed queue sizes dingum of switch output queue and
reshaper buffer requirements. According to Table 4.4, thgleyment of reshapers increases the
amount of camera late packets in the network. On the othet,hha total required buffer size
is reduced by using the reshaper. In addition, the DVD appba benefits from reshaping in
terms of lost packets when comparing TB shaper/No reshaykf B shaper/LB reshaper DVD
loss rate results. The 95% confidence interval of [0.004£23].thdicates the statistical signifi-
cance for the TB shaper/No reshaper setting. No losses vbser\ed during the 10 iterations
with the TB shaper/LB reshaper setting. Consequently, bg@owg the little increase of camera
late packets of approximately 0.1%, the configuration TBoshd.B reshaper (or TB shaper/TB
reshaper) provides the best transmission performanceesndnce usage trade-off.

As mentioned in Chapter 3, the analytical model deliversipgssc results due to its generality
and simplicity. The required service rates from the anedytmodel cannot be fully provided in
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Table 4.4: Analytically computed buffer sizes for queues 1 and 2 including output queues and
reshapers and the related simulation results in terms of late and lost packets for
cameras and DVD in the ring network. For queue 0, the values from Table 3.4 have
been used. LB, TB and STS stand for Leaky Bucket, Token Bucket and Simple
Traffic Smoother, respectively. Wy : Wb has been set to 13:1 for cases " No Shaper”,
"LB Shaper” and " TB Shaper”. 9:1 has been used for the "STS Shaper”.

No Shaper | LB Shaper | TB Shaper | STS Shaper
(Q1 + | 79/39/118 156/23/179 | 156/23/179 | 156/30/186
Qrs)/(Q2 +
No Reshaper Qr9)/3Q
P Cam/DVD 0.025/0.032 | 0.001/0.018 | 0.001/0.018 | 0.003/0.007
Loss (%)
Cam/DVD 0.061/0 0.079/0 0.079/0 1.121/0
Late (%)
(Q1 + | 205/62/267 | 125/13/138 | 125/13/138 | 55/11/66
Qrs)/(Q2 +
LB Reshaper Qr9)/3Q
P Cam/DVD 0.001/0 0.001/0 0.001/0 0.001/0.001
Loss (%)
Cam/DVD 0.195/0 0.195/0 0.195/0 1.333/0
Late (%)
(Q1 + | 205/62/267 | 125/13/138 | 125/13/138 | 55/11/66
Qrs)/(Q2 +
TB Reshape Qr9/3Q
P Cam/DVD 0.001/0 0.001/0 0.001/0 0.001/0.001
Loss (%)
Cam/DVD 0.195/0 0.195/0 0.195/0 1.333/0
Late (%)
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Table 4.5: Effective buffer sizes for queues 1 and 2 computed by simulations for the specific
transmission scenario from Chapter 3 in order to maximally reduce lost and late
packet rates. TB reshaping results are equal to LB reshaping results and are
therefore not listed here. W : Wb has been set to 13:1 for cases "No Shaper”, "LB
Shaper” and " TB Shaper”. 9:1 has been used for the "STS Shaper”.

No Shaper LB Shaper TB Shaper | STS Shaper

Q1/Q2/3Q | 99/60/159 85/23/108 85/23/108 98/30/128
No Reshape —

1% limit for | 55/23/78 38/11/49 38/11/49 43/5/48

Q1/Q2/5Q

Q1/Q2/3Q | 80/20/100 80/20/100 80/20/100 91/14/105
LB Reshaper

(Q1 + | 205/62/267 | 120/29/149 | 120/29/149 | 106/18/124

Qrs1)/(Qz2+

Qrs2)/ 3 Q

1% limit | 161/48/209 | 66/12/78 66/12/78 52/8/60

for (Q1 +

Qrs1)/(Qz+

Qrs2)/ Y Q

the simulations due to the limited link capacity of 100 M&it/Table 4.5 shows the effectively
required buffer sizes in the ring computed by simulationgtie specific transmission scenario
from Chapter 3 to obtain the lowest lost and late packet rales. results of Table 4.5 can be
explained as follows. First, in the considered ring netwahlke best performance and resource
usage trade-off is not achieved by the TB shaper/LB reshapeoncluded from the analytical
model. But it is obtained with a LB or TB shaper/No reshapeffigomation when the reshaper
buffer requirement is taken into account. Second, the egipdin of reshapers reduces the switch
output queue size also for the VBR traffic ([83] and [34] protled buffer size reduction for
the CBR traffic.). An example is shown in Figure 4.16 by computime relative reduction of
buffer places per allocation. -100% in Figure 4.16 indisaltet the marked buffer place has not
been allocated at all with reshaper application, e.g., thiebplaces 19, 21 to 23 have not been
assigned to any DVD packets with reshaper application. Kewdy considering the reshaper
buffer (Qrg), the total buffer size in each switch is increased accagrtinTable 4.5. Third, the
1% limit shows a significant buffer size reduction down to rapgpmately half of the required
buffer size in both cases, with and without reshaping. Thesams that by allowing a small
amount of packet loss, i.es 1% for camera and DVD applications in the considered worst
case transmission scenario, almost 50% less buffer sizeidad to assure QoS which shows a
significant cost saving potential.

Wireless Peripheral Network In the following, the Token Bucket shaper configured accord-
ing to Table 4.1, is assumed to be integrated in all videocssuof the double star and ring
networks from Chapter 3. Thus, high traffic bursts are attestband the transmission scenario
from Section 3.3 can be realized. Also, Token Bucket reslggipithe access point has been in-
vestigated with the settings from Table 4.1. It turned outtadoe as efficient as in the switches
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Figure 4.16: The relative reduction of buffer places per allocation with and without reshapers
for the DVD application in the ring when Token Bucket is used as source shaper
and reshaper.

mainly because of the FEC bursts that cannot be shaped.cTsh#iping in the FEC module is
not feasible, since the FEC traffic is dynamically adaptatiéachannel condition and the differ-
ent data streams. Therefore, reshaping in the access paiot further considered in this work.
The applied adaptive FEC mechanism reduces the introd@égqub2ket loss rate down to 0.48%
by imposing some overhead as shown in Table 4.6. The compdoaboverhead underlines the
advantage of multicast over unicast which would requirepasse transmission of each stream
for each of the two wireless receivers in the car. In the roa#i scenario, the total amount of
traffic is TraffiGnuiticast = Traffic[sources] + Traffic[FEC] with a maximum overhead ofB&c-
cording to Table 4.6. This can be denoted as Trafficas=1.38- Traffic[sources] while for the
unicast transmission the total traffic amounts to Traffies= 2 - Traffic[sources]. Therefore,

for multicast transmission onl-rrra(,jlffICmuIticast -100%= 69% of the unicast resources are needed.

This entails a reduction of traffic Ioa(f(ujmf)a)s/t 31%. Accordingtylticast with the adaptive FEC is
the preferred approach and is therefore further discusstxifollowing.

After computing the service rates in the WLAN network via E}8], buffer size requirements in
the access point can be calculated by using Eq. (4.5). Tablehbws the analytically computed
resource requirements for video applications and compaess with the simulation results.

The analytical model does not include the FEC queue usag@nmfarison of the analytically

computed queue sizes with those obtained via simulatiofalite 4.7 without FEC queue size
consideration shows that, as expected, the analytical haefimes an upper bound for the re-
guired network resources. The unacceptably large Q3 $83sand 1007 MTU-sized packets
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Table 4.6: FEC Overhead with and without TXOP for the ring [R] and the double star [DS]
networks. The influence of K-CAN data is shown for both networks when TXOP

is enabled.
Scenario FEC Overhead in %

[R] 21.654

w/o TXOP OS] 2316

[R] 23.006

[DS] 22.002

TXOP [R], K-CAN 38.414

[DS], K-CAN 38.675

Table 4.7: Maximum Queue Usage: analytical results versus simulation results.

analytical Simulation

wlo w/o TXOP TXOP
TXOP TXOP w/o | FEC | FEC| w/o FEC | FEC +
FEC + K-
K-CAN CAN
Ring Cam (Q2)| 164 131 63 123 | 67 39 86
DVD (Q3) | 314 243 62 583 | 44 26 93
Doublel Cam (Q2)| 159 122 56 | 351 | 44 22 75
Star DVD (Q3) | 311 240 55 | 1007| 35 20 96

in ring and double star networks, indicate the large numb&EL packets needed for the two
applications DVD and Audio CD that are both assigned to Q3 ahdduled via weighted fair
gueuing with a lower priority than the camera packets in QRalfy, the application of TXOP re-
duces the required buffer size significantly in both netwawkich is a very promising result for
in-vehicle wireless communication. Figure 4.17 shows &obgiem representing the frequency
of occupation of the queue usage for different queues intigenetwork from Figure 3.4. These
values have been stored over a simulation time of 600 s. Asemired Ethernet network, the
large queue sizes are only very rarely occupied. Conseguédralsmall amount of packet loss
is tolerated, much smaller queue sizes can be used thanghos@ in Figure 4.17.

Analyses have shown that PT- and K-CAN data cannot be trateshtivgether with all other
data flows in the considered transmission scenario fromi@e8t3. The reason is their small
packet size of 64 bytes at the network layer that leads to aHovughput on the communication
channel as explained in Section 3.3. CAN packets are asswitiethe highest priority level af-
ter WLAN management data and are scheduled with the strigtifyriqueuing. Therefore, they
block the whole communication channel to transmit a totatdie of 4.8 Mbit/s (Section 2.4.2)
and prevent the transmission of packets from lower priagitgues. While the transmission of
K-CAN data together with other data flows becomes possiblenviteane bursting is applied,
PT-CAN can only be transmitted when no other data flows are B8R€CAN sends 64 byte data
packets with a high constant data rate of 4 Mbit/s which dyiskturates the WLAN channel.
Simulation results with PT-CAN in the ring network are showrnTable 4.8. The large queue
usage in queues 2 and 3 indicates the channel saturaticydeethose queues cannot send any
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Figure 4.17: Frequency of occurrence of queue usage for different queues in the ring network
with active TXOP and K-CAN.

Table 4.8: Queue Usage (maximum / mean / standard deviation 0) with enabled TXOP and
PT-CAN in the ring network.

Queue| max| mean o
Q0 | 248 6 27
Q1 22 5 3
Q2 | 1E5| 69854 | 33524
Q3 | 1E5| 84151 | 28456
Q4 23 4 3

packets. Queue 1 has a maximum queue usage of 22 MTU-siz&dtpawhich confirms the
feasibility of an exclusive transmission of PT-CAN data wiidame bursting.

Table 4.9 indicates the amount of lost and late packet ratehé two wireless hosts (WHost1/
WHost2) in the considered in-vehicle networks from Figur@sahd 3.4 with the FEC overhead.
According to the channel measurement results mentioneeatid® 3.3, lost and late packet
rates do not differ much between the two receivers that aséipoed at equal distances to the
access point. Since all buffers are dimensioned carefully the introduced analytical model,
packet drops can be excluded. All loss rates in Table 4.9 aee@ the channel condition. As
discussed in Section 3.3, the Gilbert Elliot model intraei2% packet loss rate. Consequently,
all loss rates in Table 4.9 are around 2%. The applicationX®F improves the QoS perfor-
mance for all data flows in terms of late packet rates. Taldlé dnhances the results of Table 4.9
by considering the K-CAN data when TXOP is applied. While tresloates remain around 2%,
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Table 4.9: Late and lost packet rates given for WHost1l/ WHost2 considering that all appli-
cations send data to the wireless hosts with and without frame bursting (TXOP).
The results are obtained via simulations. Due to large throughput requirements
CAN applications are disabled.

Appl. Ring Double Star

w/o TXOP TXOP w/o TXOP TXOP

loss% | late% | loss% | late% | loss% | late% | loss% | late%

Camerab2.11/ 2.51/ 1.90/ 0.34/ 2.10/ 3.44/ 1.99/ 0.07/

2.12 2.48 2.00 0.34 2.18 3.39 191 0.07

DVD 2.04/ 0.92/ 1.18/ 0/0 2.16/ 1.59/ 2.14/ 0/0

2.09 0.90 191 2.18 1.60 191
Audio | 2.15/ 0.84/ 2.10/ 0/0 2.16/ 1.18/ 1.21/ 0/0
CD 2.11 0.82 2.22 2.26 1.18 1.04

the Camerab late packet rates increase when K-CAN data isiéed due to the output queue

scheduling mechanisms of the access point. A comparisoveketthe TXOP performance re-

sults of ring and double star networks from Tables 4.9 an@ gdhibws a higher late packet rate
in the ring network that corresponds to [9] and is due to tigadi number of cascaded switches
in the ring. 10 simulation runs have been carried out, eath avdifferent initial seed of the

Table 4.10: Late and lost packet rates given for WHost1/ WHost2 considering that all appli-
cations (including K-CAN) send data to the wireless hosts with frame bursting
(TXOP). Results are obtained via simulations.
Appl. Ring Double Star
loss% late% loss% late%
Camera5| 2.08/2.17| 0.70/0.71| 2.09/1.91| 0.30/0.30
DVD 2.20/ 2.06 0/0 2.13/1.82 0/0
Audio CD | 2.25/2.18 0/0 2.03/1.94 0/0
K-CAN | 2.11/2.10 0/0 2.04/1.92| 0.001/0.001

random number generator. However, the indicated resudt®latained with the same random
generator seed to be comparable among each other. Theythia wertain confidence intervals
with the probability of 95%. In order to determine the confide intervals the student-t dis-
tribution has been applied, since the video streams folld&woamal distribution. For example,

the confidence intervals for Camera5 and DVD late packet mtd® ring are computed to be
[0.59891, 1.2019] and [-0.015, 0.038], respectively. $B8,72.096] and [1.922, 2.118] define the
confidence intervals for the Camera5 and DVD lost packet ratdée ring network.

4.3 Prototypical Implementation

Traffic shapers can basically be realized in any of the OSdrlayHowever, the lower the layer
in the protocol stack, the less jitter is introduced to thaysd data flows before entering the net-
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4 Traffic Shaping for Resource-Efficient In-Vehicle Commutima

work. As a candidate for all observed traffic shapers, theefidducket has been implemented
and analyzed for its performance in an end-system, i.edeowerver.

The temporal granularity at which the kernel of a Linux opi@gsystem is invoked, is deter-

mined by the timer tick rate, also referred to as the Hz valdmongst others, the Hz value

determines the scheduling granularity, e.g., how oftenibtesfaces are polled. This is partic-
ularly important for real-time detection of shaper eventsg,, in order to signal the availability

of a new packet on time. The highest possible granularity steadard Linux operating sys-

tem is 1000 Hz, i.e., events are detected every 1 ms. Theredsralso mentioned in [74], the
theoretically analyzed smooth traffic curves represent anlapproximation for a real system
interrupted by system cycles as shown in Figure 4.18. Thed&ucket is available as a module

Byte

Beginning of the
next frame

—»] €~ Min. Delta time

Time

\ 4

Figure 4.18: Theoretical Token Bucket traffic envelope curve versus real Token Bucket traffic
curve.

(Token Bucket Filter (TBF)) in the Linux kernel space. It hagbactivated to function in our
system. The applied testbed consists of a sender statidhl(D&Hz Laptop, OS: Linux ker-
nel 2.6.14, Ubuntu version 7.6, recompiled Kernel to 1 kY transmits an MPEG-2 encoded
video sequence with an average data rate of 7.02 Mbit/s feed@nds over an IP/Ethernet net-
work to a receiver station. The TBF is configured to have a bigike of 10 Mbyte, a burst size
of 40930 byte, a token regeneration ratef 5 Mbit/s and a peak ratp of 15 Mbit/s. Wireshark
has been applied to measure the delay values of the TBF. Viedelihe so called Delta values
D (see Figure 4.18) for two consequent packeiad j computed as shown in Figure 4.19 and
Eq. (4.28)

D(i,j) = (R =) — (R -S| (4.28)

whereSandR define the time stamps at sender and receiver applicatessectively. Table 4.11

shows the computed delay values between two consecutiketsaitom the measured Delta
values. The results from Table 4.11 confirm [83] and [34] iatttnaffic shaping increases the
mean end-to-end delay but does not exceed the maximum delay.

According to [74], the higher the data rate and system infgrirequency, the larger is the CPU
usage by the traffic shaper. [74] measured the CPU usage of adrRBiferent data rates and

84



4.3 Prototypical Implementation

S, stamped

A

A
Kernel Kernel
D, stamped T D srt]zr:]eped
here
A
NIC NIC
A
Network

A

Figure 4.19: Wireshark timestamps packets at S and R for further measurements.

Table 4.11: Inter-packet delays computed from the measured Delta values by Wireshark for
an non-shaped and a TBF shaped VBR video sequence.

Delay (ms)| No Shaper, TBF
Min 0.02 0.56
Max 23.02 20
Mean 3.077 | 4.428
Std 2.85 0.85

Table 4.12: CPU usage of TBF for different data rates and interrupt cycles A from [74].

40 Mbit/s | 32 Mbit/s | 20 Mbit/s
A=1ms 11% 9% 7.2%
A=100us| 21.2% 17.2% 11.9%

operating system interrupt frequency values expressegcie tmesA as shown in Table 4.12.
To reduce the CPU load caused by traffic shaping, there aexeliif possibilities such as

e software solution, i.e., parallel computing with networkogessors (CPU + Co-
Processors): It is already available in most of Intel nelwmrocessors, for example in
Intel IXP420 Network Processor, where peripheral proassadopt computationally in-
tensive network data operations such as IP header inspe&00 Mbit/s full-duplex Eth-
ernet packet filtering, checksum computation etc. from th& CP

e hardware solution, i.e., application of off-the-shelfdhaare implemented shapers. Several
switch manufacturers have already implemented traffic sfsapuch as Leaky Bucket in
hardware at switch output ports. The first hardware traffapsin generation operates per
port, but can be extended to work per stream.

Accordingly, it is possible to realize the proposed netwarkhitecture with traffic shapers by
using standard components which is one of the most imporéapiirements of the automotive
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industry.
As explained in [12], a prototypical IP-based network witle double star topology has been

implemented in a BMW 530d to show that the proposed netwottkit@aiure works properly in
areal car. Figure 4.20(a) shows the realized prototypiestork and Figure 4.20(b) shows the
trunk of the prototypical vehicle with some of the networkides. A customized IP-based head-

. /7 — .
= \ W ,
B b “"““““'Eﬁ'“ - CAN Ll
b T —
Head | oo |

e

(b) The trunk of the prototypical vehicle with the network desc

Figure 4.20: Prototypical IP-based in-vehicle (BMW 530d) network.

unit software has been implemented to represent the wirdd(Beadunit) in the IP/Ethernet-
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4.3 Prototypical Implementation

based network. The RSE sinks are realized by two Tablet PCataatonnected via WLAN
to the in-vehicle network. The Tablet PCs run with the samexswé as the headunit and have
exactly the same functions. The Precision Time ProtocoP)H#7] implemented through the
PTP daemon has been used in the application layer to synzhrsources and sinks. The PTP
synchronization cycle has been set to 1 s. Thus, the contsndiaft of the internal device clocks
apart from each other is prevented and audio and video s$raegrplayed out synchronously at
different sinks. Data can be transmitted to every sink inlthbased network without any con-
version. For example, a DVD movie can be watched on one ofdb&TPCs while the rear-view
camera video runs on the other one. The prototypical velidennected to the Internet through
UMTS and WLAN. Thus, Internet applications such as IP-T\Waio or video-based assistance
services can be realized in the car. However, as mentiond@Jjnsecurity mechanisms such as
Firewalls are needed to protect the car from outside maigceccess. Furthermore, in order to
demonstrate the real-time communication over the IP-baséaslork, the CAN connection be-
tween the dynamic stability control system (DSC) and thetaignotor electronic has been dis-
connected. As mentioned in Section 2.4.2, CAN data packetgaked into Ethernet frames in
the CAN/IP gateways and transmitted through the two comrmakemanageable D-Link Ethernet
switches over the IP-based network to the sinks. Thankstptiority assignment mechanism,
network dimensioning and traffic shaping in video sourc#€aS requirements could be met
in all tested transmission scenarios as shown in [12].

Some measurement results are presented in the followindifferent transmission scenarios.
In the first test scenario, only a DVD stream (average bit rat& Mbit/s) is sent from the AV
Server shown in Figure 4.20(a) over the two cascaded svatitchéhe headunit. In the next sce-
narios, CAN (constant bit rate: 4.8 Mbit/s) and best effora(iEmission bit rate: 100 Mbit/s to
fill the available link capacity) data have been additionaéint to the headunit. As mentioned in
Chapter 3, CAN is assigned with the highest priority, DVD witltoaer priority while the best
effort data has the lowest priority. By activating and deating the QoS mechanisms different
values have been measured as shown in Tables 4.13 and 4.a4lifléevent scheduling scenar-
ios have been considered for switch output port queues.enviighted fair queuing scenario
(WFQ), DVD and best effort queues are assigned with weightegalhile the CAN queue sup-
ports the strict priority queuing. In the strict priority euing scenario (SPQ), CAN and DVD
gueues apply the strict priority mechanism while the besirefueue is not supported by any
scheduling mechanism. The transmission scenarios of §dbl& and 4.14 indicated with 1. to
5. are summarized as follows.

1. QoS mechanisms are deactivated. DVD stream is transimitte
2. QoS mechanisms are deactivated. DVD and CAN data are ti@dm
3. QoS mechanisms are deactivated. DVD, CAN and best efftatata transmitted.

4. QoS mechanisms are activated applying WFQ with weightegalib: 1 for DVD and best
effort data, respectively. DVD, CAN and best effort data aa@smitted.

5. QoS mechanisms are activated applying SPQ for DVD and CA&L davD, CAN and
best effort data are transmitted.
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Table 4.13: Loss rate and delay values measured for CAN, DVD and best effort applications
in_different transmission scenarios.

Scen Loss (%) Delay (ms)
CAN | DVD | BE CAN DVD BE

min. | mean max.| min. | mean max.| min. | mean max.
1. - 0 - - - - 0.3704 |0.59| - - -
2. 0 0 - 0.03/0.19|0.66|0.32|0.37|0.72 | - - -
3. 4,24 | 17.04 12 0.11/0.38(0.85|0 0.75|1.77 | 0.08 | 0.25 | 0.6
4, 0 8.168 11 0.010.221239(0.17]0.29 | 0.78| 0.05|0.27 | 1.12
5. 0 0 12 0.08/0.48|185(0.18| 0.3 |1.35|/0.02|0.24 | 1.16

Table 4.14: Jitter values measured for the DVD application in different transmission scenarios.

Scenario Jitter (ms)
min. | mean| max.
1. 0 0.03 | 0.21
2. 0 0.04 | 0.36
3. 0 0.07 | 0.94
4, 0 0.07 | 0.47
5. 0 0.07 | 1.09

Tables 4.13 and 4.14 show acceptable delay and jitter vdtuebe different applications in
all transmission scenarios. The loss rate results arefsignily improved by the activation
of the QoS mechanisms in the network. The large loss rate of@%he DVD data in the

WFQ scenario from Table 4.13 shows an incorrect operationeo$witch schedulers in network
overload situation. This issue should be carefully add@ss the automotive qualified switch
design. However, it should be mentioned that the loss rdteevaf 8% is still much smaller

than the loss rate of 17% when no QoS mechanism is applieds, The importance of QoS
mechanisms for the in-vehicle communication is confirmea iaal system.

4.4 Summary

In this chapter, traffic shaping is introduced as a mechatusraduce the required resources in
the in-vehicle network. It assigns desired charactesssach as the peak rate upper bound, to
the traffic flows when applied to sources and compensatey jiliéda thus reducing buffer size
requirements when applied to the intermediate network efésn Different traffic shaping algo-
rithms have been presented and analyzed for an applicationsehicle video sources, switches
and the access point. In addition to the well-known traffemhg algorithms, Leaky Bucket and
Token Bucket, a novel traffic shaper called Simple Traffic Stineo(STS) has been introduced.
Reshapers (i.e., traffic shapers in the switches and in tlesa@oint) have been implemented to
operate per video stream. The analytical results shownftaei considered worst case transmis-
sion scenario, the best QoS performance and resource uadgeoff is obtained by applying the
STS as video source shaper and by desynchronizing cameaanstin the double star network
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while in the ring network the Token Bucket source shaper araky8ucket reshaper lead to the
best trade-off. However, simulation results indicate thabur specific transmission scenario,
the best performance and resource usage trade-off in thésrobtained by only applying Leaky
Bucket or Token Bucket source shapers without reshapingrrietliout that reshaping reduces
the switch output buffer requirements, but the total buffiee consisting of the output buffer
and the reshaper buffer is increased. The introduced 1% dinows that by allowing a packet
loss rate less than 1%, the buffer consumption can be redwyycb@%. Traffic shaping in video
sources is essential for wireless transmission while pgaan the access point turned out to be
inefficient. The reason is the FEC burst traffic that overfoldig access point output queues and
cannot be shaped, because it is dynamically adapted to #mehcondition and the different
data flows. By video source shaping and frame bursting, theidered wireless transmission
scenario becomes feasible. A prototypical implementatibthe traffic shaper confirmed the
results from the analytical and simulation models. An eikpental IP-based heterogeneous net-
work has been implemented in a BMW 530d to show the feasililitthe proposed network
architecture in a real car. All different in-vehicle traftilasses have been realized and evaluated
in the prototypical network. The results have shown thatcivecept of an IP-based network
architecture is feasible for in-vehicle communication.

To conclude, a general guideline for an appropriate netvdimiensioning with VBR source
shapers is given in the following.

1. Define the statistics of the VBR sources. Important stesistor example for compressed
videos aré50Rnax Imax N and f, which are explained in Table 2.5.

2. Use the traffic curves and the related formulas from Se@i@.1 to compute the initial
delayZ including the packetization del&yand the head-of-line blocking del&y.

3. Use the formulas from Section 4.2.1 that are derived frn@ffi¢ curves to compute the
required buffer size and service rate per switch for eadhdrshaper. If more than two
VBR sources with large data rates are connected to one swliéslynchronize them as it
has been done for the double star network in Section 4.2.3 pGtanthe required resources
accordingly.

4. Compare the analytical results for different traffic shiapend select the traffic shaper
that leads to the lowest resource requirements. Note tkeaarthalytical model produces
pessimistic results that should be interpreted as uppeardsou

5. Configure the network simulation model by the analyticatiynputed shaper parameters
and network resources.

6. If all required resources are provided in the simulatiosdsl, no lost and late packets
should be observed. Try lower resources and check the lddagnpacket rates. By trial
and error, find the best settings for the lowest lost and latiket rates in the considered
network.

7. Otherwise, if some resource limitations, for example lom link capacity are given, go
through the following steps.
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8. Simulate the configured network with a modified relatiopsietween the switch buffer
size and service rate. For example, for a limited link cayacse unlimited buffer sizes
in the switches and register the effective buffer allocats done in Section 4.2.3. Thus,
you find the required network resources for the lowest log@iie packet rates.

9. Simulate several iterations to get reasonable confideteeals for the results in order to
define their statistical significance.

10. Configure a prototypical network system with the computaffic shaper and resource
settings. Note that the required network resources mighower in the real system due
to hardware restrictions.

90



5 Video Compression and Image Processing for
Driver Assistance Systems

The current in-vehicle driver assistance network systaeakzed via point-to-point connections
as mentioned in Section 2.1. Due to the growing number of casné¢he in-vehicle network is
becoming increasingly complex, inflexible and costly. lderto reduce the complexity and
cost, a heterogeneous IP-based network architecture lemsgreposed in Chapter 3 to inter-
connect ECUs including cameras in the car. However, in ordetanexceed the link capacity
while transmitting several video streams simultaneousér one Fast Ethernet link, video com-
pression is required. Video streams from driver assistanogera systems have strict delay and
quality requirements. In this chapter, applicable videdeos are analyzed for driver assistance
services in the car. Metrics are defined to evaluate the pedioce of the algorithms primarily in
the wired in-vehicle network. It is furthermore investigdthow video compression algorithms
should be parametrized in order to avoid negative effectdrimer assistance image processing
algorithms. Concepts for hardware realization of IP camesi#is integrated video codecs are
briefly described as an outlook to further improve the cogiegormance in the car.

5.1 Analysis of Applicable Video Codecs for Driver
Assistance Camera Systems

This section is concerned with the real-time compressioviago streams from direct image-
based driver assistance cameras introduced in Sectidh Zamples are rear- and side-view
cameras for the parking use case. In a real-time system,otinectness of an operation does
not only depend on the logical correctness, but it also hd&tperformed within a given time
period (deadline). As mentioned in Chapter 1, the real-tintergon for a camera application in
this work is defined as an end-to-end delay of one frame iatewhich is the strongest delay
requirement for camera systems in the car. Looser enddalelay requirements of 100 ms can
also be accepted for camera systems under certain circocestaln this work, however, the
lowest delay requirement of one frame interval has beenechfis an efficient and low delay
video compression in future IP-based in-vehicle commuiunanetworks. Applicable video
codecs realized in software are evaluated for their peidoiea by using specific metrics. The
most appropriate compression schemes with the best setinegdetermined and implemented
in a prototypical testbed. Evaluation results are preskfuewired communication. Similar
investigations have been carried out in the literature sisain [119]. However, previous studies
have not considered the in-vehicle communication reqLerds)
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5.1.1 System Description

In the considered in-vehicle transmission system, eackovichme is pre-processed after being
captured at the source and then compressed. Afterwarddittistream is packetized and
transmitted. Upon reception, the stream is depacketizeachded, and possibly post-processed
before being displayed at the sink. The wired communicatetwork introduced in Chapter 3 is
considered for the analysis in this section. The Ethernetork is assumed to be error-free due
to its very low bit error rates according to [4]. It can thenef better illustrate the compression
effects than error-prone wireless networks.

Several software codecs have been implemented in a pratatypstbed. They include Motion
JPEG, MPEG-2 and MPEG-4 (part 2) realized by the libavcodec fipfd1] and the Xvid
library [116]. The x264 library [127] is used for H.264/AVAMPEG-4 part 10). For the
decoding of H.264/AVC bit streams, the libavcodec decodersed. The basic components of
the prototype are as follows.

Test Sequences:

(a) Three frames of the Highway test sequence.

(b) Five frames of the VGA test sequence.

Figure 5.1: Test sequences.

1Since Motion JPEG is an established format in surveillaq@ieations, it has been applied for performance
analysis in this section.
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5.1 Analysis of Applicable Video Codecs for Driver Assistaritamera Systems

1. Highway sequence [20]: The test sequence Highway sho#gure 5.1(a) is subsampled
to the CIF resolution and 4:2:0 format. Even though the scewetlze driving speed in
the Highway sequence are different than expected for atdirege-based camera, it still
represents some of the typical properties. The sequengesgitber cars that are passing
by and the drive under a bridge with a change from a bright tar& durrounding and
vice versa. This represents some of the expected variatioihe video motion and the
lightning conditions. The contrast between the road wilddaminating gray areas and the
bright sky are also typical. Among the 2000 frames in theinabvideo, frames 550 to
1349 are used, since the content of the frames before andtedteelected subsequence is
very similar. Therefore, the test sequence length is sed@dr@mes.

2. VGA sequence: The second video sequence is produced ypoal scenes captured by
a rear-view camera. Different scenes were recorded witlcdhegera that was used in the
prototype design and combined into a sequence of 715 framMé&SA resolution. The test
sequence shown in Figure 5.1(b) contains a scene in whidhencar drives by close to
the camera, a scene in which another car is approached \elidesing (typical parking
situation), a scene in which a person walks in front of the eana reversing scene at
low speed in a darkened environment to reflect dimness, dsawekversing towards a
wall with high spatial details in which the characterististdrtions of a wide-angle lens
become visible.

FireWire Camera: For frame acquisition, the camera DFK 21AF04 from The Imgdhource
[117] is used. It captures YUV 4:2:2 frames and is conneabeal PC via a FireWire cable. In
the implementation, it is controlled via the unicap libr§2y].

Server and Client: The server and the client are implemented upon two compuatersected
via Fast Ethernet using a layer-2 switch. Test computer /ésgis a Dell Precision notebook
with an Intel Dual Core CPU running at 2 GHz. Test computer 2(t)iis a desktop PC with
an Intel 3.4 GHz CPU. On both test systems, the Linux distidbubpen SUSE 10.1 with kernel
2.6.16 working with 1000 Hz Kernel cycle frequency is used.

Data Transmission and Session Control:For the transmission, the UDP protocol without
any additional higher layer protocols is employed. Sessantrol is implemented through the
SNMP framework.

5.1.2 Applied Metrics

Complexity: Video standards only define the bit stream syntax and thedilegprocess. Thus,
developers have degrees of freedom in their choices wheleimgmting an encoder. The algo-
rithmic complexity of an encoder is then affected by the geicnplementation architecture, its
data and memory structures, and optimizations. Furthenvidoking at the number of features
and options that can be combined for a standard like H.268/Avbecomes clear that the com-
plexity of both encoder and decoder is affected by the featbpices. However, the algorithmic
or computational complexity is often based on the procgdsme for a given sequence and on a
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particular platform. Despite the implementation uncetias, the processing time still provides
useful and valuable indications and is defined as the médttieeacomputational complexity here.

End-to-End Delay: Low delay has been identified as one of the major performariteria
for in-vehicle camera systems. In this context, the endrd-delay, i.e., the time from
image acquisition to the reception and presentation at lieatcis the main metric. It is an
accumulation of the individual delays that occur in a videquasition and transmission system.
The end-to-end delay requirements are defined in Sectioh.2.4

Video Quality: The video quality at the sink is another important metrictfed comparison of
video compression systems. Besides being a function of tteerdte and the video sequence
properties, the perceived video quality also depends omamaental conditions, such as light-
ing, the sampling density in the form of display size verasolution, the viewing distance, etc.
For further analysis in this work, the environmental coioti$ have been considered to be static
for all compression systems. Two well-known objective mesirthe Peak Signal-to-Noise Ra-
tio (PSNRY and the Structural Similarity Index (SSIM) [134], [135] lealseen applied for the
analysis of the compression algorithms. The PSNR cannoirbetly translated into perceived
image quality when comparing different kinds of distortias it is a mere mathematical function
[23]. The perceptual approach SSIM, on the other hand istaljpeedict the perceived quality
of an image or a video automatically based on propertiese@htiman visual system. SSIM
takes the structures of an image or video sequence into accbhus, it interprets a scene based
on its structures and the changes in the structures. A hig8#vl value corresponds to higher
similarities between two compared video sequences with xdrman value of 1 representing
two identical sequences.

5.1.3 Comparison Results

Computational Complexity

In the following, the compression ratio as well as the precestimes of Motion JPEG (libav-
codec), MPEG-2 (libavcodec), MPEG-4 (libavcodec), MPEQGid), and H.264/AVC (x264)
are presented. For the sake of simplicity, the codecs amate@iy M-JPEG, MPEG-2, MPEG-
4 (L), MPEG-4 (X), and H.264/AVC, respectively. They are paedrized such that the resulting
video quality is the same for all codecs. The SSIM value ferHighway sequence is 0.95 (con-
dition a). For the VGA sequence, two conditions are defineds&IM value of also 0.95 (b) and
a PSNR value of 40 dB (c). Table 5.1 summarizes the resultseathree conditions. The table
includes the measurements of the video quality, procedsimgs, and the compression ratio.
The quality is given in terms of the PSNR and the SSIM. As etguedH.264/AVC requires the
highest complexity in terms of encoding and decoding timealimeasurements.

2PSNR= 10 IoglOMN—;E, where MSE defines the mean squared errorrd (2" — 1) is the dynamic range of
the pixel values witm being the number of bits used to represent the value of a peeecomponent, is a
mathematical function that evaluates the effects of distointroduced during compression and transmission.
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Table 5.1: Comparison of processing times and compression ratios for M-JPEG, MPEG-2,
MPEG-4, and H.264/AVC. The abbreviations Conv., Enc., Transm., Dec., Compr.
define Color Conversion, Encoding, Transmission, Decoding and Compression, re-

spectively.
Conv. Enc. Transm. Dec. Display Video IP Compr. Bits per
PSNR SSIM . . . . .

Time Time Time Time Time Bit Rate BitRate Ratio Pixel

(msec) (msec) (msec) (msec) (msec) (kbit/s) (kbit/s)
2 o M-JPEG 394 0.950 - 161 0.86 0.82 0.22 2341 2398 0.064 0.25
E 2 MPEG-2 39.7 0950 - 2.40 0.44 0.65 0.23 1378 1416 0.038 0.15
'% %"_ MPEG-4 (L) 396 0.950 - 2.98 0.33 0.92 0.24 1124 1157 0.031 012
= & MPEG-4 (X) 396 0.950 - 3.79 0.31 0.93 0.17 1048 1079 0.029 011
= H.264/AVC 40.0  0.950 - 14.05 0.27 1.95 0.24 953 984 0.026 0.10
M-JPEG 37.0 0.950 0.38 5.40 3.20 246 101 8416 8589 0.076 0.91
g E MPEG-2 37.5 0950 0.44 7.68 1.57 1.89 0.62 4323 4417 0.039 0.47
> £ MPEG-4 (L) 37.3  0.950 042 1012 1.28 2.44 0.58 3563 3642 0.032 0.39
@ E MPEG-4 (X) 37.3  0.950 049 1362 1.25 237 0.60 3475 3554 0.031 0.38
H.264/AVC 37.2  0.950 0.50  39.90 0.91 571 0.59 2636 2698 0.024 0.29
M-JPEG 40.0 0.969 0.40 6.84 4.92 3.03 0.61 13384 13651 0.121 1.45
g E MPEG-2 40.0 0.965 0.45 8.98 2.83 246 0.59 7885 8047 0.071 0.86
> £ MPEG-4 (L) 40.0 0967 044 11.46 2.62 3.14 0.60 7312 7463 0.066 0.79
O E MPEG-4 (X) 40.0 0.966 0.51  15.52 2.60 3.09 0.60 7208 7357 0.065 0.78
H.264/AVC 40.0 0.966 0.50 45.91 2.02 7.47 0.58 5680 5799 0.051 0.62

End-to-end Delay

The delay of a camera transmission system including commjore§'digital system”) is measured
with the testbed shown in Figure 5.2(a). It is compared withdelay of the current analogue
rear-view camera system (“reference system” in Figureb})2(n each system, a counter show-
ing the current time in milliseconds is captured by the repe camera. In the digital system,
the data is compressed with Motion JPEG (M-JPEG), MPEG-ZGH2 (X), and H.264/AVC.
The compression parameters for the codecs are set suchrdattane compression was possi-
ble (even though, for x264 this still results in some skipfrathes). The resulting video quality
is not important in this context and has not been assesseel @&impression, the data is trans-
mitted via UDP/IP to the client computer over a 100 Mbit/sdtttet link and a switch. At the
client, as soon as a frame is completely received (no additiouffering), it was decompressed
and displayed on the screen. The counter in the digital sy&elisplayed on the same screen.
In the reference system, the video signal is converted idigital signal before being displayed
on the screen of the headunit. In both systems, the curmmet ¢in the counter and the time
on the display are captured with a second camera and stoiediaislual images. The differ-
ence between the counter and display readings represenenthto-end delay of the system.
Even though not all of the readings were clear (overlappirtecounter values due to the dis-
play response times and the shutter opening time of the egrasyund 50 “clear” values were
evaluated for each system and codec with a standard devttiabout 8 ms. The outliers (set
to 25% of the values for each test) were discarded. The sestithe measurements with the
most influencing values are shown in Figure 5.3. The average@end delays are: 37.2ms
for the reference system, 84.4 ms for M-JPEG, 83.8 ms for MRE®2.5 ms for MPEG-4, and
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Figure 5.2: Testbed for the measurement of the end-to-end delay.
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Figure 5.3: Comparison of the end-to-end delay values including delay components for all
considered codecs and the analogue reference system.
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110.7 ms for H.264/AVC. A large amount of the delay in the dibgystem is the result of the
FireWire camera. In a FireWire system, the data of a framprisasl over the whole frame period
for transmission (isochronous transfer). With an assunhedt processing time in the camera
and the frame time of 33.3 ms, the image transfer from the caehe computer accounts for
about 34 ms of the total delay.

Delay components that could be measured are the time uatilittux kernel signals the avail-
ability of a new frame and the processing started (frameasjgthe time for the YUV subsam-
pling (color conversion), the encoding, transmission, dadoding times, as well as the time
that elapses while copying the frame to the graphics bufidrissuing the command to update
the display. These values are measured through softwaptssttrat output the different times
such as the encoding and decoding times from the codeciébra.g., from the libavcodec. The
resulting delay contributions (assigned with "Others” iglte 5.3) that could not be explicitly
measured mainly comprise the time from displaying the acmanter until it is captured by the
camera and the time from issuing the display update commamthé delay counter until the
frame is actually displayed (depending on the display séfrate, amongst others).
Consequently, in a fully IP-based in-vehicle network, thgandelay component "FireWire” will
be eliminated when integrating the camera sensor and cottecne chip as will be explained in
Section 5.3. By further adaptations to the in-vehicle rezuents, the delay component "Others”
can also be significantly reduced. Thus, the end-to-eng detpuirement from Section 2.4.1 can
be fulfilled with the software-based codecs.

Video Quality

In the following, the video quality obtained from the coresiedd compression algorithms is as-
sessed for different bit rates using the test sequences3extion 5.1.1. For analysis, the two
open source codecs Theora and Dirac introduced in Sectdoar@.also considered besides the
standard codecs. The PSNR and SSIM values of the VGA seqaeashown in Figures 5.4(a)
and 5.4(b) for bit rates of 2.5 to 8.5Mbit/s. The quality leswf the Highway sequence are
similar to the results of the VGA sequence and are therefot@resented here. To obtain an
SSIM index of 0.95 for the VGA sequence, the data rate of arPE& coded sequence has to
be more than three times higher than with H.264/AVC and muaa twice in comparison to the
MPEG-4 coded sequence. The difference is higher in the lbiweste range. Yet, in our analysis
the superiority of H.264/AVC in terms of quality is not asalas it might have been expected.
This is due to several reasons. First, B-frames were not usqarédiction due to the stringent
delay requirements. Also, a rather short I-frame interdal®frames (see Section 2.4.1) has
been used. Second, due to the low complexity requiremdr@snotion estimation process was
carried out with algorithms that offer a trade-off betweemglexity and efficiency. Third, some
advanced coding tools, such as CABAC for H.264/AVC, were netludie to restrictions of the
Baseline profile. Also, parameters such as the content ob\ddguences and artifacts impact
the motion estimation efficiency.

Although H.264/AVC is superior to all other compressionteyss, its significantly higher pro-
cessing requirements for encoding and decoding do nohjutstiemployment as software codec
in the discussed real-time scenario. As expected, the ipeaface of MPEG-4 lies in between
that of MPEG-2 and H.264/AVC. The two MPEG-4 implementatishew very similar results.
While the wavelet-based Dirac codec performs worse thantther compression schemes and
its encoding and decoding times are about a factor ten hitjaer DCT-based compression al-
gorithms, the performance of Theora is almost equal to MRBEGterms of perceived quality.
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Figure 5.4: Video Quality Evaluation: PSNR and SSIM values for the VGA sequence and data
rates from 2.5 to 8.5 Mbit/s.
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Its encoding time is in the range of the x264 implementatibAl.@64/AVC. Since the current
release is only an alpha version, Theora shows a high palestia free alternative to MPEG-4
in the future. However, due to their insufficient timing merhance, Theora and Dirac have not
been analyzed further in the present work.

5.2 Influence of Video Compression on Driver Assistance
Image Processing Algorithms

In the following, the influence of video compression on impgecessing algorithms is analyzed
for indirect image-based driver assistance servicesdated in Section 2.3.2. A similar analy-
sis has been performed in [99] to investigate the influene®dafo compression on face detection
algorithms in distributed surveillance camera systemeirfdnalysis method to identify the spot
up to which the video quality can be reduced, without affexthe accuracy of the surveillance
task has been used for the analysis in this work. Image pso@e# the automotive domain
typically refers to the task of object recognition. Objeats identified and their types within a
picture or a video sequence is determined [94]. To achiegegthal, the so called Regions Of
Interest (ROI) are identified by globally searching imagesobjects or by evaluating data from
external sources. In the car, the ROI are commonly selegtexkiernal sources such as radar
or 3D-cameras. Accordingly, the next processing stepgjfeaxtraction and classification are
considered in this work.

5.2.1 System Description

Also in this section, the wired network is considered for &malysis. Thus, the effect of lossy
compression on image processing algorithms is determingtbuwt any external influences.
Two commonly used object extractors, the Edge Histogramcijgsr (EHD) of MPEG-7
[109] and Histogram of Oriented Gradients (HOG) [92] haverbehosen for the following
analysis. They are used in the spacial domain of imagesthey are applied to every single
video frame. The Optical Flow object extractor [66], [24]shiaeen additionally used to take
the temporal domain of video sequences into account. Thedupector Machine (SVM),
a supervised learning method, has been used to classifgtelgtter feature extraction as this
method achieves good classification results [33]. SVM imé@ with features of well-known
objects before the classification process. The two videecedMPEG-4 (DCT-based) and
M-JPEG 2000 (DWT-based) realized by the libavcodec [41] ded@penJPEG library [29]
have been used as candidates for DCT-based and DWT-basedessiopralgorithms.

Test SequencestEour different video sequences have been recorded withatineia (VRMagic
VRmMC-12/BW PRO) of an experimental vehicle. They have a remoluf 752x 480 pixels
and a frame rate of 25frames/s. Video frame resolutionsx7820 pixels are defined as full
size while 376x 240 pixel frames are called quarter size. The frame sizeeobtiginal video is
reduced by using a simple linear filtering and subsamplimy@gch. Allimages are gray-scaled.
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Figure 5.5 shows the considered test sequences. The anfouation in sequences c¢) and d) is
higher than in a) and b).

Figure 5.5: Example frames of the a) Country Road b) Highway c) City and d) Intersection

100

video sequences.

Country Road: It is a typical driving scene on a country rdadyre 5.5(a)). A car is
followed. Once in a while, oncoming traffic (cars, trucksnsp traffic signs and bushes
appear. Much of the sky and free countryside can be seen.idibe sequence consists of
874 frames and a total of 1067 objects have been labeled.

. Highway: This sequence has been taken on a two lane higfiigyre 5.5(b)). A car

is followed and overtaken several times by other cars. @éweidges (with traffic) and
traffic signs are passed. Much of the sky (but less than in thmt®pRoad sequence) can
be seen. The sides are heavily planted with bushes and dik&rctes such as signs. The
video sequence consists of 475 frames and a total of 998telfjace been labeled.

City: The city sequence shows a typical scenario in a datkeet (Figure 5.5(c)). A lot of
oncoming traffic and parking cars, trucks, buses, vans,dr)diikes and pedestrians ap-
pear. The experimental vehicle slows down to wait for a céimmuout of a parking space.
It then follows the car up to a traffic light. There is verylétsky, a lot of buildings and
houses can be seen on both sides of the street. The videmsequansists of 640 frames
and a total of 564 objects have been labeled.
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4. Intersection: The intersection sequence has been takeed traffic light (Figure 5.5(d)).
A lot of crossing traffic (cars, bicycles) and pedestriangeap. The background of this
video is static, as the experimental vehicle is not movingm& sky as well as several
walls and a building can be seen. The video sequence cooBB&@4 frames and a total of
2543 objects have been labeled.

Training Data: The training of the SVM has been performed with 1748 imagéisrek different
object classes: car, pedestrian and non-object. The inaagempletely independent from the
video sequences that have been analyzed as they were edtfiamnh other sequences. The car
class contains cars from the rear and the rear-side whil@e¢kestrian class contains people
walking or standing. The non-object class contains objbetisare not defined in the object class
data set like trees. Figure 5.6 shows some typical examplbg draining data set.

11 S =

a) pedestrians b) cars C) non-objects

Figure 5.6: Typical examples for training data.

Ground Truth: In order to evaluate and compare the object classificatisnte the so called
ground truth should be specified for the test sequences. Aerge the ground truth, a person
identifies all objects within a video sequence and labelmthecording to their type. In this
work, an existing labeling tool has been applied. Figuresh@ws the tool while labeling the
highway sequence. As only training data for cars, pedestrgad non-objects were available,
only those three objects are classified in the test sequefthsr objects like trucks and signs
have not been taken into account for analysis.

Applied Codec Parameters:
MPEG-4: Experiments have been carried out with the libavcodec sefwadec mentioned in

Section 5.1 and the preset target bit rdies

10,50, 100,200, 300, 400,500,600,
700,750,800, 850,900,950, ...
...,1000 1100 1200 1300 1400 160Q
1800 2000 2500 3000 3500 400Q 5000 6000

bi =

given in kbit/s, whera = 1,...,28 is the number of the actual test run. Moreover, two main
parameter sets have been defined for the MPEG-4 compressfoloavs.

e Parameter set 1: Constant bit rate
To emulate an almost constant bit rate, the maximum allowedte tolerance has been set
to 10% of the target bit rate of the actual simulation bgggeti S0 that 09b; < brargeti <
1.1b;.

e Parameter set 2: Variable bit rate
This parameter set configures the allowed bit rate toleramadefinity, so that the rate
control mechanism generates a VBR video sequence.
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Figure 5.7: GUI of the video labeling tool.

Both parameter sets include the MPEG-4 parameters Fouehlyector (enabled), Data Par-
titioning (enabled), Quarter Pixel Motion Estimation (bleal), MPEG Quantizer Set: 1 and a
minimum key frame interval of 15 [5]. The constant compressiatio is related to the quan-
tizer valuesQ = 31 for lower target bit rates an@ = 2 for higher target bit rates. Thus, the
rate control algorithm of the MPEG-4 encoder choo®es 2 as maximum and therefore does
not produce video sequences with the highest possibletguilie MPEG-4 standard, however,
allows quantizer values between 1 and 31. While the differdratweerQ =1 andQ = 2 can
not be distinguished by human eye, it is recognizable byrdlgus and has therefore been con-
sidered for the analysis with image processing systems.

M-JPEG 2000: The openJPEG2000 encoder has been configured with the DWTpess
tions: 6, irreversible compression using Irreversible €dl@ansformation (ICT) and Daubechie
9-7 filters [55].

5.2.2 Applied Metrics

Besides the video quality metrics PSNR and SSIM from Sectitintbe following metrics have
been used [10].

Object Classification Rate Similar to [99], the object classification raRRhas been defined
here as the ratio between the correctly detected obf@etsd the overall recognizable objects
within a video sequende:

R=T (5.1)
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The classification ratdR has been evaluated to find the minimum and maximum allowed
compression ratios for each video sequence.

Average Mean Deviation In order to be able to evaluate the changes of features thaba
tracted, the Average Mean Deviation (AMD) of a feature veatof lengthl is defined for an
encoded video sequence wikiframes as

AMD = % : (5.2)

|y
zX” Yn (5.3)

andy denotes the feature vector within a frame in the uncompdegsieo sequence asdefines
it in the compressed video sequence.

Number of Vectors: Due to the nature of the optical flow determining the grounthtis rather
difficult. Thus, in this work, only the computed optical flowators for each frame in the original
video sequence have been compared with those in the coragngggo sequence. Accordingly,
vectors existing in both video sequences have been defirtecbamted to evaluate the influence
of compression on the optical flow.

5.2.3 Comparison Results

A framework has been implemented in MATLAB to perform thddwling processing steps for
each video sequence and to evaluate the results.

e Apply feature extraction (EHD and HOG) and object classiitca(SVM) to the original
(uncompressed) data.

Calculate optical flow for the original (uncompressed) data.

Compare the classification results with the ground truth.

Carry out MPEG-4 encoding and decoding by using the targeatas from Section 5.2.1.

Compute the compression ratio.

Apply M-JPEG 2000 encoding and decoding to the original @isequence configured by
the MPEG-4 compression ratfbs

3In order to compare the two compression algorithms, MPE@e#\A-JPEG 2000, each video sequence has been
first compressed by the MPEG-4 codec to reach a certain bit Taie resulting MPEG-4 compression ratio has
been determined and then used as an input parameter for HRE@-2000 codec.
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e Apply feature extraction (EHD and HOG) and object classiioca(SVM) to the decoded
video sequences.

e Calculate optical flow for the decoded data.

e Compare the classification results with the ground truth aedbtiginal video classifica-
tion results.

The most significant results have been selected for dismus$due to similar implications of
HOG and EHD on compressed video sequences, the results ofdd®©&xemplarily explained
in the following.

The gray-scaled video sequences in this work lead to lowterabes than the color video se-
guences from Section 5.1 due to the lack of color componédtusexample, Figure 5.8 shows
a compression ratio upper bound of 0.07 for PSNR = 42 dB ant1$3).96 in the City video
sequence (Figure 5.5(c)) corresponding to a data rate ofigdviihe PSNR and SSIM values
shown in Figure 5.8 are computed for each recognized ohjettta original and in the com-
pressed video sequences. This means that instead of cogpgbé PSNR and SSIM for a
complete video frame as done in Section 5.1, they have beapued for objects of a frame
such as those shown in Figure 5.6. However, the results friguré5.8 do not indicate any
dependency between the PSNR and SSIM quality metrics ardabsification results, i.e., rec-
ognized objects in the original and compressed sequendesexact behavior of the codec is
shown through the compression ratio. For example, as showigures 5.9(a) and 5.9(b), the
codec does not function for compression ratios higher th@a i the case of the Country Road
video sequence (Figure 5.5(a)). Figures 5.10(a) and 5. t@ftict a more detailed view on the
classified objects based on the test sequence "City” fromr€igb(c). As mentioned before, no
relationship between the object classification rate, tgeneat size, the PSNR, and the SSIM can
be observed. Figures 5.10(a) and 5.10(b) show that MPEGnpiession negatively influences
the classification rate for compression rati0$.03, while M-JPEG 2000 compression leads to
higher classification rates. For compression ratios vesgecto zero, the quantizer values are
out of the codec acceptance range. Consequently, the relajiect classification rates for nearly
zero compression ratios are invalid. The object classifinatate results can be explained as
follows. Since the HOG feature extraction heavily reliestioa existence of edges, the exten-
sive spatial filtering by quantizing the DCT coefficients in EKIB-4 leads to less features and
thus, less objects are classified correctly. Additionddly,introducing image distortions more
objects are classified as non-objects and the object ctzd®in rate is decreased. In the case
of M-JPEG 2000, the DWT smooths (blurs) images. By using a gmgmdient filtef—1, 0, 1],
uniformly colored edges are not detected. Yet, by smootthiegedges (and thus varying the
gray scale values), the uniform distribution is lost and engradients are generated leading to
a higher weighted direction binning. Thus, smoothed edgppat the classification of objects
with HOG. However, smoothing only effects lower bit rates,,ilower compression ratios, as
for higher bit rates a certain amount of spatial details s¢edbe preserved and is not smoothed
by the DWT.

The analysis of optical flow vectors have, in some cases staowincrease of the number of
vectors in the compressed video sequences. The reasonlasvitrenumber of uniform planes
within the frames of the compressed video sequence thas lead higher number of vectors
by the Census transform. Moreover, the additional vect@scancentrated within the ROI as
shown in Figure 5.11. The number of common vectors in thermalgnd compressed videos

104



5.2 Influence of Video Compression on Driver Assistance Infageessing Algorithms

[(e]
o
T

SYUV-SSIM o
?

o]
&)
T

——Recognized in Original and Compressed
} ——Recognized only in Original
0.8 ——Recognized only in Compressed

T T T

L L L L
0.01 0.02 0.03 004 . 005 0.06 0.07 0.
Compression Ratio

(a) SSIM

44

42

401

38

36

34

YUV-PSNR (dB)

——Recognized in Original and Compressed | |
——Recognized only in Original
——Recognized only in Compressed

| |
0.04 . 0.05 0.06 0.07 0.
Compression Ratio

32

30

! ! !
0.01 0.02 0.03

(b) PSNR

Figure 5.8: SSIM and PSNR values of the recognized objects by HOG for different compression
ratios (Test sequence " City", parameter set 1, segment-based, full size, MPEG-4
compression. ).

is low because of their definition to be absolutely equal. €qosntly, vectors that are shifted
only by a few pixels in the compressed video are not consitierde equal. Visual validation
and vector length histograms have been applied for thea kv analysis.

To conclude, the results have shown that lossy video corsijoresan be applied besides driver
assistance image processing algorithms without any stgnifiquality degradation if a proper
codec and feature extraction pair is selected. The influehaieleo compression on driver assis-
tance functions strongly depends on the applied compmessid image processing algorithms,
but also on the video sequence itself. Accordingly, no agsioh can be generalized for different
codecs and image processing algorithms.
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Figure 5.9: Influence of video compression on object classification using HOG with parameter
set 1, segment-based and full sized frames.

5.3 Hardware Implementation Concepts for IP cameras
with Video Codecs in the Car

According to [5], designing an IP camera with video codeasafatomotive applications can
basically follow two design methods. The first one would beghly customized solution to
fulfill the requirements of the automotive sector while tkea@nd one is based on the utilization
of hardware and software toolboxes of the consumer eldactiodustry. The latter one should
be set accordingly in order to meet the automotive requirdsne
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Figure 5.10: Influence of video compression on object classification using HOG with parameter
set 1, segment-based and full sized frames for compressed and uncompressed test
sequence " City".

The customized solution would meet the automotive requergs) but can be more cost intensive
and inflexible while the utilization of consumer electrosmutions would be more promising

in terms of flexibility and low cost thanks to the economy oélsccaused by the consumer
electronic market. However, meeting the automotive resménts with the consumer electronic
tools is challenging. Both realization concepts with somengples are briefly described in the
following.
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(a) Original video (b) MPEG-4 coded video

Figure 5.11: Histogram of optical flow vectors for a selected frame in original 5.11(a) and
MPEG-4 coded 5.11(b) "City” video sequences with parameter set 1, full size
and compression ratio 0.01 (corresponding to 750 kbit/s target bit rate).

5.3.1 The Customized Solution - FPGA/ASIC Implementation

In the case of customized solution, the compression algurithe communication protocols
such as RTP/UDP/IP, the Ethernet MAC, and if required the amagcessing algorithms should
be integrated in the FPGA/ASIC design. Most of the mentioc@adponents which have to be
integrated in the FPGA/ASIC are already available as IPscdreportant electronic components
which are left out of the FPGA/ASIC are the power supply, agé control, the Ethernet PHY,
and the camera sensor. An example for the CMOS camera sensbrig/able to deliver a video
sequence with VGA resolution and 30 frames/s is the LM9628@efrom National Semicon-
ductor [91]. Generally, the FPGA/ASIC is connected via aa 82 bit data bus and is controlled
via anl?C bus.

5.3.2 Solutions from the Consumer Electronic Industry

The application of consumer electronic hardware and so&u@olboxes leads to two different
solutions.

Multimedia Processor Solution

A multimedia processor-based solution provides a highgibilay than an FPGA/ASIC-based
solution. The current multimedia processors are equipptdalN necessary features for building
an IP-based camera system. They include MPEG-4 and H.264ifBaaad main profile codecs
for video compression with a VGA resolution and 30 framesdagmission rate, an integrated
ARM processor for applying the TCP/IP or UDP/IP stacks and em@nting application layer
protocols such as RTP and RTSP, and an Ethernet MAC for teonietonnection.

The integrated system on chip design of the multimedia msms offers the possibility to reach
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very small dimensions of the PCB (printed circuit board) latywhich is also a very important
requirement for an in-vehicle camera system. Similar toABC solution, electronic com-
ponents that are left out of the processor are the camerars@usver supply, voltage control
and the Ethernet PHY. Several well-known multimedia preoesnanufacturers have already
presented promising solutions to the market.

CMOS On-Chip Compression Solution

A further interesting solution is the utilization of a CMOSwera sensor with an integrated video
codec. So far, it has only been possible to integrate the EA=J€ompression algorithm because
of its low complexity compared to the MPEG family compressaigorithms. An example
is the VS6724 single-chip camera module from ST microedmitss [112]. This kind of sensor
provides a M-JPEG video compression up to SVGA (800x600Qpigeolution. It also integrates
digital image processing functions like lens shading adroa, sharpening etc. The sensor can
be controlled by an?C interface and provides an 8-bit parallel video interfacetfe video
data. For a complete IP camera implementation, a processoisufficient processing power
such as the ARM9 processor should be added to the sensor intorgdacketize and send the
compressed images captured by the sensor via an Etherrdao®. Assuming that the Ethernet
MAC is also provided by the applied processor, the remaieiegtronic components to create
an IP camera will be similar to the multimedia processortsmumnentioned before.

5.4 Summary

The performance of software video codecs has been analgzettéduce video compression
in driver assistance camera systems of future IP-based ddns MPEG-4 (Part 2) compres-
sion algorithm provides the best trade-off between theeselti quality and the computational
complexity. It fulfills the strict delay, complexity and ditg requirements of in-vehicle camera
systems while at the same time, it provides an adequate essipn ratio of 0.066 correspond-
ing to a mean bit rate of 7.4 Mbit/s for the considered colorA/€&quence with a PSNR value
of 40dB and an SSIM value of 0.967. A compression ratio of B.@8livers a lower bit rate
of 3.6 Mbit/s on the transmission link for PSNR and SSIM valoé 37.3 dB and 0.95, respec-
tively. The influence of video compression on typical drigssistance image processing algo-
rithms has also been analyzed. Commonly used object extnaatid classification algorithms
from the driver assistance domain have been taken into atéouanalysis. Compression ra-
tios have been identified that do not affect the driver amscst functions, but rather improve
their performance. Among the DCT-based MPEG-4 and the DW&dba$JPEG 2000 algo-
rithms, M-JPEG 2000 leads to higher object classificatiagesrfor HOG in most of the cases.
The discrete Wavelet transform smooths the uniform plamegleo frames and varies the gray
scale values. Thus, more gradients are generated leadangiginer classification rate with the
HOG object extraction. MPEG-4, on the other hand, suppdd® Binning by filtering details
and sharpening edges in images of a video sequence. Howayeneral conclusion cannot be
made, since the classification rate strongly depends oroilhecs, image processing algorithms
and also the amount of motion in video sequences. In ordentbdr improve the compression
performance and be able to apply more complex codecs sutie agdespread H.264/AVC in
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5 Video Compression and Image Processing for Driver Assist&ystems

the car, several hardware implementation concepts for irecas with integrated video codecs
have been presented and discussed.
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6 Conclusion and Outlook

The number of electronic control units and automotive nek&dor in-vehicle communication
is continuously growing in today’s premium cars. Thus, thevéhicle network architecture
has become inflexible, complex and expensive. It will be ewene complex and costly in the
near future due to the growing number of applications, @afigén the driver assistance and
multimedia domains. Accordingly, traditional automotinetwork technologies with limited
transmission capacity will no longer fulfill the in-vehiddemmunication requirements. In order
to cope with the growing demands, a new network system feehiele communication is re-
quired.

In this work, a heterogeneous IP-based network architedtas been proposed for in-vehicle
communication. According to car manufacturers’ requiretnpall in-vehicle applications are
covered by the proposed network architecture except fotRédg applications. A static network
dimensioning method based on the Network Calculus theorpéas presented to compute the
required network resources in the car. Simulation model® leeen developed to verify the
worst case analytical results for two selected network&ges. Traffic shaping as a method to
reduce the required network resources has been investigatariable bit rate video sources and
in the interconnected network elements. A novel traffic siplgorithm has been introduced
that outperforms the existing traffic shapers in terms afuese usage under certain constraints.
Appropriate video compression algorithms have been ifiedtior simultaneous transmission of
several video streams over one Fast-Ethernet link andtigegsd for their influence on image
processing algorithms from the driver assistance domairnhe following, the major results of
this dissertation are summarized.

Heterogeneous IP-based Network Architecture for In-Vehicle Traffic

By considering the QoS requirements of communicating deyite in-vehicle traffic has been
subdivided into four classes of real-time control datal-tie@e audio and video streams, mul-
timedia and best effort data. Mathematical models from iteealture [108] have been adapted
to represent the in-vehicle traffic (Section 2.4.1). A nawetwork architecture based on IP has
been designed for in-vehicle communication to enable shicaulticast and broadcast trans-
missions in Chapter 3. Full-duplex switched Fast-Etherndt\WWLAN have been identified as
appropriate network technologies beneath of IP to redfieenired core and wireless peripheral
networks in the car. Double star and unidirectional ringuoek topologies have been selected
as candidate parts of the future overall in-vehicle netwdrko0S-API has been introduced that
statically assigns priority levels to different applicats and maps them to IP and Ethernet pack-
ets. QoS-aware switches and access points thus forwareétsaatcording to their importance.
QoS is guaranteed when the network load is below the linkagpa

Static Network Dimensioning

In overload situations, packets are delayed due to hedideblocking, scheduling and queuing
strategies in the network elements before being transifidius, QoS cannot be guaranteed.
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6 Conclusion and Outlook

The car is a closed network system where all applicationstlagid transmission scenarios are
known a priori. Accordingly, all required resources for aSaware data transmission can be
computed before the network startup. In Chapter 3, a statiieank dimensioning method based
on the Network Calculus theory has been presented to contputequired network resources in
the car before data transmission is initiated. Hence, lodtiate packets due to buffer overflow
and large queues can be prevented in overload situationsdvydmg the required resources
throughout the network. Simulation models have been imptasd to verify the worst case
analytical results for a realistic transmission scenafioe results have shown a large resource
consumption in the wired in-vehicle network while the tnaission over the wireless link cannot
be established due to channel saturation. The large iastaotis bursts from variable bit rate
video sources are the cause of the afore mentioned higlcicifi in the considered transmission
scenario.

Resource Reduction by Means of Traffic Shaping

Traffic shapers conform data streams to pre-defined chaisite and regulate their burstiness.
By lowering traffic bursts, required resources in the netvaykreduced. In order to determine
the effectiveness of traffic shaping, its application iniafale bit rate video sources and in the
interconnected switches and access point has been analysside the well-known Leaky
Bucket and Token Bucket shaping algorithms, a novel traffipsigaalgorithm called Simple
Traffic Smoother (STS) has been introduced and analyzed.r&lies the peak transmission
rate by simply sending the packets of each picture frame avitertain time span between them
instead of sending them very close to each other as a bursé toettwork. For this purpose, it
stores all packets of a picture frame received within a greeé smoothing interval and sends
them to the network in the next interval equally spaced iretiinalyses have shown that STS
provides the best QoS performance with the lowest resowgageauin the described double star
topology when applied to slightly desynchronized videorses. The application of STS is not
limited to the in-vehicle network. It can be applied to anhetvideo transmitting network
system which underlines its large application field. Resh@m the interconnected network
elements turned out to be useful for more than two cascadédh®s and performs the best
when realized on a per stream basis. By slightly relaxing th8 @quirements for video sources
the amount of needed resources can be further reduced. @haspurce-efficient and QoS-
aware network architecture has been defined for future Imeleecommunication. The network
design and configuration instructions explained for the $elected topologies, double star and
unidirectional ring, have been generalized for any arbjtia-vehicle network topology and
transmission scenario as a user guideline in Chapter 4.

A prototypical IP-based network with the double star togglbas been implemented in a BMW
530d to show that the proposed network architecture worgepty in a real car. Experimental
results presented in Chapter 4 confirm the flawless perforenahthe resource-efficient 1P-
based network system in any network load situation.

Video Compression in Driver Assistance Camera Systems

The number of camera systems is continuously growing in tiverdassistance domain. Camera
images are either directly shown to the driver to enlargstisounding view (direct image-based
services) or are first investigated by certain image pracgsdgorithms to obtain specific infor-

mation for driver assistance (indirect image-based sesyidn both cases, the quality of images
plays a crucial role in the success of the driver assistasmcgce. In the proposed IP-based net-
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work architecture covering all video-based applicationthe car, the simultaneous transmission
of several video streams over one Fast-Ethernet or WLAN 8miot feasible without video com-
pression. Accordingly, in Chapter 5, video compressionrélgms have been investigated for
both, direct and indirect image-based driver assistanceces. The MPEG-4 software codec
has been identified to fulfill the strict QoS requirementsmfat assistance camera systems. In
order to improve the compression performance, hardwar&emmgntation concepts for IP cam-
eras with integrated video codecs have been presented scubded. In the context of indirect
image-based services, typical object extraction andiileestson algorithms from the automotive
sector have been applied to the compressed video sequdtesdts have shown that for each
compression algorithm, there is a compression ratio ranggrewideo compression does not
affect the object extraction and classification, but rathigaroves them. However, the extraction
and classification performance of driver assistance dlgos strongly depend on the codecs,
image processing algorithms and also the amount of motiwidieo sequences. Accordingly,
no relationships could be generalized.

Outlook

During this work, several interesting subjects for furthesearch have been identified, among
which the following are of particular interest.

In Chapter 3, we proposed an IP-based network architectudesalected the full-duplex
switched Fast-Ethernet (IEEE 802.3) and WLAN (IEEE 802.14ag)physical transmission
media due to their wide availability in the market. Howewbe demand for new applications
in the car will grow and more transmission resources will leeded. Broadband network
technologies with higher transmission rates such the Ulttide Band or IEEE 802.11n
technology for wireless communication that were not readtha time this work was done,
should be investigated for their adaptability for in-védicommunication as soon as they are
ready. Future shielded or unshielded Gigabit-Etherndsslishould be investigated for their
electromagnetic radiation and cost for wired communicatidlso, the Audio Video Bridging
technology mentioned in Chapter 2 represents a very integesblution by integrating all
required QoS mechanisms in the hardware and should be evedids an alternative network
technology for in-vehicle communication as soon as it islale in the market. The in-vehicle
wireless channel has been measured for an empty car. In mrd@ve more realistic values,
different scenarios, e.g., the car with several passerggansth other active wireless devices
such as Bluetooth mobile phones should be analyzed.

The network dimensioning method designed for in-vehiclegwnication in this work is a
deterministic method computing resource upper bounds Yeorat case transmission scenario.
By relaxing the constraints through simulations, more stialiresource usage values could be
obtained. Interesting research work can still be done amsstal resource planning in terms
of analytical models. Thus, more realistic results can ainbd directly from the analytical
model which is particularly interesting for variable biteasideo streams.

The traffic shaping mechanism has been applied in this worklynto reduce large data bursts
from the variable bit rate video sources and thus save nktvemources. However, if larger

113



6 Conclusion and Outlook

link capacities are provided in the network, e.g., by usingaBit-Ethernet, a constant bit rate
compression can be applied to the video sources, which teadbwer compression efficiency
but prevents the traffic bursts caused by the rate varigbilihus, the focus of traffic shaping
will change to, for example, an isochronous transmissiodcg® in the Audio Video Bridging
standard.

The presented video compression analyses were all basedftaraie codecs. Accordingly,
complex and powerful compression algorithms like H.264ZAHid not function well in delay
analysis and failed the performance tests. Thereforewselimplementations are necessary to
optimize the codec behavior in the car and to meet the steletydrequirements. An adequate
approach should be investigated for the future in-vehiataera systems based on the mentioned
hardware implementation concepts from Chapter 5.
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7 Abbreviations and Acronyms

AMD Average Mean Deviation

AP Access Point

API1 Application Programming Interface
ARTS Advanced Real-Time Simple Profile
ASO Arbitrary Slice Ordering

ASP Advanced Simple Profile

AVB Audio/Video Bridging

CABAC Context-Adaptive Binary Arithmetic Coding
CAN Controller Area Network

CAVLC Context-Adaptive Variable Length Coding
CBR Constant Bit Rate

CE Consumer Electronic

CPU Central Processing Unit

CVBS Color Video Blanking Signal

CW Contention Window

DCT Discrete Cosine Transform

DIFS Distributed InterFrame Space

DP Data Partitioning

DWT Discrete Wavelet Transform

ECU Electronic Control Unit

EHD Edge Histogram Descriptor

EMC Electro Magnetic Compatibility

ET Event Triggered



7 Abbreviations and Acronyms

F-ARIMA Fractional-AutoRegressive Integrated Moving Average
FEC Forward Error Correction

FMO Flexible Macroblock Ordering

FTP File Transfer Protocol

GMC Global Motion Compensation

GoP Group of Pictures

HMI Human Machine Interface

HOG Histogram of Oriented Gradients

IP Internet Protocol

ISO International Organization for Standardization
LAN Local Area Network

LB Leaky Bucket

LIN Local Interconnect Network

LLDP Logical Link Discovery Protocol
LRD Long Range Dependence

LVDS Low \oltage Differential Signaling
MAC Medium Access Control

MOST Media Oriented System Transport
MP Main Profile

MPEG Moving Pictures Experts Group
MSE Mean Squared Error

MTU Maximum Transmission Unit

NAL Network Abstraction Layer

NE Network Element

OSI Open Systems Interconnection

PCB (Printed Circuit Board)

PDC Parking Distance Controller

PAL Phase Alternating Line



PLCP Physical Layer Convergence Procedure
PSNR Peak Signal to Noise Ratio
PTP Precision Time Protocol

PTT Protected Time Triggered

QoS Quiality of Service

RS Redundant Slices

RSE Rear Seat Entertainment

RTP Real-time Transport Protocol
SIFS Short InterFrame Space

SNMP Simple Network Management Protocol
SP Simple Profile

SPQ Strict Priority Queuing

SSIM Structural SIMilarity index

STS Simple Traffic Smoother

TB Token Bucket

TBF Token Bucket Filter

TCP Transmission Control Protocol
TDMA Time Devision Multiple Access
TT Time Triggered

UDP User Datagram Protocol

UPnP Universal Plug and Play

UTT Unprotected Time Triggered
VBR Variable Bit Rate

VCL Video Coding Layer

VLAN Virtual Local Area Network
VLC Variable Length Code

VolP Voice over Internet Protocol

VOP Video Object Plane



7 Abbreviations and Acronyms

WFQ Weighted Fair Queuing
WLAN Wireless Local Area Network



8 Notation

Only notation changes are repeated in the following sesti@therwise, the last definition of
each symbol is valid.

F-ARIMA Video Model

X Normally distributed random variable

X A sequence of normally distributed random variables

v Number of GoPs in a video sequence

n Number of frames in a GoP

N(m, %) Normal distribution with the mean valueand the variance?
H Hurst parameter

B Rate of decay of the autocorrelation coefficients

r Autocorrelation function at GoP level

w Frequency

K: Knee: Transition point of the autocorrelation functionnran exponentially decreasing
function to a gradually decreasing function

0i A GoP in a video sequence

G A sequence of GoPs

a Pareto shape parameter

B The lower bound ok

F Size of all frames in a video sequence
f Frame rate

a Number of P-frames in the GoP

b Number of B-frames in the GoP

Tepe End-to-end delay



8 Notation

Network Dimensioning

ax Arrival time of thek;, packet

fx Departure time of thé&, packet

R Service rate

W Weight value of the weighted fair queuing mechanism
€ Precision factor in the weight function

Z Upper bound on the initial delay

C Store and forward delay

D Head-of-line blocking delay

Q Queue size

Traffic Shaping

A(1) Traffic envelope

p Peak rate

r Token regeneration rate

b Bucket size seen from the source shaper
bnet Bucket size seen from the network
Ts) Smoothing interval

T Frame period

Tn Network delay

Ts Shaper delay

B Burst capacity

B Normalized burst capacity

Tourst Normalized burst length

M MTU sized packet

Ra Available link capacity

B; The amount of bytes shaped by STS at time instance
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r'xmax The maximum STS transmission rate
Qrs Reshaper queue size
R_ Limited input link capacity

A Interrupt cycle times

Video Compression

n Number of bits to represent the value of a pixel

N Dynamic range of the pixel values per component

R Object classification rate

O Correctly detected objects

L Number of recognizable objects within a video sequence
k Number of frames in an encoded video sequence

D; Mean Deviation between the feature vectors in the compaemse uncompressed video
sequences of a frame

b Target bit rate

Q Codec quantizer value
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A Appendix

A.1 Color Spaces in Image and Video Compression

There are different ways to represent colors in the digitahdin. For computer displays, for
instance, pixels represent the color values of the thrediaglgrimaries, red, green, and blue
(RGB. However, theRGBrepresentation does not directly take into account the hwrsual
system, since the human eye is more sensitive to brighthaada the actual color information.
By transforming théR G'B’' (Gamma correctddRGB with Eq. (A.1), theY'C,C; color space is
obtained withY’ representing the brightnes®, = B' — Y’ andC, = R — Y’ representing the blue
and red color difference values of the signal. Brightnessislly referred to as luma and the
color difference components as chroma. Another widely msgaltion isY UV, whereY denotes

the luma component ardl andV denote the chroma components. The transformation from the
Gamma correcteB G'B’ to theY'C,C; space can be written as [63]:

Y/ 0299 0587 Q114 R
G | =| —0.299 —0587 886 | | G |. (A.1)
C 0701 —0.587 —0.114 B

Given sufficient arithmetic precision, this transformataan be reversed by

-1

R 0299 0587 0114 Y/ 1 0 1 Y/
G |=| —0299 —-0.587 0886 1 G | = |1 —-019421 -0.50937 |- | Gy
B 0.701 -0.587 -0.114 G 1 1 0 G

For the digital representation of color values, the numlbéits preserved for the intensity value
of a pixel is referred to as bit depth (bits per pixel). Thei¢gbnumber of bits for the intensity
value in either color space representation is eight bitcperponent.

The information of the chroma components can furthermorerdaiced by subsampling
[27; 136]. The amount of subsampling is typically denoteddyos of three integer numbers
separated by colons. Four of the most common formats andaodaare summarized in Table
A.l. The leading 4 is inherited from historical reasons.

1Gamma correction is obtained by a non-linear transfer fanciccording to the human perceptual response to
brightness.
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A.2 Jitter Calculation for CAN Packets

Notation | Chroma sampling resolutions Bits/Pixel | Compression
4:4:4 | full luma and chroma components 24 —

sampling resolutions; no subsam-
pling
4:2:2 | chroma components subsampledby 16 15:1
factor 2 in horizontal direction
4:2:0 | chroma components subsampled|by 12 2:1
factor 2 both horizontally and vert
cally

4:1:1 | chroma components subsampledby 12 2:1
factor 4 in horizontal direction

Table A.1: Most common chroma subsampling resolutions and notations.

A.2 Jitter Calculation for CAN Packets

The jitter value of 122.88s results from Eq. (3.1). This is the jitter of thg packet, as defined
in [83], whereay and fy are the arrival and departure times of the packet. By modifitias

JitterNE’k: |(fk—ak) — (fk,l—ak,1)| (A3)

it becomes clear that the jitter of thg, packet is the difference between the time klygpacket
spent in this NE and the time the previous packet spent in\&isBy substituting all values in
Eqg. (3.1) to calculate the jitter for the last PT-CAN packet,,ithe gray one in Figure 3.6, the
jitter is computed to be

Jittelvg grey = |(13024—12512) — (12288 — (—5.12))| us= 12288 s. (A.4)
While the jitter for the black PT-CAN packet from Figure 3.6 is
Jittelyg plack = [(12512— (—12288)) — ((—5.12) — (—13312))| us=12288us.  (A.5)

The jitter of the gray packet, which is larger has been takémaccount for worst case analyses
in Chapters 3 and 4.
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