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Abstract

In this Thesis fermionic quantum many-body system are theoretically investigated
from a quantum information perspective.

Quantum correlations in fermionic many-body systems, though central to many of
the most fascinating effects of condensed matter physics, are poorly understood from
a theoretical perspective. Even the notion of ”paired” fermions which is widely used
in the theory of superconductivity and has a clear physical meaning there, is not a
concept of a systematic and mathematical theory so far. Applying concepts and tools
from entanglement theory, we close this gap, developing a pairing theory allowing
to unambiguously characterize paired states. We develop methods for the detection
and quantification of pairing according to our definition which are applicable to
current experimental setups. Pairing is shown to be a quantum correlation distinct
from any notion of entanglement proposed for fermionic systems, giving further
understanding of the structure of highly correlated quantum states. In addition, we
show the resource character of paired states for precision metrology, proving that
BCS-states allow phase measurements at the Heisenberg limit.

Next, the power of fermionic systems is considered in the context of quantum
simulations, where we study the possibility to simulate Hamiltonian time evolutions
on a cubic lattice under the constraint of translational invariance. Given a set of
translationally invariant local Hamiltonians and short range interactions we deter-
mine time evolutions which can and those which can not be simulated. Bosonic and
finite-dimensional quantum systems (”’spins”) are included in our investigations.

Furthermore, we develop new techniques for the classical simulation of fermionic
many-body systems. First, we introduce a new family of states, the fermionic Pro-
jected Entangled Pair States (fPEPS) on lattices in arbitrary spatial dimension.
These are the natural generalization of the PEPS known for spin systems, and they
approximate efficiently ground and thermal states of systems with short-range inter-
action. We give an explicit mapping between fPEPS and PEPS, allowing to extend
previous simulation methods to fermions. In addition, we show that fPEPS nat-
urally arise as exact ground states of certain fermionic Hamiltonians, and give an
example that exhibits criticality while fulfilling the area law.

Finally, we derive methods for the determination of ground and thermal states,
as well as the time evolution, of interacting fermionic systems using generalized
Hartree-Fock theory (gHFT). With the computational complexity scaling polyno-
mially with the number of particles, this method can deal with large systems. As
a benchmark we apply our methods to the translationally invariant Hubbard model
with attractive interaction and find excellent agreement with known results.
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Chapter 1

Introduction

Quantum mechanical correlations that have no classical analogue are one of the
most compelling physical discoveries of the 20th century. The existence of such
correlations, called entanglement (”Verschränkung”), was revealed by the famous
Einstein-Podolsky-Rosen (EPR) gedanken experiment in the 1930s [1]. Considered
by some as a ”spooky action at a distance” at that time, the notion of entanglement
has transformed into a well-established concept today. A starting point for this de-
velopment were the inequalities formulated by Bell in 1964 [2]. Violation of a Bell
inequality implies the existence of quantum mechanical correlations that cannot be
simulated by any classical theory. Nearly twenty years later, Aspect managed to
perform the first convincing experiment proving the violation of a Bell inequality
[3, 4]. Aspect’s striking experiment resulted in the advent of quantum information
theory in the early 1990s, where the quantum correlations play the role of a re-
source for technological applications. Since that time quantum information science
has developed into a vibrant research area, ranging from foundational questions
of the interpretation on quantum mechanics towards the search for technological
application of entanglement [5]. Using knowledge from various fields of physics,
mathematics and computer science, the understanding and the control of quantum
mechanical systems is at the heart of quantum information theory.

The core of quantum information science is the use of quantum mechanical par-
ticles as the carrier of information. Any quantum mechanical two-level system can
encode one unit bit of quantum information, and such a system is called qubit in
analogy to the bit of classical information theory. The immense success of quan-
tum information theory is due to the interplay of theory and experiment with
those qubits: Protocols for quantum cryptography [6], quantum dense coding [7]
or quantum teleportation [8] could all be demonstrated in pioneering experiments
[9, 10, 11, 12, 13, 14, 15, 16]. Furthermore, it has been predicted that certain
computational tasks, such as factoring numbers or simulating quantum mechanical
systems, can be carried out exponentially faster using a quantum computer based
on qubits than by any known algorithm running on a classical computer. However,
the experimental realization of a large-scale quantum computer capable of accom-
plishing those tasks is, despite major experimental progress, still an unsolved task.
Nevertheless, the compelling progress in the field of quantum information sciences
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justifies the statement that ”We are currently in the midst of a second quantum
revolution. While the first revolution gave us laws for understanding physical real-
ity at very small scales, the second revolution will take these rules and develop new
technologies” [17].

With the beginning of the 21st century intriguing experiments using ultra cold
quantum gases (see e.g. [18] for a review) have attracted the attention of the quan-
tum information community. The ground breaking realization of a Bose-Einstein
condensate in a system of Rubidium atoms has opened a door towards a new era
of condensed matter physics. The present experiments with bosonic and fermionic
atoms offer an exciting possibility to verify existing models known from the the-
ory of condensed matter physics and allow to discover and explore new and exotic
quantum phases. These systems exhibit strong quantum correlations, and are thus
of fundamental interest for the theory of quantum information. Entanglement the-
ory as it is today considers mainly correlations of few and distinguishable particles.
Characterizing entanglement in many-body systems, however, is still an open field
of research (see e.g. [19] for a review). The situation gets even more complicated
when the particles under consideration are indistinguishable. E.g., by now there
is no unique definition of entanglement for fermionic and bosonic systems where
the individual particles are indistinguishable (see e.g. [20, 21]). In this respect, the
application of tools and techniques from quantum information to condensed matter
physics and vice versa is likely to result in interesting insights in questions concern-
ing and even relating both fields. In this regard fermionic systems are especially
interesting. Fermions, which are the basic building blocks of matter, are central
to many of the most fascinating effects in condensed matter physics, like supercon-
ductivity, superfluidity or the quantum Hall effect. The investigation of quantum
correlations in fermionic systems is thus the main focus of this Thesis. In the spirit of
quantum information science we study these systems from a physical, mathematical
and computer theoretical point of view.

We start in Chapter 2 studying quantum correlations in fermionic systems from a
conceptual point of view, establishing a pairing theory for fermionic systems. The
notion of ”pairing” dates back to the 1960s, when Bardeen, Cooper and Schrieffer
(BCS) gave an explanation of superconductivity via pairs of fermions with opposite
spin and momentum [22]. Since these days it has been believed that there are other
systems where the pairing of fermions is the source for interesting physical effects.
For example, in 1982 Leggett proposed that the BEC-BCS crossover which is the
phase transition of a molecular fermionic Bose-Einstein condensate to a superfluid
BCS-phase can be explained via a wave function involving pairs of fermions [23].
In a gas of fermionic atoms in two different spin states a formation of diatomic
molecules with bosonic statistics may occur under certain conditions, enabling the
formation of a Bose-Einstein condensate. By controlling external parameters via
a Feshbach resonance [24, 25, 26] the molecules increase in size and finally the
fermionic statistics becomes relevant. In the end, the system become a superfluid
due to the formation of Cooper pairs of atoms in two different internal states (see
e.g. [27] for a review). Obviously, both phases are characterized by the formation
of fermionic pairs. However, recent experiments on the BEC-BCS-crossover have
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revealed that the notion of pairing is not so clear in those systems, and a heated
debate on the interpretation of observed data has ensued [28, 29, 30, 31]. Thus,
the concept of ”pairing” in condensed-matter systems requires a new and detailed
analysis. Motivated by the significance of experiments with ultra-cold gases for
our understanding of condensed matter physics and the lacking clearness of how to
understand pairing in those systems, we aim at the formulation of a pairing theory
for fermionic particles in analogy to the entanglement theory well established for
qubits. We suggest a concise definition of pairing and develop tools for its detection
and quantification applicable in present experiments. Our approach is guided by
the concepts and tools well known in entanglement theory, like witness operators,
convex sets or measures. The theoretical framework we established can be found
in Sec. 2.2. A very important question in this context is the relation of pairing
to the existing notions of entanglement for indistinguishable fermions. We prove
that pairing is not equivalent to any of those concepts, but constitutes a class of
correlations on its own. To fill the theory with life, we apply it to relevant physical
examples, among others the states introduced by Leggett for the description of the
BEC-BCS crossover. Unfortunately, we cannot resolve the pairing debate due to a
lack of information on some experimental parameters. Recalling that the resource
property of entanglement is central to quantum information processing, we consider
in Sec. 2.5 the power of paired states for quantum phase estimation. Here, quantum
mechanical probe systems are used to estimate some parameter related to another
physical system via the interaction of the probe with the system. The intrinsic
uncertainty of quantum mechanics only allows the determination of this parameter
to some limited accuracy. Using N classical probe states, this uncertainty can be
reduced, but it will scale like ∼ 1/

√
N . This so-called Standard Quantum Limit

(SQL) can be beaten using quantum mechanical states, and the Heisenberg Limit
∼ 1/N can be reached in the best case. We prove that special paired fermionic
states allow phase estimation beyond the SQL. Most remarkably, we find an example
where the BCS-states available in the laboratory allow quantum metrology at the
Heisenberg limit. These results give hope that the pairing of fermionic particles
might turn out useful for other applications as well. (The results of this Chapter
are published in [32].)

After these conceptual considerations, we aim at getting further insight into the
properties of fermionic systems using simulation techniques. The simulation of quan-
tum mechanical systems are burdened by the exponential growth of the underlying
Hilbert space, making the simulation of a general quantum many-body system on
a classical computer an intractable task. There are two conceptually different ap-
proaches to overcome these problems, namely the use of quantum simulators [33]
on the one hand and the development of approximation schemes tailored for clas-
sical computers on the other hand. We consider both approaches, starting with
the idea of quantum simulation in Chapter 3. To be more precise in what we have
said above, quantum computers were shown to have the ability of simulating other
quantum systems efficiently as long as they evolve according to local interactions
[34]. However, due to the limited control in today’s experiments, the realization of a
universal large-scale quantum computer capable of simulating an arbitrary quantum
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system is still an unsolved problem. The need to gain a better understanding in the
physics of quantum many-body systems led to the concept of quantum simulators.
Here, one assumes only a limited control over the system. Having the ability to
engineer only a restricted set of interactions, the fundamental question of quantum
simulation is the following: Which systems can be simulated by this limited power?
In current experiments of quantum mechanical particles trapped in an optical lat-
tice the experimenter’s power is in general limited to applying transformations on
individual sites as well as implementing certain short range interactions. We fur-
ther assume that these operations can only be applied simultaneously on all sites,
thus assuming translational symmetry of the problem. Under these restrictions, we
study the power of fermions, bosons and distinguishable D-dimensional quantum
systems which we also call spin systems. In the case of bosons and fermions we
restrict to systems governed by quadratic Hamiltonians. These systems are also
called quasi-free, and the corresponding ground and thermal states are known as
Gaussian states. The interest in quasi-free systems is due to the fact that while still
exactly solvable, certain quadratic Hamiltonians are good approximations for more
complicated two-body interactions, like e.g. the BCS-Hamiltonian used in the the-
ory of superconductivity. The relatively simple structure of quadratic Hamiltonians
allows us to give a complete characterization of the computational power of these
systems. In the case of spin-systems, where we allow for more complicated interac-
tions, we can prove that on-site transformations and nearest-neighbor interaction do
not constitute a set capable of simulating an arbitrary interaction. Unfortunately
it is not possible to give a complete characterization of the power of spin systems,
but we have to restrict to the derivation of no-go theorems for other finite-range
interactions as well. All our proof use the mathematical machinery of Lie algebras.
(These results can be found in [35].)

As large-scale quantum computers and simulators have not been realized experi-
mentally yet, we have to come back to the simulation of quantum mechanical many-
body systems using classical computers. There are basically two different possibili-
ties of tackling the problem of the exponentially growing state space: We can either
make an approximation in the simulation of the system, or we can restrict to the
exact simulation of systems that can be described by a number of parameters grow-
ing only polynomially with the system size. The latter is the content of Chapter 4,
where we construct a new family of fermionic states, so called fermionic Projected
Entangled Pair States (fPEPS). The construction of fPEPS is motivated by the suc-
cess of the Projected Entangled Pair States already known for lattice spin systems
(see e.g. [36] for a review). These have their roots in the valance-bond picture
introduced for the solution of certain spin systems, like the AKLT-model [37], and
are the higher dimensional generalization of the 1d Matrix Product States (MPS)
[38, 39, 40]. In a modern quantum information language, the family of PEPS is
best understood by the following construction scheme, most easily explained for the
one-dimensional MPS-representation: Starting from a 1d spin chain we associated
to each site two virtual spins that are in a maximally entangled states with their
neighbors. Then we apply to each site a local map from the virtual spins to the
physical spin. The family of all states that can be obtained via this procedure is
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called MPS, resp. PEPS for higher dimensions. Every PEPS is now described via
the local projectors that are applied to each site, i.e. via tensors whose dimensions
are related to the dimension of the virtual (bond dimension) and physical spins.
PEPS are so useful, since they could be proven to allow an efficient description of
ground and thermal states for any short-range interaction in any dimension while
using only polynomially many parameters [41].
A naive approach of simulating fermionic systems would use the idea that every
fermionic system can be mapped to a spin system via the Jordan-Wigner trans-
formation. However, due to the non-local structure of this transformation, this
approach results in an exponential growth of the bond dimension of the projectors
for d > 1, thus spoiling the reduction of parameters originally achieved. Hence, it
seems more appropriate to follow the PEPS construction scheme and build up states
by projecting entangled virtual fermionic states onto a physical Hilbert space. We
show that as in the case of spins, those states are able to approximate ground and
thermal states of local Hamiltonians well. Furthermore, we prove that every fPEPS
can be described in the PEPS-language by only doubling the number of parameters.
While every state can be approximated well by an fPEPS when only the bond di-
mension is taken large enough, an interesting question is to ask for classes of fPEPS
that are the exact ground state of some short-range interaction Hamiltonian. We
consider such a subclass, the so-called Gaussian fPEPS which are quasi-free states
obtained via a PEPS-construction. In case of translationally invariant systems we
can prove that any Gaussian fPEPS is the ground state of a local Hamiltonian. Fur-
thermore, we can construct an example of a Gaussian fPEPS in two dimensions that
exhibits critical behavior, i.e. that has polynomially decaying correlations. This is a
remarkable example, since quasi-free fermionic systems have in general a logarithmic
correction to the area law mentioned above, while the fPEPS obeys the area law by
definition. However, the example we constructed has a vanishing Fermi surface, and
the area law does not hold in this case. (The content of this Chapter is an extended
version of [42].)

In Chapter 5 we take the other route mentioned above and develop a new ap-
proximation scheme for simulating interacting fermionic systems. The existing tech-
niques, like mean-field theory, variational methods or Hartree-Fock theory, generally
come along with breaking some symmetry of the system. In the case of generalized
Hartree-Fock theory (gHFT) originally introduced by Lieb particle number conser-
vation is broken by using fermionic Gaussian states as the variational states. These
incorporate the Slater determinants used in the standard HF ansatz as a limiting
case, thus being a generalization of the latter. In [43] this ansatz has been applied
to the Hubbard model in d > 1, and exact results could be derived for ground and
thermal states. However, unless we are dealing with a translationally invariant sys-
tem, these results come along with complicated optimization problems difficult to
handle for large systems. We take the success and the problems of this work as a
starting point to develop a formalism to obtain ground and thermal states in the
generalized HFT for fermionic systems with arbitrary two-body interaction in any
dimension. Since quasi-free fermions are completely characterized by their two-point
correlations collected in the covariance matrix (CM), we reformulate the generalized
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HFT in terms of equations for the CM. Then the parameter space necessary for the
description of the system grows polynomially with the system size, since the CM
of a system of M modes is a 2M × 2M matrix. We show that real-time evolution
in generalized HFT can be formulated consistently as an evolution equation for the
covariance matrix, allowing the simulation of the dynamics for large fermionic sys-
tems. Next, we show that the generalized HF ground can be determined via an
evolution of the covariance matrix in imaginary time. Furthermore, the CM for
thermal states can be found via a fixed-point iteration. We apply the numerical
techniques derived in this Chapter to the two-dimensional translationally invariant
Hubbard model with attractive interaction, since there exist exact solutions for the
energies of ground and thermal states in this case. For a 10 × 10 lattice we find
excellent agreement of our numerical results with the exact solution. We aim at ap-
plying our machinery to Hubbard models without translational invariance, as these
are under consideration in current experiments. Special instances of the generalized
Hubbard model are expected to give rise to the Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO)-phase [44] of Cooper-pairs with non-vanishing center-of-mass momentum,
and we hope that our simulations will contribute to the understanding of the quan-
tum phases appearing in cold fermionic gases. (Ref. [45] includes a more concise
treatment of these results.)
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Chapter 2

Pairing in Fermionic Systems

The notion of pairing in fermionic systems is at least as old as the seminal work of
Bardeen, Cooper and Schrieffer explaining superconductivity [22]. The formation
of fermionic pairs with opposite spin and momentum is not only the source for
the vanishing resistance in solid state systems, but it can also explain many other
interesting phenomena, like superfluidity in helium-3 or inside a neutron star.

For instance, with recent progress in the field of ultra cold quantum gases fermi-
onic pairing has gained again a lot of attention [46, 47, 48, 49, 50, 28, 51, 52]. These
experiments allow an excellent control over many parameters inherent to the system,
offering a unique testing ground for existing theories and an exploration of new and
exotic phases. A prominent example is the so-called BEC-BCS crossover. Starting
from a mixture of two different spin states of a fermionic gas, two different quantum
phases can be obtained using a Feshbach resonance [53, 54]. In one regime, diatomic
molecules are formed, and Bose-Einstein condensation can take place. In the other
regime, the fermions build loosely bound Cooper pairs, as depicted in Fig. 2.1. In
both regimes pairs of fermions emerge, but the notion of pairing is not clear and
sometimes even controversial. Recent experiments on the BEC-BCS crossover have
caused a heated debate whether or not the obtained data was in agreement with
pairing [28, 29, 30, 31]. In addition, pairing without superfluidity [55] has been ob-
served in these experiments, raising fundamental questions on quantum correlations
in fermionic many-body systems.

Motivated by these exciting experiments and the central role pairing plays in many
physical phenomena, and by the lack of accepted criteria to verify the presence of
pairing in a quantum state, we propose a clear and unambiguous definition of pairing
intended to capture its two-particle nature and to allow a systematic study of the
set of paired states and its properties. We employ methods and tools from quantum
information theory to gain a better understanding of the set of fermionic states that
display pairing. In particular, we develop tools for the systematic detection and for
the quantification of pairing, which are applicable to current experiments. Our ap-
proach is inspired by concepts and methods from entanglement theory, thus building
a bridge between quantum information science and condensed matter physics.

Since they contain non-trivial quantum correlations, paired states belong to the set
of entangled many-body states. However, pairing will turn out to be not equivalent
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Figure 2.1: BEC-BCS crossover of a fermionic quantum gas. On the BEC-side of the
crossover, the fermionic atoms are bound in diatomic molecules with bosonic
statistics. These molecules can form a Bose-Einstein condensate. On the
BCS-side of the crossover, fermions on the opposite side of the Fermi mo-
mentum sphere form Cooper-pairs, and a superfluid phase arises. It has been
proposed that these two seemingly distinct regimes of BEC of molecules and
BCS superfluidity of Cooper-pairs are continuously connected through the
BEC-BCS crossover, where more complicated forms of fermionic pairing are
expected to occur.

to any known concept of entanglement in systems of indistinguishable particles [56,
57, 58, 59, 60, 61, 62, 63, 21, 64, 65, 20, 66, 67, 68, 69] but to represent a particular
type of quantum correlation of its own. We will show that these correlations can
be exploited for quantum phase estimation. Hence pairing constitutes a resource in
state estimation using fermions as much as entangled states with spins.

This Chapter is organized as follows: After the introduction of the language nec-
essary for the description of fermionic systems in Sec. 2.1, we will introduce the
general framework of pairing theory in Sec. 2.2. This part includes our definition
of pairing and methods for its detection and quantification. In order to fill the
theory with life we will apply it to two different classes of fermionic states in Secs.
2.3 and 2.4. We start out with pairing in fermionic Gaussian states in Sec. 2.3.
The interest in this family of states is two-fold. First, the pairing problem can be
solved completely in this case, so that Gaussian states are particularly interesting
from a conceptual point of view. Second, there exists a relation between pure fermi-
onic Gaussian states and the BCS-states of superconductivity (see Sec. 2.1.4 for the
details) which are examples of paired states par excellence. This enables us to trans-
late methods developed for the detection and quantification of pairing for Gaussian
states to the BCS-states. The reader interested in the application of our pairing
theory to experimental application is referred to Sec. 2.4. There we study pairing
for number conserving states, i.e. states commuting with the number operator. This
class includes the states appearing in the BEC-BCS crossover, and we will develop
tools for the detection of pairing tailored for these systems. In 2.5 we will show that
certain classes of paired states constitute a resource for quantum phase estimation,
proving that pairing is a resource similar to entanglement.
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2.1 Fermionic states

In this Chapter we review the basic concepts needed for the understanding of fermi-
onic systems. We start out with some notation used for the description of fermionic
systems in second quantization in Sec. 2.1.1. As pairing is a special sort of cor-
relation, we continue with a review on quantum correlations and entanglement in
systems of indistinguishable particles in Sec. 2.1.2. This general part is followed
by the introduction of fermionic Gaussian states and number conserving states in
Secs. 2.1.3 and 2.1.4. The latter includes the introduction of BCS-states and their
relation to the Gaussian states.

2.1.1 Basic notation

We consider fermions on an M-dimensional single particle Hilbert space H = CM .
All observables are generated by the creation and annihilation operators a†j and
aj , j = 1, . . . ,M , which satisfy the canonical anti-commutation relations (CAR)

{ak, al} = 0 and {ak, a
†
l } = δkl. We say a†j creates a particle in mode or single

particle state ej, where {ej} ⊂ CM denotes the canonical orthonormal basis of H.
In general, for any normalized f ∈ H, we define af ≡ ∑

k fjaj, the annihilation
operator for mode f . Sometimes a description using the 2M hermitian Majorana
operators c2j−1 = a†j + aj , c2j = (−i)(a†j − aj), which satisfy {ck, cl} = 2δkl, is more
convenient.

The Hilbert space of the many-body system, the antisymmetric Fock space over
M modes, AM , is spanned by the orthonormal Fock basis defined by

|n1, . . . , nM〉 =
(

a†1

)n1

. . .
(

a†M

)nM |0〉, (2.1)

where the vacuum state |0〉 fulfills aj |0〉 = 0 ∀j. The nj ∈ {0, 1} are the eigenvalues

of the the mode occupation number operators nj = a†jaj. The N -particle subspace

spanned by vectors of the form (2.1) satisfying
∑

i ni = N is denoted by A(N)
M . The

set of density operators on the Hilbert space H = AM , A(N)
M is denoted by S(H).

As we have already explained in Chap. 3 linear transformations of the fermionic
operators which preserve the CAR are called canonical transformations. They are
of the form

ck 7→ c′k =
∑

i

Oklcl,

where O ∈ O(2M) is an element of the real orthogonal group. These transformations
can be implemented by unitary operations UO on AM which are (for detO = 1)
generated by quadratic Hamiltonians in the cj (see, e.g. [70]). The subclass of
canonical operations which commute with the total particle number Nop =

∑

i ni

are called passive transformations. They take a particularly simple form in the
complex representation

ak 7→ a′k =
∑

l

Uklal,
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where U is unitary on the single-particle Hilbert space H, i.e., they describe
(quasi)free time evolution of independent particles. Canonical transformations
which do not commute with Nop are called active. They mix creation and anni-
hilation operators.

2.1.2 Quantum correlations of fermionic states

The notion of ”pairing” used in the description of superconducting solids, superfluid
liquids, baryons in nuclei, etc. is always associated with a correlated fermionic sys-
tem. The subject of quantum correlations in fermionic systems is vast [71]. In recent
years, there has been renewed interest from the perspective of quantum information
theory. There quantum correlations, aka entanglement, of distinguishable systems
(qubits) play a crucial role as a resource enabling certain state transformations or
information processing tasks. The detailed quantitative analysis of quantum cor-
relations motivated by this has proven to be valuable also in the understanding of
condensed matter systems (see [72] for a review).

In contrast to the usual quantum information setting which studies the entangle-
ment of distinguishable particles, the indistinguishable nature of the fermions is of
utmost importance in the settings of our interest. The existing concepts for catego-
rizing entanglement in systems of indistinguishable particles fall into two big classes:
Entanglement of modes [56, 57, 58, 59, 60, 61, 62, 63, 21] and entanglement of parti-
cles. Entanglement of particles has been considered e.g. in [64, 65, 20, 66, 67, 68, 69],
leading to the concept of Slater rank [65, 20]. This is the generalization of the
Schmidt rank to indistinguishable particles. We show in Sec. 2.2 that our definition
of pairing does not coincide with any of the existing ideas. We refrain from giving an
exhaustive review on the existing concepts and restrict to the following definition:

Definition 2.1. A pure fermionic state ρ
(N)
p = |Ψ(N)

p 〉〈Ψ(N)
p | ∈ S(A(N)

M ) is called a
product state, if there exists a passive transformation ak 7→ a′k such that

|Ψ(N)
p 〉 =

N
∏

j=1

a′†j |0〉. (2.2)

A state ρs is called separable, if it can be written as the convex combination of
product states, i.e.

ρs =
K
∑

p=1

λpρ
(Np)
p , (2.3)

where
∑K

p=1 λp = 1, λp ≥ 0 and all ρ
(Np)
p ∈ S(A(Np)

M ) are product states. All other
states are said to have ”Slater number larger than 1” and are called entangled in
the sense of [65, 20].

We denote the set of all separable states by Ssep and by S(N)
sep ≡ Ssep ∩S(A(N)

M ) the
set of all separable states of particle number N .

Note that the sets Ssep,S(N)
sep of separable states are convex and invariant under

passive transformations. Both properties will be useful later on.
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Separable states have only correlations resulting from their anti-symmetric nature
and classical correlations due to mixing. In the terminology of Refs. [65, 20] they
have Slater number one and describe unentangled particles. These states will cer-
tainly not contain correlations associated with pairing. Note however that they can
be mode-entangled for an appropriate partition of modes.

Besides basis change, there are other operations, which do not create quantum
correlations and it is useful to see that the set of separable states is invariant under
them. The following lemma shows that this is true for particle number measurements
as well as tracing out modes:

Lemma 2.2. Let ρ ∈ Ssep be a separable state. Then the state after measuring the

particle number nh = a†hah in some mode h is separable for both possible outcomes
nh = 0, 1.
Furthermore, ρh ≡ trah

[ρ], the reduced state obtained by tracing out the mode ah, is
also separable.

Proof. As Ssep is convex, it is sufficient to prove the claim for product states ρ.

Let |Ψ〉 =
∏N

j=1 a
†
fj
|0〉 be the vector in Hilbert space corresponding to ρ. Our

aim is to show that |Ψ〉 = |Ψ0〉 + |Ψ1〉, where |Ψl〉 are product states and nh = l
eigenstates of the occupation number operator nh. If h is in the span of {f1≤k≤N}
or orthogonal to it, the state already is a nh eigenstate and we are done. Otherwise,
define fN+1 orthogonal to the fk≤N such that h ∈ span{f1≤k≤N+1} and define another
orthonormal basis {gj} for the span with g1 = h and g2 ∝ fN+1 − (h · fN+1)h. Here
(h · fN+1) denotes the inner product on the single particle Hilbert space. Then we
can write

|Ψ〉 = afN+1
a†fN+1

ΠN
j=1a

†
fj
|0〉 = (xag1 + yag2)Π

N+1
j=1 a

†
gj
|0〉,

for some x, y ∈ C. Hence, |Ψ〉 = |Ψ0〉 + |Ψ1〉 with |Ψ0〉 = xΠN+1
j=2 a

†
gj
|0〉 and

|Ψ1〉 = −ya†hΠN+1
j=3 a

†
gj
|0〉 which both clearly are product states. The reduced state

trh[|Ψ〉〈Ψ|] is the statistical mixture of |Ψ0〉 and |Ψ1〉 and therefore clearly separa-
ble.

We close the Section giving two further properties of separable fermionic states
that will turn out useful at different points later on. First, we prove a bound on the
two-body operator a†ia

†
jakal + h.c. on separable states:

Lemma 2.3. Let ρ ∈ Ssep be a separable state. Then

|tr[(a†ia†jakal + h.c.)ρ]| ≤ 1/2, (2.4)

where i, j, k, l are all different.

Proof. Let Hijkl be the anti-symmetric Fock space of the single particle spaces

spanned by modes a†i , a
†
j, a

†
k, a

†
l and define Aijkl = a†ia

†
jakal + h.c.. Then tr[Aijklρ] =

tr[ρ(ijkl)Aijkl], where ρ(ijkl) =
∑4

n=0 β
(n)
ijkl|n〉〈n| is a mixed separable state according

to Lemma 2.2, and |n〉 denotes an occupation number basis for the subspace Hijkl.
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It is easily checked that Aijkl can have a non-vanishing expectation value only for
two-particle states

|µ, ν〉 =

(

∑

r=i,j,k,l

µra
†
r

)(

∑

s=i,j,k,l

νsa
†
s

)

|0〉.

Using |2Re(ab)| ≤ |a|2 + |b|2 for any complex numbers a, b and the normalization
conditions

∑

r |µr|2 =
∑

r |νr|2 = 1, one arrives at

|tr[Aijklρ]| = 2|Re[(µiνj − µjνi)(µkνl − µlνk)
∗]|

= (|µi|2 + |µj|2)(|µk|2 + |µl|2) + (|νi|2 + |νj|2)(|νk|2 + |νl|2)
≤ 0.25 + 0.25 = 0.5.

Now we prove that the one-and two-body operators for separable states can be
expressed in terms of matrix elements of projectors:

Lemma 2.4. Let ρ ∈ S(N)
sep be a pure separable state. Then

〈ni〉 = Pii, (2.5)

〈a†ia†jakal〉 = (P ⊗ P )(ij)(lk) − (P ⊗ P )(ij)(kl), (2.6)

where P = P 2 = P † is a projector of rank N .

Proof. Consider M modes. We go into the basis where the pure separable state is
of the form |Φ〉 =

∏N
i=1 a

†
αi
|0〉. In this basis

〈a†αi
a†αj

aαk
aαl

〉|Φ〉 = δilδjk − δikδjl,

i.e. (2.6) holds for P = IdN , where IdN = 1N

⊕

0M−N ∈ CM×M . Now let a†i =
∑

k Uika
†
αk

. Then

〈a†ia†jakal〉 = (U IdNU
†) ⊗ (UIdNU

†)(ij)(lk) − (UIdNU
†) ⊗ (UIdNU

†)(ij)(kl)

= (P ⊗ P )(ij)(lk) − (P ⊗ P )(ij)(kl),

and P is a projector of rank N .

For the one-particle operators, we obtain 〈ni〉 = Pii, as

(N − 1)〈ni〉 =
∑

j 6=i

〈ninj〉 =
∑

j 6=i

PiiPjj − |Pij|2 =
∑

j

PiiPjj − PijPji

= tr[P ]Pii − (P 2)ii = (N − 1)Pii.



2.1: Fermionic states 13

2.1.3 Fermionic Gaussian states

Fermionic Gaussian states are represented by density operators that are exponentials
of a quadratic form in the Majorana operators. A general multi-mode Gaussian state
is of the form

ρ = K exp

[

− i

4
cTGc

]

, (2.7)

where c = (c1, . . . , c2M) is a vector of Majorana operators, K is a normalization
constant and G is a real anti-symmetric 2M × 2M matrix. Every anti-symmetric
matrix can be brought to a block diagonal form

OGOT =
M
⊕

j=1

(

0 −βj

βj 0

)

, (2.8)

by a special orthogonal matrix O ∈ SO(2M) [73].
From Eq. (2.7) it is clear that Gaussian states have an interpretation as thermal

Gibbs states corresponding to a Hamiltonian H that is a quadratic form in the ck,
i.e.,

H =
i

4
cTGc =

i

4

∑

k>l

Gkl[ck, cl]. (2.9)

The form Eq. (2.8) further shows that every Gaussian state has a normal-mode de-
composition in terms of M single-mode “thermal states” of the form ∼ exp(−βa†a).
From this one can see that the state is fully determined by the expectation values of
quadratic operators aiaj and a†iaj . These are collected in a convenient form in the
real and anti-symmetric covariance matrix Γ which is defined via

Γkl =
i

2
tr (ρ[ck, cl]) . (2.10)

It can be brought into block diagonal form by a canonical transformation:

OΓOT =
M
⊕

i=1

(

0 λj

−λj 0

)

. (2.11)

For every valid density operator, λj ∈ [−1, 1], and the eigenvalues of Γ are given
by ±iλj . Hence, every Γ corresponding to a physical state has to fulfill iΓ ≤ 1 or,
equivalently, ΓΓ† ≤ 1. Conversely, to each such Γ corresponds a valid Gaussian
density operator where the relation between G and Γ is given by λj = tanh(βj/2).
The covariance matrix of the ground state ofH is obtained in the limit |βj| → ∞ i.e.,
λj → sign(βj). In fact, this shows that every pure Gaussian state is the ground state
to some quadratic Hamiltonian. The purity of the state can be easily determined
from the covariance matrix as a Gaussian state is pure if and only if Γ2 = −1 [74].

As mentioned, Gaussian states are fully characterized by their covariance matrix
and all higher correlations can be obtained from Γ by Wick’s theorem [74] via

iptr[ρcj1 . . . cj2p
] = Pf(Γj1,...,j2p

), (2.12)
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where 1 ≤ j1 < . . . < j2p ≤ 2M and Γj1,...,j2p
is the corresponding 2p× 2p submatrix

of Γ. Pf(Γj1,...,j2p
)2 = det(Γj1,...,j2p

) is called the Pfaffian.
In some cases it is more appropriate to use a different ordering of the Majorana

operators, the so-called q-p-ordering c = (c1, c3, . . . , c2M−1; c2, c4, . . . , c2M), opposed
to the mode-ordering introduced at the beginning. When using the q-p-ordering,
the relation between the real and complex representation is given by

cT = ΩaT , Ω =

( 1 1
i1 −i1 ) , (2.13)

where a = (a1, . . . , aM , a
†
1, . . . , a

†
M). The transformation matrix Ω fulfills ΩΩ† = 21.

In the q-p-ordering the covariance matrix obtains the following block structure:

Γ̃ =

(

Γq Γqp

−ΓT
qp Γp

)

. (2.14)

Finally, for some purposes it is more convenient to define a covariance matrix in
terms of creation and annihilation operators. In this so-called complex representa-
tion, the CM is of the form

Γc =
1

4
Ω†Γ̃Ω̄ =

(

Q R
R̄ Q̄

)

, (2.15)

where Qkl = 〈i/2[ak, al]〉, Rkl = 〈i/2[ak, a
†
l ]〉 and Q̄ denotes the complex conjugate.

Note that R† = −R and QT = −Q and hence ΓT
c = −Γc. The condition Γ̃Γ̃† ≤ 1

takes the form 4ΓcΓ
†
c ≤ 1.

The description of ρ by its covariance matrix is especially convenient to describe
the effect of canonical transformations, i.e. time evolutions generated by quadratic
Hamiltonians: if ck 7→ ∑

l Oklcl in the Heisenberg picture then Γ 7→ OΓOT in the
Schrödinger picture. For a passive transformation ak 7→ a′k =

∑

l Uklal, the q-p-
ordered Majorana operators transform as

cT 7→ c′T = Op c
T , Op =

(

X Y
−Y X

)

, (2.16)

where X = Re(U) is the real part of the unitary U , and Y = Im(U) the imaginary
part. Note that Op is both orthogonal and symplectic. The behavior of Γc under
a passive transformation is particularly simple: Q and R transform according to
Q 7→ UQUT and R 7→ URU †.

Passive transformations can be used to transform pure fermionic states to a simple
standard form, the so-called Bloch-Messiah reduction [75]. We give a simplified
derivation of this result in Appendix A. The q-p ordered CM Γ̃BCS takes the form
(2.14) where

Γq = −Γp =
⊕

k

(

0 −2Im(ukv̄k)
2Im(ukv̄k) 0

)

, (2.17)

Γqp =
⊕

k

(

|uk|2 − |vk|2 2Re(ukv̄k)
−2Re(ukv̄k) |uk|2 − |vk|2

)

. (2.18)
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In Hilbert space, the state in standard form is given by

|Ψ(N̄)
Gauss〉 =

∏

k

(uk + vka
†
ka

†
−k)|0〉, (2.19)

where uk, vk ∈ C, |uk|2 + |vk|2 = 1, N̄ =
∑

k〈a†kak〉 = 2
∑

k |vk|2. Of course we
can always even simplify to uk, vk ∈ R by passive operations. This comprises the
kind of ”paired” states appearing in the BCS theory of superconductivity [22] with

k ≡ (~k, ↑), −k ≡ (−~k, ↓). We will refer to these states as Gaussian BCS states. We
would like to stress the fact that every pure Gaussian state is a Gaussian BCS state
in some basis. The proof is given in Thm. A.2 in Appendix A.

2.1.4 Number conserving fermionic states

For the application to physical systems we are interested in states for which the
particle number is a conserved quantity. We call ρ a number conserving state if
[ρ,Nop] = 0 where Nop denotes the total number operator. Thus, the density opera-
tor of a number conserving state can be written as a mixture of Nop-eigenstates. In
particular, all separable states as defined in Def. 2.1 are number conserving.

The Gaussian BCS wave function (2.19) is not number conserving, except for
the trivial case that either uk or vk vanishes for every mode. However, a relation to
these states can be established using the series expansion of the exponential function
applied to operators:

|Ψ(N̄)
Gauss〉 =

∏

k

(uk + vkP
†
k )|0〉

=

(

∏

k

uk

)

exp

[

∑

k

αkP
†

]

|0〉 =

(

∏

k

uk

)

2M
∑

N=0

1

N !

(

∑

k

αkP
†

)N

|0〉,

where we have introduced the pair creation operator P †
k = a†ka

†
−k, and the coefficients

αk are related to uk and vk via αk = vk/uk. We rewrite the above expression in the
following way:

|Ψ(N̄)
Gauss〉 =

2M
∑

N=0

λN |Ψ(N)
BCS〉, (2.20)

where the number conserving 2N -particle BCS state is given by

|Ψ(N)
BCS〉 = CN

(

M
∑

k=1

αkP
†
k

)N

|0〉. (2.21)

Rewriting Eq. (2.21) as

|Ψ(N)
BCS〉 = CNN !

∑

j1<j2<···<jN

αk1 . . . αkN
P †

k1
. . . P †

kN
|0〉, (2.22)
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the normalization constant CN is seen to be

CN =

(

(N !)2
∑

j1<...<jN

|αj1|2 . . . |αjN
|2
)−1/2

.

The coefficients λN = (
∏

k uk) /(N !CN) can be interpreted as the probability ampli-

tude of being in state |Ψ(N)
BCS〉, since

∑

N |λN |2=1. We will in general drop the term
number conserving and refer to states of the form (2.21) as BCS-states.

Whenever the distribution of the λN is sharply peaked around some average parti-
cle number N̄ , expectation values of relevant observables for the number conserving

BCS-states |Ψ(N̄)
BCS〉 are approximated well by the expectation values of the Gaussian

BCS state in the following way: According to (2.21) the expectation value of any
number conserving observable O is given by

〈Ψ(N̄)
Gauss|O|Ψ

(N̄)
Gauss〉 =

∑

N

|λN |2〈Ψ(N)
BCS|O|Ψ

(N)
BCS〉, (2.23)

as O does not couple states with different particle number. If the distribution of the
coefficients |λN |2 is sharply peaked around some average particle number N̄ , then

〈Ψ(N̄)
Gauss|O|Ψ

(N̄)
Gauss〉 ≈ 〈Ψ(N̄)

BCS|O|Ψ
(N̄)
BCS〉. This relation will turn out very useful later

on, as results on Gaussian states can be translated into results on number conserving
BCS-states.

2.2 Pairing theory

In this central Section we give the formal framework of our pairing theory. We start
with a motivation and the statement of the definition in Subsec. 2.2.1. Next, in Sub-
sec. 2.2.2 we justify the importance of our definition by showing that pairing is not
equivalent to any existing definition of entanglement in systems of indistinguishable
fermions. Borrowing tools and concepts from entanglement information theory we
introduce methods for the detection and quantification of pairing in Subsecs. 2.2.3
and 2.2.4. The formalism developed in this Section is applied to concrete examples
in Secs. 2.3 and 2.4.

2.2.1 Motivation and statement of the definition

The simplest system in which we can find pairing consists of two particles and four
modes1. The prototypical paired state, for example the spin-singlet of two electrons
with opposing momenta, is of the form

|Φ〉 =
1√
2

(

a†1a
†
2 + a†3a

†
4

)

|0〉. (2.24)

The states describing many Cooper pairs in BCS theory are generalizations of |Φ〉.
1For three modes, all pure two-particle states are of product form.
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The state |Φ〉 describes correlations between the two particles that cannot be
reproduced by any uncorrelated state and it can be completely characterized by
one- and two-particle expectations consisting of no more than two creation and
annihilation operators each. This is a characteristic of the two-particle property
“pairing” that we propose to make the central defining property of paired states in
the general case of many modes, many particles and mixed states. Since, moreover,
we would call the state |Φ〉 paired no matter what basis the mode operators ai refer
to and we want it to comprise all BCS-states, we are led to the following list of
requirements that a sensible definition of pairing should fulfill:

1. States that have no internal quantum correlation must be unpaired. These are
the separable states (2.3).

2. Pairing must reveal itself by properties related to one-and two-particle expec-
tations only.

3. Pairing is be a basis-independent property, i.e. it is invariant under passive
transformations.

4. The standard ”paired” states appearing in the description of solid state and
condensed matter systems, i.e., the BCS-states with wave function (2.21) must
be captured by our definition.

Further, it is desirable that there exist examples of paired states that are a resource
for some quantum information application.

Let us define:

Definition 2.5. The set of all operators {Oα}α on AM which are the product of at
most two creation and two annihilation operators is called the set of two-particle
operators. We denote it by A2.

These operators capture all one- and two-particle properties of a state ρ and should
therefore contain all information about pairing. We will call a state ρ paired, if it
can be distinguished from separable states by looking at observables in A2 alone.
This is formalized in the following definition:

Definition 2.6. A fermionic state ρ is called paired if there exists a set of operators
{Oα}α ⊆ A2 such that the expectation values {tr[ρOα]} cannot be reproduced by any
separable state ρs ∈ Ssep.
States that are not paired are called unpaired.

This definition automatically fulfills our first two requirements. The third, basis
independence, clearly holds, since the set of separable states is invariant under pas-
sive transformations. We will show in Lemma 2.22 and Subsec. 2.3.2 that the last
requirement is met, both for Gaussian and number conserving BCS-states, i.e. all
of them are paired. Moreover, in Sec.2.5 we can show that there exist paired states
that are a resource for quantum metrology.

For states with a fixed particle number, i.e. ρ ∈ S(A(N)
M ) it is sufficient to compare

with expectation values on N -particle separable states ρ
(N)
s ∈ S(N)

sep , as for all other
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states the expectation values of 〈∑i ni〉 and 〈(∑i ni)
2〉 differ due to the particle

number constraint. For number conserving states, only number conserving observ-
ables lead to non-vanishing expectation values and one can thus restrict to linear
combinations of a†iaj , a

†
ia

†
jakal.

For Gaussian states pairing must reveal itself by properties of the covariance ma-
trix, as all higher correlations can be obtained from it via Eq. (2.12). This impor-
tant fact enables us to give a complete solution of the pairing problem for fermionic
Gaussian states, which we present in Sec. 2.3.

2.2.2 Relation of pairing and entanglement

Paired states are fermionic states exhibiting non-trivial quantum correlations. In
particular, by definition paired states are inseparable i.e., entangled in the sense of
[65, 20]. This raises immediately the question: Is pairing equivalent to entangle-
ment? First, note that our basis-independent definition clearly has no relation to
entanglement of modes, which is basis-dependent. The product states of Def. 2.1
can be mode-entangled for some choice of partition of modes, e.g. 1/

√
2(a†1 + a†2)|0〉

is entangled in modes a†1 and a†2. Further, we provide below examples of entangled,
but unpaired states that demonstrate that pairing is not equivalent to entanglement
of particles but represents a special type of quantum correlation. First, we show that
not every state that is entangled according to the Slater rank criterion is paired:

Lemma 2.7. There exist states that are entangled according to the Slater rank
concept, but not paired.

Proof. Consider the state |Ψ4〉 = 1
2
(a†1a

†
2a

†
3a

†
4 + a†5a

†
6a

†
7a

†
8)|0〉. This state is entangled

according to the Slater rank definition, as it has Slater number 2. However, one sees
immediately that the one-and two-particle expectations for |Ψ4〉 are the same as for

ρ(4)
s =

1

2
|Φ1〉〈Φ1| +

1

2
|Φ2〉〈Φ2|,

where |Φ1〉 = a†1a
†
2a

†
3a

†
4|0〉, |Φ2〉 = a†5a

†
6a

†
7a

†
8|0〉. Since ρ

(4)
s is a product state, |Ψ4〉 is

not paired. One can construct further examples in a similar manner using e.g. other
states with higher Slater rank.

From an intuitive point of view, the state |Ψ4〉 = 1
2
(a†1a

†
2a

†
3a

†
4+a†5a

†
6a

†
7a

†
8)|0〉 is build

up of quadruples rather than pairs.
Since pairing is defined via expectation values of one-and two-particle operators

only, one might wonder whether pairing is related to entanglement of the two-particle
reduced state. To study this relation, we recall the definition of the two-particle
density operator and the closely related two-particle density matrix [76]:

Definition 2.8. Let ρ be the density operator of a fermionic state. Then O
(ρ)
(ij)(kl) =

tr[ρa†ia
†
jalak] is called the two-particle reduced density matrix (RDM). It is usually

not normalized and fulfills tr[O(ρ)] = 〈N2
op〉 − 〈Nop〉.

The operator ρ2 = O(ρ)/tr[O(ρ)] is called reduced two-particle density operator
(RDO).
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Note the crucial difference between the two-particle RDM and the RDO: While
the RDM contains all two-particle correlations of ρ, the RDO corresponds to the
two-particle state of any two particles when the rest of the system is discarded.
Since pairing is a two-particle property, a natural point of view is to think of it as
being related to the entanglement of the two-particle reduced state. However, We
would like to emphasize, that pairing is not equivalent to entanglement of the RDO,
and therefore it is a property of the one- and two-particle expectations:

Lemma 2.9. Let |Ψ(N)
BCS〉 be a number conserving BCS state as defined in (2.21)

with αk = 1 ∀ k = 1, . . . ,M . Then |Ψ(N)
BCS〉 is paired for all M > N . However,

ρ
(N)
BCS,2 is entangled if and only if M > 3N − 2.

Proof. The witness operator (see Sec. 2.2.3) H
(p)
1 of Thm. 2.20 has a negative

expectation value on |Ψ(N)
BCS〉, hence the state is paired in these modes.

To address the entanglement question we calculate first the reduced density op-
erator ρ

(N)
BCS,2 of |Ψ(N)

BCS〉. Let |i, j〉 = a†ia
†
j|0〉 and consider the subspace spanned by

the states {|k,−k〉, |l,−l〉, |k, l〉, |k,−l〉, | − k, l〉, | − k,−l〉}. In this basis, ρ
(N)
2 is of

the form

ρ
(N)
2 =

1

4 + 2a1





a1 a2 0
a2 a1 0
0 0 14



 , (2.25)

where a1 = (M − 1)/(N − 1), a2 = (M − N)/(N − 1). We use now the following
theorem [20] applicable to mixed fermionic states of two particles each living on a
single-particle Hilbert space of dimension four:

Theorem 2.10. Let the mixed state acting on A4 have a spectral decomposition
ρ =

∑r
i=1 |Ψi〉〈Ψi|, where r is the rank of ρ, and the eigenvectors |Ψi〉 belonging to

nonzero eigenvalues λi are normalized as 〈Ψi|Ψj〉 = λiδij . Let |Ψi〉 =
∑

a,bwaba
†
aa

†
b|0〉

in some basis, and define the complex symmetric r × r matrix C by

Cij =
∑

abcd

ǫabcdwi
abw

j
cd, (2.26)

which can be represented using a unitary matrix as C = UCdU
T , with Cd =

diag[c1, . . . , cr] diagonal and |c1| ≥ |c2| ≥ . . . ≥ |cr|. The state has Slater number 1
if and only if

|c1| ≤
r
∑

i=2

|ci|. (2.27)

The spectral decomposition of ρ
(N)
2 is given by

ρ
(N)
2 = |Ψ+〉〈Ψ+| + |Ψ−〉〈Ψ−| + |Ψkl〉〈Ψkl| + |Ψk−l〉〈Ψk−l| +

|Ψ−kl〉〈Ψ−kl| + |Ψ−k−l〉〈Ψ−k−l|,

where |Ψ+〉 =
√

a+

5+a+
|ψ+〉, |Ψ−〉 =

√

1
5+a+

|ψ−〉 and |Ψ±k,±l〉 =
√

1
5+a+

| ± k,±l〉.
Here |ψ±〉 = 1√

2
(|k,−k〉 ± |l,−l〉) and a+ = (2M − N − 1)/(N − 1). Defining

γ2 = 1/(5 + a+), one obtains
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C = γ2

















a+ 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 −1 0 0
0 0 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

















, (2.28)

with spectrum spec(C) = γ2{a+, 1, 1,−1,−1,−1}. For M ≤ N the state |Ψ(N)
BCS〉

is separable, so we can take M > N . Hence, a+γ
2 is the eigenvalue with largest

absolute value. According to Thm. 2.10, the reduced state is entangled iff |c1| >
∑r

i=2 |ci|. For our example, this holds iff M > 3N − 2.

We would like to stress the point that Lemma 2.9 shows the existence of paired
states that are not entangled on the two-particle level. Having assured that our
definition of pairing does not coincide with entanglement, we now turn to methods
of detecting and quantifying pairing.

2.2.3 Methods for detecting pairing

Taking Def. 2.6, we aim at finding tools that can be used for the detection and
quantification of pairing. These will be applied to systems of Gaussian states and
number conserving states in Secs. 2.3 and 2.4 respectively. In this Section, we exploit
the convexity of the set of unpaired states to introduce witness operators and obtain
a geometrical picture of the set. The quantification of pairing via pairing measures
will be discussed in Sec. 2.2.4.

Pairing witnesses Given a fermionic density operator, we are interested in an
operational method to determine whether it is paired or not. As in the case of
separability, this simple-sounding question will turn out to be rather difficult to
answer in general. Starting from Def. 2.6, it is clear that the set of unpaired states
is convex. This suggests the use of the Hahn-Banach separation theorem as a means
to certify that a given density operator is not in the set of paired states. In analogy
to the entanglement witnesses in quantum information theory [77] we define

Definition 2.11. A pairing witness W is a Hermitian operator that fulfills
tr[Wρu] ≥ 0 for all unpaired states ρu, and for which there exists a paired state
ρ such that tr[Wρ] < 0. We say that W detects the paired state ρ.

The witness defines a hyperplane in the space of density operators such that the
convex set of unpaired states lies wholly on that side of the plane characterized by
tr[ρW ] > 0. According to the Hahn-Banach theorem [78], for every unpaired state
there exists a witness operator which detects it. In principle, a witness operator can
be an operator involving an arbitrary number of creation and annihilation operators.
However, since definition of pairing refers only to expectation values of operators in
A2, it is enough to restrict to operators from that set. This represents a significant
simplification in a two-fold way. First, from a mathematical point of view, witness
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Sunpaired

.r

W

Figure 2.2: Pairing witness W detecting the paired state ρ that lies outside the set of
unpaired states Sunpaired.

operators from a finite dimensional set. Second, from an experimental point of view,
since operators involving more than two-body correlations are typically very difficult
to measure. The construction of entanglement witnesses detecting all entangled
states is an unsolved problem in entanglement theory, and we will not be able to give
a complete solution to the problem of finding all pairing witnesses either. However,
in Section 2.4 we will construct witnesses for a large subclass of BCS-states by using
the correspondence between number conserving and Gaussian BCS-states.

Pairing and convex sets Whether a state ρ is paired or not can be determined
from a finite set of real numbers, namely the expectation values of a hermitian basis
{Oα} of A2. This allows us to reformulate the pairing problem as a geometric ques-
tion on convex sets in finite-dimensional Euclidean space, describe a complete set of
pairing witnesses, and deduce a relation to the ground state energies of quadratic
Hamiltonians.

Consider a set {Oα, α = 1, . . . , K} ⊂ A2 of hermitian operators in A2 that are not

necessarily a basis. Denote by ~O the vector with components Oα. We define the set
of all expectation values of ~O for separable states

C ~O =
{

~v = tr[ ~Oρs] : ρs ∈ Ssep

}

⊂ RK . (2.29)

For a state ρ let ~vρ ≡ tr[ ~Oρ]. By definition, ρ is paired if ~vρ /∈ C ~O. As the set of
separable states is convex, so is C ~O. Hence, we can use a result of convex analysis
to check if ~vρ /∈ C ~O [79]:

Lemma 2.12. Let C ⊂ RN be a closed convex set, and let ~v ∈ RN . Then

~v ∈ C ⇔ ∀~r ∈ RN : ~v · ~r ≥ E(~r) = inf
~w∈C

~w · ~r. (2.30)

For our purposes, this translates in the following result:

Lemma 2.13. For a vector of observables ~O = (O1 . . . , OK) let H(~r) = ~r · ~O
and E(~r) = infρ∈Ssep

{tr[H(~r)ρ]}. Then W (~r) ≡ H(~r) − E(~r) is a pairing witness,
whenever E(~r) 6= infall ρ{tr[ρH(~r)]}.
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If {Oα} form a basis of A2, then W (~r) is a complete set of witnesses in the sense
that all paired states are detected by some W (~r), i.e., ρ is unpaired iff tr[W (~r)ρ] ≥
0 ∀~r.
Proof. The witness property of W (~r) is obvious from the definition of E(~r).

For the second part, “if” is clear and “only if” is seen as follows: By Lemma 2.12,
if tr[W (~r)ρ] ≥ 0 ∀~r then ~vρ ∈ C, i.e. the expectation values can be reproduced by a
separable state. But since all expectation values of operators ∈ A2 can be computed
from ~vρ this implies all two-particle expectations of ρ can be thus reproduced, i.e. ρ
is unpaired.

For an M-mode system with annihilation operators ai, a standard choice of Oα is,
e.g., given by the real and imaginary parts of {(a†ia†jakal)i>j,k>l, (a

†
ia

†
j)i>j, (a

†
iaj)i≥j},

i.e., the dimension of A2 (as a real vector space) is K = M2(M − 1)2/2 + 2M2.
Thus Lemma 2.13 gives a necessary and sufficient criterion of pairing and provides

a geometrical picture of the pairing problem. While the proof that a state is unpaired
will in general be difficult as it requires knowledge of all E(~r) and experimentally
the measurement of a complete set of observables, practical sufficient conditions for
pairing can be obtained by restricting to a subset O ⊂ A2. We will show in Sec.
2.4.1 that for a certain choice of {Oα} ⊂ A2 the set C ~O has a very simple form and
allows a good visualization of the geometry of paired states and the detection of all
BCS-states up to passive transformations.

To provide a way to determine E(~r) used in Lemma 2.13, we point out an inter-
esting connection to the covariance matrices Γc (cf. Eq. (2.15)) of Gaussian states:
Even for number conserving states, E(~r) is given by a quadratic minimization prob-
lem in terms of Γc.

Lemma 2.14. Let E(~r) and H(~r) be as in Lemma 2.13 and let ~O = {a†ia†jakal, a
†
iaj}

and group the components of ~r in two subsets (~r)ijkl and (~r)ij corresponding to the
one- and two-particle observables, respectively. Then E(~r) is given by a quadratic
minimization problem over complex covariance matrices Eq. (2.15), in particular the
off-diagonal block R of Γc. We have

E(~r) = inf
R=−R†

4R2=−1{~γTM(~r)~γ + w(~r)T~γ
}

, (2.31)

where (~γ)kl = 〈a†kal〉 = −iRlk + 1
2
δkl and the ~r-dependent quantities are

[M(~r)](ik)(jl) = −~rijkl + ~rijlk and [w(~r)]kl = ~rkl.
The minimization can be extended over all CMs without changing the result.

Proof. The minimum minρ∈Ssep{〈H(~r)〉ρ} is attained for pure separable states, i.e.,
product states. All pure fermionic product states are Gaussian. Then by Wick’s
theorem the expectation values of the Oijkl = a†ia

†
jakal factorize as 〈a†ia†jakal〉ρ =

〈a†ia†j〉〈akal〉 − 〈a†iak〉〈a†jak〉 + 〈a†ial〉〈a†jak〉. Since product states are also number

conserving, the first term vanishes. For the other two we use that 〈a†kal〉 = −iRlk +
1
2
δkl, i.e., they only depend on the off-diagonal block R. The pure state condition

Γ2 = −1 translates into 4R2 = −1 for product states Q = 0.
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We could extend over all CMs γc since only the block R appears in the expression
to be minimized over and since if Γc(Q,R) is a valid CM then so is Γc(0, R).

This lemma provides a systematic way to construct pairing witnesses.

2.2.4 Pairing measures

A theory of pairing must not only answers the question whether a state is paired
or not, but should also give means to quantify the amount of pairing inherent in a
state. For this purpose, we introduce the notion of a pairing measure:

Definition 2.15. Let ρ be an M-mode fermionic state. A pairing measure is a map

M : ρ 7→ M(ρ) ∈ R+,

which is invariant under passive transformations and fulfills M(ρ) = 0 for every
unpaired state ρ.

In addition, it is often useful to normalize M such that M(ρ0) = 1 defines the
“unit of pairing”. The pair state |Φ〉 of Eq. (2.24) would be an obvious choice for
this unit, but as we see in Sec. 2.3.4 for Gaussian states a different unit is more
natural. Thus we do not include normalization in the above definition.

In the geometric picture of the previous Section, a candidate for a pairing measure
that immediately comes to mind is the distance of ~vρ from the set C. This measure
is positive, and it is invariant under passive transformations, as those correspond
to a basis change in the space of expectation vectors. The computation of this
distance is, in general, very difficult and there is no evident operational meaning to
this quantity. In the following Sections we will introduce a different measure that
can be computed for relevant families of states and allow a physical interpretation
in terms of quantifying a resource for precision measurements.

2.3 Pairing for Gaussian states

In this Section we study pairing of fermionic Gaussian states. We start with the
construction of pairing witnesses in Sec. 2.3.1 which will later be a useful guideline
for the construction of pairing witnesses for number conserving states. Then we
derive a simple necessary and sufficient criterion for pairing of Gaussian states. In
Sec. 2.3.3 we show how pure fermionic Gaussian states can be connected to an SU(2)
angular momentum representation. This picture will guide us to the construction
of a pairing measure.

2.3.1 Pairing witnesses for Gaussian states

Pairing witnesses for pure Gaussian states emerge naturally from the property that
every such state is the ground state of a quadratic Hamiltonian (see Sec. 2.1.3).
This leads to the following theorem:
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Theorem 2.16. Let 0 < ǫ < 1 and let 0 ≤ |vk|2 ≤ 1 − ǫ and
∑

k |vk|2 > 0. Then
the operator

H =

M
∑

k=1

2(1 − ǫ− |vk|2)(nk + n−k) − 2vku
∗
kP

†
k − 2v∗kukPk (2.32)

is a pairing witness, detecting

|ΨGauss〉 =
∏

k

(uk + vkP
†
k )|0〉.

Proof. Every Gaussian state is the ground state of a quadratic Hamiltonian. In
particular, |ΨGauss〉 is seen to be the ground state of

H0 =
M
∑

k=1

(|uk|2 − |vk|2)(nk + n−k − 1) − 2vku
∗
kP

†
k − 2v∗kukPk

with the help of (2.17)-(2.18), as the Hamiltonian matrix ofH0 and Γ can be brought
simultaneously to the standard forms (2.8) resp. (2.11). As 〈Pk〉 = 0 for separable
states, the minimal energy for these states is given by

Esep
min = −(1 − 2ǫ)

∑

k

〈nk + n−k〉 − (|uk|2 − |vk|2).

Subtracting this energy, we arrive at the Hamiltonian (2.32). For separable states
ρ, the expectation values of P †

k vanish, so that tr[Hρ] ≥ 0. For the Gaussian BCS
state, however, 〈ΨGauss|H|ΨGauss〉 = −4ǫ

∑

k |vk|2 < 0.

Note that the witness defined in (2.32) is an optimal witness for the state |ΨGauss〉
in the sense that there exists no witness detecting more states than W . Thus, W is
tangent to the set of unpaired states.

2.3.2 Complete solution of the pairing problem for fermi-

onic Gaussian states

Every Gaussian state is completely characterized by its covariance matrix, so that
the solution of the pairing problem must be related to it. The pairing problem is
completely solved by the following theorem:

Theorem 2.17. Let ρ be the density operator of a fermionic Gaussian state with
covariance matrix Γc defined in (2.15). Then ρ is paired iff Q 6= 0.

Proof. First, note that the condition Q = 0 is independent of the choice of basis.
If ρ is not paired, then there exists a separable state having the same covariance
matrix as ρ. This implies Q = 0, as separable states are convex combinations of
states with fixed particle number, and thus 〈i/2[ak, al]〉 = 0.

Now, let Γc be the covariance matrix of a paired Gaussian state, and assume that
Q = 0. As R is anti-hermitian, there exists a passive transformation such that
Rij = riδij, and Q = 0 is unchanged. But such a covariance matrix can be realized
by a separable state fulfilling 〈ni〉 = ri in contradiction to the assumption.
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maximally
paired states

unpaired states

á ñjk

(x)

á ñjk

(y)

á ñjk

(z)

Figure 2.3: Bloch sphere representation of the expectation values of j
(x)
k , j

(y)
k and j

(z)
k

for a variational BCS state. All pure states lie on the surface of the sphere.
Unpaired states lie on the z-axis, while the maximally paired states lie on
the equator.

Note that Thm. 2.17 implies that a Gaussian state is unpaired iff it is number
conserving.

2.3.3 Angular momentum algebra for Gaussian states

In this Section we will show that pairing of Gaussian states can be understood
in terms of an SU(2) angular momentum algebra. The expectation values of the
angular momentum operators can be visualized using a Bloch sphere, giving us
further understanding of the structure of pairing in Gaussian states. It later leads
to the construction of a pairing measure for these states. Define the operators [80, 81]

j
(x)
k =

1

2

(

P †
k + Pk

)

,

j
(y)
k =

i

2

(

P †
k − Pk

)

,

j
(z)
k =

1

2
(1 − nk − n−k) .

They fulfill
[

j
(a)
k , j

(b)
k

]

= iεabcj
(c)
k , a, b, c ∈ {x, y, z}, forming an SU(2) angular mo-

mentum algebra. For pure Gaussian states in the standard form (2.19) the expec-

tation values of the angular momentum operators are given by 〈j(x)
k 〉 = Re(ukv̄k),

〈j(y)
k 〉 = Im(ukv̄k), and 〈j(z)

k 〉 = 1
2
(1 − 2|vk|2). As j2 =

∑

i=x,y,z〈j
(i)
k 〉2 = 1/4 inde-

pendent of uk and vk, the expectation values for every pure Gaussian state lie on
the surface of a sphere with radius 1/2. As we have shown in Thm. 2.17, every un-

paired state ρu fulfills 〈j(x)
k 〉ρu

= 〈j(y)
k 〉ρu

= 0, so that these states are located on the
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z-axis. The states on the equator have 〈j(x)
k 〉2 + 〈j(y)

k 〉2 = 1/4, i.e. they correspond
to |uk|2 = |vk|2 = 1/2. The situation is depicted in Fig. 2.3. Referring to the states
on the equator as maximally paired is suggested by the fact that they have maximal
distance from the set of separable states. This intuitive picture is further borne out
by two observations: First, the states on the equator display maximal entanglement
between the involved modes [70]. Second, they have the property2 that they achieve
the minimal expectation value of any quadratic witness operator up to basis change.
To see this, recall from Sec. 2.1.3 that any quadratic Hamiltonian H of two modes
k,−k is up to a common factor and basis change of the form

H = α1+ sin θ(nk + n−k) + cos θ(P †
k + Pk).

It is a witness (.e., has positive expectation for all product states, if α ≥
|max{0, 2 sin θ}| and does detect some paired state as long as sin θ > −1. The
minimum eigenvalue is sin θ− 1 + α and the minimum tr(Wρ) = −1 is attained for
ρ = 1

2
(1 + P †

k )|0〉〈0|(1 + Pk).
The pairing measure which is the topic of the next Section will confirm the char-

acterization as maximally paired.

2.3.4 A pairing measure for Gaussian states

The angular momentum representation of paired states depicted in Fig. 2.3 suggests
the introduction of a pairing measure via a quantity related to

|〈j(x)
k 〉|2 + |〈j(y)

k 〉|2 = |〈a†ka†−k〉|2.

As we are interested in a pairing measure that is invariant under passive transfor-
mations we are lead to the following definition:

Definition 2.18. Let ρ be a fermionic state, and let Qkl = i/2tr(ρ[ak, al]). Then
we define

MG(ρ) = 2||Q||22 = 2
∑

kl

|Qkl|2, (2.33)

Lemma 2.19. MG as defined in Eq. (2.18) is a pairing measure fulfilling MG(ρ) ≤
M for every M-mode Gaussian state.

Proof. Under a passive transformation Q 7→ UQUT , and hence ||Q||22 is invariant.
Further, we know by Thm. 2.17 that Q = 0 for unpaired states.

It remains to show that for an M-mode Gaussian state ρ we have MG(ρ) ≤ M .
Let Γc be the 2M ×2M covariance matrix of ρ defined in (2.15). We show first that
M(ρ) is maximized for pure Gaussian states. To do so, recall that an admissible
covariance matrix for a Gaussian state in the real representation has to fulfill iΓ ≤ 1
with equality iff Γ is the covariance matrix of a pure Gaussian state. This translates

2Maximally entangled states of two qubits share an analogous property about entanglement wit-
nesses [82].
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into ΓcΓ
†
c ≤ 1 with equality iff Γc belongs to a pure Gaussian state. Using the

form of Γc given in (2.15), this implies 2tr[QQ† + RR†] ≤ tr[1] = 2M . Hence,
||Q||22 ≤ M − ||R||22. It follows that for fixed value of ||R||22 the value of ||Q||22 is
maximal for a pure Gaussian state. Further, the standard form (2.19)implies that
for every value of ||R|| such a state exists, and that the maximal value is given by
||Q||22 = 2

∑M
k=1 |uk|2|vk|2 ≤M/2, as |uk|2 + |vk|2 = 1.

Hence, for every pure Gaussian state with standard form (2.19) the value of the
pairing measure is given by MG(ρ) = 4

∑M
k=1 |uk|2|vk|2. Since |vk|2 = 1 − |uk|2

the measure attains its maximum value for |uk|2 = |vk|2 = 1/2, i.e., for the states
already identified as maximally paired.
MG(ρ) will appear again when we study the use of paired states for metrology

applications, linking the pairing measure to the usefulness of a state for quantum
phase estimation and giving support to the “resource” character of paired states.

2.4 Pairing of number conserving states

In the last Section we gave a complete solution to the pairing problem for fermionic
Gaussian states. There, Wick’s theorem lead to a reduction of the problem to
properties of the covariance matrix. For number conserving systems, the situation
is more complicated, as now also operators of the form a†ia

†
jakal have to be taken

into account. However, we will derive pairing witnesses capable of detecting all
number conserving BCS states in Sec. 2.4.1 using the concept of convex sets. For
certain classes of BCS states we will construct a family of improved witnesses using
the analogy to the Gaussian states. Witnesses have the drawback that they depend
on the choice of basis. I.e. even if a witness detects ρ, it does not detect all states
related to ρ by a passive transformation. We will show that the eigenvalues of the
reduced two-particle density matrix can be used to obtain a sufficient criterion for
pairing in Sec. 2.4.2 which is basis independent. We close the Section with the
construction of a pairing measure in Sec. 2.4.3.

2.4.1 Pairing of all BCS states and geometry of paired states

In a realistic physical setup it may not be practical to perform all the measurements
needed according to Lemma 2.13 to check the necessary and sufficient condition for
pairing. Having access only to a restricted set of measurements, necessary criteria for
pairing can be derived. In this Section we consider the simplest case of a symmetric
measurement involving four modes, i.e. we are looking at the following vector of
operators:

~O3 =





nk + n−k + nl + n−l

nkn−k + nln−l

a†ka
†
−ka−lal + h.c.



 . (2.34)

Remarkably, these expectation values will turn out to be sufficient to detect all BCS
states as paired.
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Figure 2.4: Expectation values of the vector Eq. (2.34). For all number conserving states
these lie within the convex set Call

~O3
indicated by the dashed grey lines. The

extreme points of the polytope are given by (0, 0, 0), (2, 0, 0), (4, 2, 0) and
(2, 1,±1). Unpaired states have expectation values in the smaller convex set

Cunpaired
~O3

(solid blue) which has extreme points (0, 0, 0), (2, 0, 0), (4, 2, 0) and

(2, 1/2,±1/2).

We are interested in Cunpaired
~O3

= {tr( ~O3ρ) : ρ separable}, the set of all expectation

values of ~O3 which correspond to separable states. If for some ρ the vector ~vρ =

tr( ~O3ρ) is found outside of Cunpaired
~O3

then it follows from Lemma 2.13 that ρ is paired.

Membership in Cunpaired
~O3

can be easily checked by the following Lemma:

Lemma 2.20. A number conserving state ρ has expectation values of ~O3 defined in
Eq. (2.34) compatible with separability if and only if tr(H

(p)
k±ρ) ≥ 0 for k = 1, 2, 3,

where

H
(p)
1± =

1

2
(nk + n−k + nl + n−l) − (nkn−k + nln−l)

± (a†ka
†
−ka−lal + h.c.), (2.35)

H
(p)
2± = (nkn−k + nln−l) ± (a†ka

†
−ka−lal + h.c.), (2.36)

H
(p)
3± = 1 − 1

2
(nk + n−k + nl + n−l) +

1

2
(nkn−k + nln−l)

± 1

2
(a†ka

†
−ka−lal + h.c.). (2.37)

Hence, the extremal points of the set Cunpaired
~O3

are given by tr(H
(p)
k±ρ) = 0 for three

of the witnesses (2.35)-(2.37). The faces of Cunpaired
~O3

consist of points for which at

least one of the expectation values tr(H
(p)
k±ρ) vanishes.
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H
(p)
1± and H

(p)
3± are also pairing witnesses, while H

(p)
2± is non-negative on all number

conserving states.

Proof. As H
(p)
1± , H

(p)
2± , H

(p)
3± are built up of operators that are the product of at most

two creation and annihilation operators, we can prove the lemma for separable states.
In the first step, we will show that the three operators are positive on all separable
states. Then we will show that all states within the set bounded by H

(p)
1± , H

(p)
2± , H

(p)
3±

correspond to a separable state. Finally we will show there exist states that are
detected as paired by H

(p)
1± and H

(p)
3± . Positivity of H

(p)
2± on all number conserving

states will be shown in the proof of Lemma 2.20 following below.
To show positivity of H

(p)
1± , H

(p)
2± , H

(p)
3± it is sufficient to show the positivity for pure

separable states, as the result for mixed states follows from convexity. From now
on, let ρ ∈ S(N)

sep .

tr[H
(p)
1±ρ] ≥ 0: In Lemma 2.4 we have shown that the expectation values of number

conserving one-and two-body operators can be expressed in terms of matrix elements
of projectors. Let P be the rank N projector such that

〈a†ia†jakal〉ρ = (P ⊗ P )(ij)(lk) − (P ⊗ P )(ij)(kl),

and 〈ni〉 = Pii. Let P̃ = P |k−k,l,−l the 4 × 4 principal submatrix of P where the
indices run over k,−k, l,−l. Then we have the following inequalities:

〈nkn−k〉 = PkkP−k−k − |Pk−k|2 ≤
1

2

(

|Pkk|2 + |P−k−k|2
)

− |Pk−k|2,

|〈a†ka†−ka−lal + h.c.〉| = 2|Re(PklP−k−l − Pk−lP−kl)|
≤ 2(|Pkl||P−k−l| + |Pk−l||P−kl|)
≤ (|Pkl|2 + |P−k−l|2 + |Pk−l|2 + |P−kl|2).

These results imply

tr
[

ρH
(p)
1±

]

≥ 1

2
tr[P̃ − P̃ 2] + |Pk−k|2 + |Pl−l|2.

We use the inclusion principle [73], stating that the eigenvalues of a r × r principal
submatrix Mr of a n×n Hermitian matrix M fulfill λk(M) ≤ λk(Mr) ≤ λk+n−r(M),
where the eigenvalues are arranged in increasing order. As P is a projector, we have
0 ≤ λk(P ) ≤ λk(P̃ ) ≤ λk+M−r(P ) ≤ 1. Hence,

tr[H
(p)
1±ρ] ≥

1

2
tr[P̃ − P̃ 2] ≥ 1

2

∑

k

λk(P̃ )(1 − λk(P̃ )) ≥ 0.

tr[H
(p)
2±ρ] ≥ 0: Define O1 = nkn−k +nln−l ≥ 0 and O±

2 = 1±a†ka†−ka−lal +h.c. ≥ 0.

Then H
(p)
2± = O1O

±
2 , and as [O1, O

±
2 ] = 0 we conclude that H

(p)
2± = O1O

±
2 ≥ 0.
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tr[H
(p)
3±ρ] ≥ 0: We will need Lemma 2.2. Note that tr[H

(p)
3±ρ] = tr[H

(p)
3±ρkl], where

ρkl =
∑4

n=0 βn|n〉〈n|, βn ≥ 0,
∑4

n=0 βn = 1 and |n〉, n = 0, . . . , 4 are separable n-

particle states. Let 〈H(p)
3±〉n = 〈n|H(p)

3± |n〉. Then a straightforward calculation leads

to 〈H(p)
3± 〉0 = 1, 〈H(p)

3± 〉1 = 1
2
, 〈H(p)

3±〉2 = 1
2
, 〈H(p)

3± 〉3 = 0 and 〈H(p)
3± 〉4 = 0. Linearity of

the trace implies tr[H
(p)
3±ρ] ≥ 0.

Hence, all separable states lie within the set bounded by the planes defined by the
witness operators H

(p)
1± , H

(p)
2± , H

(p)
3± .

Next, we show that each point within the polytope Cunpaired corresponds to a
separable state. As Ssep is convex, it is sufficient to check that for every extreme
point of Cunpaired there exists a separable state. This is indeed the case: The extreme
points of Cunpaired are (0, 0, 0), (2, 0, 0), (4, 2, 0), (2, 1/2,±1/2) which correspond for
example to the separable states |0〉, a†ka†l |0〉, a†ka†−ka

†
la

†
−l|0〉 and (a†k + a†l )(a

†
−k ±

a†−l)/2|0〉 respectively.

It remains to show that H
(p)
1± and H

(p)
3± are pairing witnesses. Define

|Ψ〉 =
1√
2
(a†ka

†
−k + a†la

†
−l)|0〉.

Then tr[H
(p)
1± |Ψ〉〈Ψ|] = tr[H

(p)
3± |Ψ〉〈Ψ|] = −1.

Next, we give a complete characterization of the set Call
~O3

= {tr( ~O3ρ) : ρ ∈
S(A(N)

M ) : M,N ∈ N}:

Lemma 2.21. Every number conserving fermionic state fulfills tr(Hk±ρ) ≥ 0, where

H1 =
1

2
(nk + n−k + nl + n−l) − (nkn−k + nln−l), (2.38)

H2± = (nkn−k + nln−l) ± (a†ka
†
−ka−lal + h.c.), (2.39)

H3± = 2 − 1

2
(nk + n−k + nl + n−l) ± (a†ka

†
−ka−lal + h.c.). (2.40)

The extremal points of the set Call
~O3

= {tr( ~O3ρ) : ρ ∈ S(A(N)
M ) : M,N ∈ N} are given

by tr(Hk±ρ) = 0 for three of the witnesses (2.38)-(2.40). The faces of Call
~O3

consist

of points for which at least one of the expectation values tr(Hk±ρ) vanishes.

Proof. It is sufficient to prove the lemma for ρ ∈ S(AN ), as the result for a general
number conserving state follows from convexity.

tr[H1ρ] ≥ 0: The witness can be rewritten in the form

H1 =
1

2
(nk − n−k)

2 +
1

2
(nl − n−l)

2 ≥ 0.

tr[H2±ρ] ≥ 0: This has already been shown in the proof of Thm. 2.21.
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tr[H3±ρ] ≥ 0: Let ρkl =
∑4

n=1 βn|0〉〈n| be the reduced density operator in the
modes ±k,±l. We can rewrite H3± in the form

H3± = 2 − 1

2
(nk + n−k + nl + n−l)(1 ∓ (a†ka

†
−ka−lal + h.c.)).

Defining O2∓ = 1 ∓ (a†ka
†
−ka−lal + h.c.), we obtain 〈O2∓〉0 = 〈O2∓〉1 = 〈O2∓〉3 =

〈O2∓〉4 = 1, 〈O2∓〉2 ≤ 2. This implies

tr[ρH3±] ≥ 4−(β1+2β2+3β3+4β4) ≥ 4−
4
∑

n=0

nβn = 4−tr[(nk+n−k+nl+n−l)ρkl] ≥ 0.

As in the proof of Lemma 2.20 it remains to show that the extreme points of Call

correspond to some fermionic state. It has been shown in the proof of Lemma
2.20 that (0, 0, 0), (2, 0, 0) and (4, 2, 0) can be reached by some separable state.
The remaining two extreme points, (2, 1,±1) correspond for example to the state
1√
2
(a†ka

†
−k + a†la

†
−l)|0〉.

We denote by Cunpaired and Call the polytopes containing all expectation vectors ~vρ

corresponding to unpaired states or all number conserving states, respectively. They
are bounded by 6 resp. 5 planes defined through the witnesses given in Lemmas
2.20 and 2.21. The situation is depicted in Fig. 2.4.

The witnesses H
(p)
1± given in Eqs. (2.35) allow to detect all number conserving BCS

states as paired:

Lemma 2.22. Except for the trivially unpaired cases αk = δkk0 and N = M , the

number conserving BCS state
∣

∣

∣
Ψ

(N)
BCS

〉

given in Eq. (2.21) is detected by the witness

H
(1)
p by choosing any two modes (k, l).

Proof. The first two terms in H
(p)
1± are designed such that their expectation value

vanishes for states such as
∣

∣

∣
Ψ

(N)
BCS

〉

: Since we either have a pair or no particles

in the modes (k,−k) we are in an eigenstate with eigenvalue 0 of the operators
nk + n−k − 2nkn−k. The expectation value of the third term is found using the
representation Eq. (2.22):

〈a†ka†−ka−lal + h.c.〉 = |CN |2N !2Re(αkα
∗
l )

∑

j1<...<jN−1
ji 6=k,l

|αj1|2 . . . |αjN−1
|2,

which is nonzero unless N = M or all but one αk 6= 0. The sign can be adjusted by
a passive transformation to give 〈H (p)

1+ 〉(N)
BCS < 0.

This shows that indeed all BCS states are captured as paired by our definition, as
desired.

The witnesses H
(1)
p± , while detecting every BCS state as paired, are in general far

from optimal. However, these states are of great importance in current experiments
with ultra cold quantum gases. It has already been shown by Leggett in 1982
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[23] that the BCS-states of the form (2.21) can be used to describe the BEC-BCS
crossover. Depending on the choice of the coefficients αk the states describe either
a molecular BEC or a superfluid. This motivates the construction of improved
witnesses tailored for this class of states. For BCS states realized in nature it is
often appropriate to assume some symmetry of the wave function

|Ψ(N)
BCS(αk)〉 = CN

(

2M
∑

k=1

αkP
†
k

)N

|0〉.

For example, if P †
k = a†~k↑a

†
−~k↓, P

†
k+M = a†−~k↑a

†
~k↓, as it is the case for Cooper pairs, and

if we are dealing with an isotropic setting, then αk = αk+M will hold. It is further
often appropriate to assume that the number of modes is much bigger than the
number of particles, i.e. M ≫ N . For this kind of states we will construct pairing
witnesses via the correspondence to the Gaussian picture. We sketch the idea of
this construction leading to Thm. 2.23, and give the details in the Appendix B.

We have shown in Sec. 2.1.4 the connection of the Gaussian wave function and
the number conserving wave function via |ΨGauss〉 =

∑N
k=1 λN |Ψ(N)

BCS(αk)〉. Consider
a number conserving observable O and denote by 〈O〉Gauss and 〈O〉N its expectation
value for the Gaussian and 2N -particle BCS wave function respectively. If the
distribution of |λN |2 is sharply peaked around some average particle number N̄ with
width ∆, then 〈O〉Gauss ≈ 〈O〉N for any integer N ∈ [N̄ −∆, N̄ + ∆]. In Thm. 2.16
we have constructed witnesses H for all Gaussian BCS states. As these witnesses are
optimal, they suggest to constitute an improved witness detecting the corresponding
number conserving BCS state. But H includes terms of the form P †

k that do not
conserve the particle number. Hence, this witness cannot be applied directly to
the number conserving case. However, due to Wick’s theorem, 〈P †

kPk+M〉Gauss =

ūkvk〈P †
k 〉Gauss holds under our symmetry assumption. This suggests that we replace

the non-number conserving operator ūkvkP
†
k by the number conserving operator

P †
kPk+M . We define operators

Hk = 2(1 − ǫ− |vk|2)Nk − 4(P †
kPk+M + h.c.), (2.41)

Nk = nk + n−k + nk+M + n−(k+M), (2.42)

where 0 ≤ |vk|2 ≤ 1 − ǫ ∀k for ǫ > 0. Further, we introduce the notation αk =
vk/
√

1 − |vk|2, N̄ =
∑M

k=1 |vk|2 and we denote by N the biggest integer fulfilling

N̄ − Ñ ≥ 0. Then the following holds:

Theorem 2.23. Let M, Ñ ∈ N and let 1 ≪ N < 2M . If 1 > ǫ ≥ 18/
√
πN̄ the

Hamiltonian H({vk}) =
∑M

k=1Hk is a pairing witness detecting

|Ψ(N)
BCS,sym〉 = CN

(

M
∑

k=1

αk(P
†
k + P †

k+M)

)N

|0〉.

The proof is given in Appendix B.
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2.4.2 Eigenvalues of the two-particle reduced density matrix

In this Section we derive a basis independent condition for detecting pairing. The
two-particle reduced density matrix O(ρ) contains all two-particle correlations. A
change of basis, a†i 7→

∑

k Uika
†
k leaves the spectrum of O(ρ) unchanged since

O
(ρ)
(ij),(kl) → (U ⊗ U)(ij),(mn)O

(ρ)
(mn),(pq)(U ⊗ U)†(pq),(kl).

Thus, we are lead to the following theorem:

Theorem 2.24. Let ρ be an unpaired state, and let O(ρ) be its two-particle RDM.
Then λmax(O

(ρ)) ≤ 2, where λmax denotes the maximal eigenvalue.

Proof. If ρ is unpaired, then there exists a separable state ρs ∈ Ssep having the
same two-particle RDM. Any separable state is of the form ρs =

∑

α µαρ
(α), where

ρ(α) = |ψ(α)〉〈ψ(α)|, |ψ(α)〉 =
∏

i a
†
αi
|0〉 and

∑

α µα = 1. Here, {a†αi
}i denotes some

basis of mode operators. The RDM is of the form O(ρ) =
∑

α µαO
(α), where O(α)

is the RDM for the state ρ(α). The RDM is calculated in the basis {a†i}i, and the

different bases are related by a unitary transformation a†i =
∑

j U
(α)
ik a†αk

, so that

O
(α)
(ij)(kl) = tr[ρ(α)a†ia

†
jalak] = (U (α) ⊗ U (α))(ij)(mn)O

(α,0)
(mn),(pq)(U

(α) ⊗ U (α))†(pq)(kl),

where O
(α,0)
(mn),(pq) = 〈a†αm

a†αn
aαq

aαp
〉ρ(α) . In the basis of the {a†αi

}i the expectation

value 〈a†αm
a†αn

aαq
aαp

〉ρ(α) is of the simple form 〈a†αi
a†αj

aαl
aαk

〉ρ(α) = δikδjl − δilδjk.

Hence, the spectrum of the O(α) is given by spec(O(α)) = {0, 2} ∀α. The two-particle

RDM is hermitian as O†
(ij)(kl) = Ō(kl)(ij) = 〈a†ka†lajai〉 = 〈a†ia†jalak〉 = O(ij)(kl). Then

Weyl’s theorem [73] implies

λmax

(

∑

α

µαO
α

)

≤
∑

α

µαλmax(O
α) ≤

∑

α

2µα ≤ 2.

Example: An example of a state detected as paired via this criterion is the BCS-
state (2.21) with N = 2,M = 3 and all αk equal. The largest eigenvalue of its
two-particle RDM is given by λmax = 8/3.

2.4.3 Pairing measure for number conserving states

In Sec. 2.3.4 we have derived a pairing measure for Gaussian states. The correspon-
dence with number conserving BCS states will be a guideline to derive a measure
for number conserving states. The measure of Def. 2.18 involves expectation values
of the form 〈a†ka†−k〉 that vanish for states with fixed particle number. Yet, Wick’s

theorem suggests that a quantity involving expectation values of the form 〈P †
kPl〉

will lead to a pairing measure. This is indeed the case, which is the content of the
following theorem:
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Theorem 2.25. Let ρ be a number conserving pure fermionic state. Then the
following quantity defines a pairing measure:

M(ρ) = max

{

max
{a†

i }i

M
∑

kl=1

|〈P †
kPl〉ρ| −

1

2

∑

k

〈nk〉ρ, 0
}

, (2.43)

where P †
k = a†ka

†
−k and the maximum is taken over all possible bases of modes {a†i}i.

For mixed states ρ, a measure can be defined via

M(ρ) = min
∑

i

piM(ρi), (2.44)

where the minimum is taken over all possible decompositions of ρ =
∑

i piρi into
pure states ρi.

Proof. The positivity of M and its invariance under passive transformations follow
directly from the definition. It remains to show that M is zero for separable states.
We need the following lemma:

Lemma 2.26. Every pure separable state ρ ∈ S(AN ) fulfills

M
∑

kl=1

|〈P †
kPl〉ρ| ≤ N/2, (2.45)

and this bound is tight.

Proof. Using Lemma 2.4, we obtain

M
∑

k,l=1

|〈P †
kPl〉| =

M
∑

k,l=1

|PklP−k−l − Pk−lP−kl|, (2.46)

where P = P 2 = P † and tr[P ] = N . Using the triangle-inequality we get

M
∑

k,l=1

|〈P †
kPl〉| ≤ 1

2

∑

k,l

(

|Pkl|2 + |P−k−l|2 + |Pk−l|2 + |P−kl|2
)

=
1

2
tr[P 2] = N/2.

In the last step we have used the property that the sum of the squares of a normal
matrix is equal to the sum of squares of its eigenvalues. Taking the square root we
obtain the bound of our claim.

The bound is tight, as P = 12N
implies

∑

kl |〈P †
kPl〉| = N/2 which is obtained for

|Φ〉 =
∏N

i=1 a
†
i |0〉.

Hence, any separable state of 2N particles fulfills
∑

kl |〈P †
kPl〉| ≤ N , and this

bound can always be achieved, which concludes the proof.
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Example: We close the Section by calculating the value of the pairing measure
for two easy examples. Let

|Ψs〉 =
N
⊗

k=1

1√
2

(

P †
k + P †

−k

)

|0〉, (2.47)

|Ψ(N,M)
BCS 〉 = CN

(

M
∑

k=1

P †
k

)N

|0〉, (2.48)

the tensor product of N spin-singlet states and the BCS state with equal weights,
respectively. These states have a pairing measure M(|Ψs〉) = N resp. M(|Ψ(N,M)

BCS 〉 =
N(M − N). Thus, for the spin singlet the pairing measure has in addition the

property that it is normalized to 1 and additive, while it is subadditive for |Ψ(N,M)
BCS 〉.

Further, this example suggests that the pairing of M(|Ψ(N,M)
BCS 〉 = N(M − N) is

stronger than for |Ψs〉. We will see indeed in Subsec. 2.5.2 that states of the form
|Ψe〉 allow interferometry at the Heisenberg limit.

2.5 Interferometry

The goal of quantum phase estimation is to determine an unknown parameter ϕ
of a Hamiltonian Hϕ = ϕH with the highest possible accuracy. The value of ϕ is
inferred by measuring an observable O on a known input state that has evolved
under Hϕ. In a region where the function ϕ 7→ 〈O(ϕ)〉 is bijective, ϕ can be inferred
by inverting 〈O(ϕ)〉. In a realistic setup, however, 〈O(ϕ)〉 cannot be determined, as
this would require an infinite number of measurements. Instead, one uses the mean
value of the measurement results, o, as an estimate of 〈O(ϕ)〉. This will result in
an error δϕ for the parameter to be estimated, as for a given value of ϕ we have
〈O(ϕ)〉 = o ±

√

Var(o). Linearizing around the real value of ϕ, it follows that the
uncertainty of ϕ is given by [83, 84]

〈(δϕ)2〉 =
Var(O)

|∂〈O〉/∂ϕ|2 , (2.49)

where Var(O) = 〈O2〉−〈O〉2, and we have used the fact that for many measurement
Var(O) = Var(o) holds. Further, it can be shown that the minimal uncertainty of ϕ
is bounded by [85, 86]

〈(δϕ)2〉Var(H) ≥ 1

4ν
, (2.50)

where ν is the number times the estimation is repeated. Eq. (2.50) derives from the
Cramér-Rao bound and is asymptotically achievable in the limit of large ν.

For a given measurement scheme, i.e. for a given input state and a given observable
O, the uncertainty in ϕ can be reduced by using N identical input states and average
over the N measurement outcomes. As the preparation of a quantum state is costly,
a precision gain which has a strong dependence on N is highly desirable. If these
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Figure 2.5: Scheme of the Ramsey interferometer setup. The incoming wave function
|Ψin〉 enters a beam splitter. Then particles in the modes a†±l evolve under
the Hamiltonian H = HN defined in Eq. 2.53. At the end a particle number
measurement is performed on all particles.

probe states are independent of each other, the precision scales like 1/
√
N . This

is the so-called standard quantum limit (SQL). Using distinguishable or bosonic
systems, this limit can be beaten by a factor of

√
N by using number-squeezed

input states [87, 88, 89, 90], N -particle NOON states or maximally entangled GHZ-
states 1√

2
(|N, 0〉 + |0, N〉) [84, 91, 92, 93]. Achieving this so-called Heisenberg-limit

is the big goal of quantum metrology.

Less is known for fermionic states where number squeezing and coherent N -particle
states are prohibited by statistics. Nevertheless, there exist fermionic N -particle
state which can achieve the Heisenberg limit for phase measurements in a Mach-
Zehnder interferometer setup [94]. Taking the existence of such states as a starting
point, we show that paired fermionic states can be used as a resource for phase
estimation beyond the SQL. We will consider two different settings. The first setting
will be the standard Ramsey-interferometer setup of metrology, where the coupling
Hamiltonian is proportional to the number operator. Here, we will see that paired
states lead to a precision gain of a factor of 2 compared to separable states. The
second setup involves a more complex coupling. Here it will turn out that by using
paired states the Heisenberg limit, i.e. a phase sensitivity (δϕ)2 ∼ 1/N2, can be
achieved.

2.5.1 Ramsey interferometry with fermions

General setup We consider the standard Ramsey interferometer setup Fig. 2.5
where a state in the modes {a†kj

, a†lj}M
j=−M undergoes mode mixing at a beam splitter,

a†±kj
→ a′†kj

=
1√
2
(a†±kj

+ a†±lj
), (2.51)

a†±lj
→ a′†±lj

=
1√
2
(a†±kj

− a†±lj
), (2.52)
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before evolving under the action of the Hamiltonian

HN =
M
∑

j=1

(nlj + n−lj ). (2.53)

Finally, a particle number measurement is performed on the system, to compute the
parity

P = (−1)
P

j n
(j)
0 +n

(j)
1 , (2.54)

where n
(j)
0 = a′†kj

a′kj
and n

(j)
1 = a′†−kj

a′−kj
. According to Eq. (2.49), and using P2 = 1,

the phase sensitivity is given by

(δϕ)2 =
1 − 〈P〉2
∣

∣

∣

∂
∂ϕ
〈P〉
∣

∣

∣

2 . (2.55)

We rewrite the parity operator in a form appropriate for calculations. Noting that
the terms for different j commute, we write

P = eiπ
P

j n
(j)
0 +n

(j)
1 =

∏

j

eiπ(n
(j)
0 +n

(j)
1 ) =

∏

j

∞
∑

m=0

(iπ)m

m!

(

n
(j)
0 + n

(j)
1

)m

.

For the evaluation of the sum we use that n2
1,2 = n1,2, so that for m ≥ 2 we have

(

n
(j)
0 + n

(j)
1

)m

=

m
∑

k=0

(

m
k

)

(

n
(j)
0

)k (

n
(j)
1

)m−k

= n
(j)
0 + n

(j)
1 +

m−1
∑

k=0

(

m
k

)

n
(j)
0 n

(j)
1 .

Then

∞
∑

m=0

(iπ)m

m!

(

n
(j)
0 + n

(j)
1

)m

=

1 +
∞
∑

m=1

(iπ)m

m!

(

n
(j)
0 + n

(j)
1

)

+
∞
∑

m=2

(iπ)m

m!

m−1
∑

k=1

(

m
k

)

n
(j)
0 n

(j)
1 =

1 − 2
(

n
(j)
0 + n

(j)
1

)

+ 4n
(j)
0 n

(j)
1 ,

by evaluation of the sums. Thus,

P =

M
∏

j=1

(

1 − 2(n
(j)
0 + n

(j)
1 ) + 4n

(j)
0 n

(j)
1

)

. (2.56)

In the next Section we derive the best possible precision obtainable by using unpaired
states, and compare this result to the precision achievable by using paired states. It
will turn out that already at two-particle level paired states have more power than
the unpaired states for our setup.
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Bound on unpaired states for the standard interferometer We derive a
lower bound on the phase sensitivity when using an unpaired state of 2N particles
as input states:

Theorem 2.27. For the Ramsey interferometer described above the phase sensitivity
is bounded by

(δϕ)2 ≥ 1

2νN
, (2.57)

when an unpaired state of 2N particles is used as input state.

Proof. We will use (2.50), 〈(δϕ)2〉Var(H) ≥ 1/(4ν), to derive the bound. Hence, we
have to estimate an upper bound for the variance of the Hamiltonian HN defined in
(2.53). As HN as well as H2

N contain operators from the set A2 only, it is sufficient
to proof the bound for product states, as for every unpaired state there exists a
product state having the same expectations. In Lemma 2.4 we have shown that
for pure separable states 〈nknl〉 = |Pkl|2 − PkkPll + Pkkδkl, where P ∈ C4M×4M is
a projector of rank 2N . We arrange the indices as −lM , . . . , lM ,−kM , . . . , kM and
partition the projector P such that

P =

(

A B
B† C

)

, A,B, C ∈ C2M×2M .

As P 2 = P , we have A − A2 = BB†, and the variance of the Hamiltonian HN is
given by

Var(HN) =
2M
∑

i=1

Aii −
2M
∑

i,j=1

|Aij |2 = tr[BB†], (2.58)

as HN only involves the modes −lM . . . , lM . As rank(P ) = 2N , there exists some
unitary U such that P = UId2NU

†, where

Id2N =

( 12N 0
0 0

)

∈ C4M×4M .

Partitioning the unitary according to

U =

(

U11 U12

U21 U22

)

, Uij ∈ C2M×2M for i, j = 1, 2,

the projector P is of the form

P =

(

U11Id2NU
†
11 U11Id2NU

†
21

U21Id2NU
†
11 U21Id2NU

†
21

)

.

Using the the above representation of P and the cyclicity of the of the trace, we
can write Var(HN) = tr[ÃB̃] with hermitian matrices Ã = Id2NU

†
11U11Id2N , B̃ =

Id2NU
†
21U21Id2N . The trace can be interpreted as a scalar product maximized for

linearly dependent Ã and B̃. Exploiting the unitarity of U , one sees immediately
that the variance is maximized for Ã = c/(1 + c)Id2N , B̃ = 1/(1 + c)Id2N for some
constant c. Hence,

Var(HN) ≤ c/(1 + c)2tr[12N ] ≤ N/2.

Inserting this into Eq. (2.50), we find that (δϕ)2 ≥ 1
2νN

.
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Interferometry with two particles In a first step we show that already a two-
particle paired state can beat the bound for the phase sensitivity derived for unpaired
states (2.57). Hence pairing manifests itself as useful quantum correlation already
at the two-particle level. We show the following:

Theorem 2.28. Using the paired state

|Ψ(2)
in 〉 =

(

M
∑

j=1

αja
†
kj
a†−kj

+ βja
†
lj
a†−lj

)

|0〉, (2.59)

with normalization
∑

j |αj |2 + |βj|2 = 1 as input state for the Ramsey interferometer
described above, we can achieve an optimal phase sensitivity given by

(δϕ)2
min =

1

2
(

1 + 2
∑M

j=1 Re(αjβ̄j)
) ≥ 1

4
. (2.60)

Proof. Take |Ψ(2)
in 〉 as the input state. After an application of the beam splitter

transformation (2.51) and an evolution under the Hamiltonian (2.53), the output
state is of the form

|Ψ(2)
out〉 =

M
∑

j=1

|ψj〉,

|ψj〉 =
[

q
(+)
j

(

a†kj
a†−kj

+ e2iϕa†lja
†
−lj

)

+ q
(−)
j eiϕ

(

a†lja
†
−kj

+ a†kj
a†−lj

)]

|0〉,

where q
(±)
j = (αj ± βj)/2. For the calculation of the expectation value of the parity

operator given in (2.56), we use that terms of the form n
(j)
x n

(j′)
x′ where x, x′ = 0, 1

give vanishing expectation value for the state |Ψ(2)
out〉 if j 6= j′. Hence, the expectation

value of the parity operator simplifies to the calculation of

〈P〉 = 1 +
∑

j

〈4n(j)
0 n

(j)
1 − 2(n

(j)
0 + n

(j)
1 )〉. (2.61)

From Eq. (2.51) we see that we have to evaluate terms of the form

〈n(j)
0 + n

(j)
1 〉 =

1

2
〈nkj

+ nlj + n−kj
+ n−lj + a†kj

alj + a†ljakj
+ a†−kj

a−lj + a†−kj
a−lj〉

〈n(j)
0 n

(j)
1 〉 =

1

4
〈(nkj

+ nlj )(n−kj
+ n−lj )〉 +

1

4
〈a†kj

a†−lj
a−kj

alj + h.c.〉

+
1

4
〈a†kj

a†−kj
a−ljalj + h.c.〉 +

1

4
〈(nkj

+ nlj )(a
†
−kj

a−lj + a†−lj
a−kj

)〉

+
1

4
〈(n−kj

+ n−lj )(a
†
kj
alj + a†ljakj

)〉. (2.62)

Since (nkj
+ nlj )|ψj〉 = |ψj〉 ∀j, we obtain

〈4n(j)
0 n

(j)
1 − 2(n

(j)
0 + n

(j)
1 )〉 = 〈a†kj

a†−kj
a−ljalj + a†kj

a†−lj
a−kj

alj + h.c.〉
+ 〈(nkj

+ nlj )(n−kj
+ n−lj )〉 − 〈nkj

+ n−kj
+ nlj + n−lj〉

= −4|q(+)|2 sin2 ϕ (2.63)
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by direct calculation. Thus, the expectation value of the parity operator is given by

〈P〉 = 1 − sin2 ϕ

(

1 + 2
M
∑

j=1

Re(αjβ̄j)

)

. (2.64)

Using the formula for (δϕ)2, Eq. (2.55), we obtain (2.60).
The minimal bound of 1/4 can be obtained for a state where αk = βk ∀ k, since

in this case the normalization constraint implies 2
∑

j |αj|2 = 1.

Thm. 2.28 shows that there exist two-particle paired states exceeding the bound
on unpaired states given in (2.57). However, since for pure two-particle states pairing
is equivalent to entanglement we will study next an example where the nature of
pairing is clearly the reason for an improved phase sensitivity.

Interferometry with 2N-particle BCS-states Generalizing this result, it fol-
lows immediately that states of the form |Ψ(2)

in 〉⊗N , will lead to a phase sensitivity

(δϕ)2
min = 1/

[

2N(1 + 2
∑M

j=1 Re(αj β̄j))
]

. In this Section we will show that the same

result can be achieved using BCS-states.

Theorem 2.29. Take the paired state

|Ψ(2N)
in 〉 = c′

(

M
∑

j=1

αja
†
kj
a†−kj

+ βja
†
lj
a†−lj

)N

|0〉, (2.65)

where we use the normalization condition
∑

j |αj|2 + |βj |2 = 1 as the input state for
the Ramsey type interferometer defined above. Then the optimal phase sensitivity is
given by

(δϕ)2 =
1

2N̄(1 + 2
∑

j Re(αjβ̄j))
. (2.66)

Proof. As in previous Sections we will use the correspondence to the Gaussian state

|Ψ(2N̄)
in,Gauss〉 = c exp

[

M
∑

j=1

αja
†
kj
a†−kj

+ βja
†
lj
a†−lj

]

|0〉

= c
∏

j

(1 + αja
†
kj
a†−kj

)(1 + βja
†
lj
a†−lj

)|0〉

where |N − N̄ | ≪ N̄ for the calculation. After the state has passed through the
interferometer, it has transformed into the output state

|Ψ(2N̄)
out,Gauss〉 =

∏

j

[

1 + q
(+)
j (a†kj

a†−kj
+ a†lja

†
−lj

) + q
(−)
j (a†lja

†
−kj

+ a†kj
a†−lj

) + αjβja
†
kj
a†−kj

a†lja
†
−lj

]

|0〉.
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Since |Ψ(2N̄)
out,Gauss〉 is a product of terms with support in disjoint subspaces of modes

±kj ,±lj , we can evaluate each factor 1 − 2(n
(j)
0 + n

(j)
1 ) + 4n

(j)
0 n

(j)
1 of the parity

operators P (2.56) independently. Making use of (2.62) and the fact that

〈(nkj
+ nlj )(a

†
−kj

a−lj + a†−lj
a−kj

)〉 = 〈a†−kj
a−lj + a†−lj

a−kj
〉

the expectation value of the parity operator is readily computed to be

〈P〉Gauss =
∏

j

(1 − |c|2|αj + βj|2 sin2 ϕ).

We expand the last expression for small values in ϕ and obtain

〈P〉 = 1 − ϕ2|c|2
∑

j

|αj + βj |2.

As only number operators are involved, 〈P〉Gauss ≈ 〈P〉N , where 〈. . .〉N denotes

the expectation value of P for the state |Ψ(2N)
in 〉. With the help of (2.49) we obtain

(δϕ)2 =
1

2|c|2∑j |αj + βj |2.

Using N̄ = |c|2∑k |αk|2 + |βk|2 = |c|2, one arrives at (2.66). The minimal value
(δϕ)2 = 1/(4N) is obtained when αj = βj ∀ j.

The above result shows that the use of paired states results in a precision gain of
up to a factor of 2 compared to the best precision obtainable for unpaired states
(2.57).

Relation to the pairing measure The pairing measure derived in Sec. 2.3.4
and 2.4.3 quantifies the precision gain obtainable by the use of paired states. To see

this, denote by |Ψ(2N̄)′
in,Gauss〉 the state after the beam splitter transformation. Then

the value of the pairing measure defined in Def. 2.18, MG(ρ) =
∑

kl |〈akal〉|2, for
this state is given by

MG

(

|Ψ(2N̄)′
in,Gauss〉

)

=
N2

2

(

1 + 2
∑

j

Re(αjβ̄j)

)

.

Comparison with Eq. (2.66) leads to the observation

(δϕ)2 =
N̄

4MG

(

|Ψ(2N̄)′
in,Gauss〉

) . (2.67)

The above relation demonstrates that MG is indeed quantifying a useful resource
present in paired states. Whether this interpretation can be extended to mixed
states will not be explored here.
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Figure 2.6: Setup which allows interferometry with paired states at the Heisenberg limit.
Particles in modes a†k and b†k evolve under the complex coupling Hamiltonian
H (for the detailed form of H refer to the text). In the end particle numbers
are measured.

2.5.2 Interferometry involving a pair-interaction Hamil-

tonian

So far we have seen that paired states lead to a gain of a factor of 2 in precision
compared to unpaired states in a Ramsey-type interferometer. This Section will
show that paired states are even more powerful and can lead to a precision gain of
a factor of N when measuring the phase of a pair-interaction Hamiltonian.

We consider a setup where two fermionic states enter the ports A and B of an
interferometer. The particles entering port A can occupy the modes {a†k}M

k=−M ,

while the particles entering through port B can occupy the modes {b†k}M
k=−M . Then

the two states evolve under the Hamiltonian Hc = H∞, HF defined in (2.78) resp.
(2.81) and a particle number measurement is performed at the end. The situation
is depicted in Fig 2.6. We will compare the power of paired states over unpaired
ones for two different settings. We start by introducing some basic notation:

Prerequisites We define pair operators P †
k = a†ka

†
−k and Q†

k = b†kb
†
−k and their

equally weighted superpositions

p†M =
1√
M

M
∑

k=1

P †
k , q†M =

1√
M

M
∑

k=1

Q†
k. (2.68)

The operators p†M and q†M fulfill the commutation relations

[p†M , pM ] = −1 +
1

M
N̂a (2.69)

[q†M , qM ] = −1 +
1

M
N̂b, (2.70)

where nk = a†kak so that Na =
∑

k(nk + n−k), and Nb =
∑

k(mk + m−k) with

nk = a†kak and mk = b†kbk being the number operators for particles in modes a†k and

b†k respectively.
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We compare the power of two paired states and two unpaired states entering
through port A and B. The bound for unpaired states will be derived again via
(2.50). Due to the structure of the input states, 〈Hc〉 and 〈H2

c 〉 are expectation
values of operators from A2, it is sufficient to compare the power of paired states to
those of separable states. As paired states we take products of BCS-states in modes
a and b,

|Ψ(M)
N 〉 = |N〉(M)

a |N〉(M)
b , (2.71)

where |N〉(M)
a = c

(M)
N (p†M)N |0〉 and |N〉(M)

b = c
(M)
N (q†M)N |0〉 with normalization con-

stant c
(M)
N = (NM !/MN )−

1
2 . The separable input state states are of the form

|ΦN〉 = |φ(2N)〉a|φ(2N)〉b, (2.72)

where |φ(2N)〉a,b are separable states in the modes a†k and b†k respectively.
After the input state has evolved under the Hamiltonian Hcϕ into the state

|Ψ(M)
N (ϕ)〉 = eiHcϕ|Ψ(M)

N 〉 an observable O is used as an estimator to determine the
parameter ϕ to a precision given by (2.49). Instead of working in the Schrödinger
picture of state evolution it turns out to be more convenient to tackle the problem
in the Heisenberg picture. There O evolves according to

O → O′ = e−iHcϕOeiHcϕ ≡ O(ϕ).

We are interested in the phase sensitivity for small ϕ, so that we can expand (2.49)
in powers of ϕ. First, an expansion of the observable O leads to

O(ϕ) = O − iϕ[Hc, O] − 1

2
ϕ2(H2

cO +OH2
c − 2HcOHc) + O(ϕ3). (2.73)

Next, if the input state |Ψ(M)
N 〉 is an eigenvector of O with eigenvalue 0, we obtain

the following simple expressions for 〈O〉 and Var(O):

∣

∣

∣

∣

∂

∂ϕ
〈O〉
∣

∣

∣

∣

2

= 4ϕ2|〈HcOHc〉|2 + O(ϕ3), (2.74)

Var(O) = ϕ2〈HcO
2Hc〉 + O(ϕ3). (2.75)

In this case the phase fluctuation (δϕ)2 simplifies to

(δϕ)2 =
〈HcO

2Hc〉
4|〈HcOHc〉|2

+ O(ϕ). (2.76)

An observable fulfilling this property is

O =

(

1

2
(p†MpM − q†MqM )

)2

≡
(

J (M)
z

)2
. (2.77)

The commutation relations for p†M and q†M (2.69) imply that in the limit of infi-
nitely many modes, M → ∞, the operators p†M and q†M become bosonic. We start
out with a scenario where the input states are in the bosonic limit and then turn
our attention to a setting where the fermionic nature is apparent.
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2.5.2.1 Bosonic limit

In this Section we consider the scenario M → ∞, i.e. we are in the limit where the
fermionic particles exhibit bosonic commutation relations. The limit is understood
for the expectation values of the operators. We consider a coupling of the form
Hc = ϕH∞ where

H∞ =
1

2
(p†∞q∞ + q†∞p∞), (2.78)

and measure (J
(z)
∞ )2.

Bound on unpaired states We start deriving the best precision for unpaired
states using (2.50). For the calculation we use a finite M for input state, coupling
Hamiltonian and measurement and then take the limit M → ∞, i.e. we take
HM = 1

2
(p†MqM + q†MpM) and (J

(M)
z )2 defined in (2.77). Then

lim
M→∞

〈φa,b|HM |φa,b〉 = 0

due to the conservation of particle number. Hence,

lim
M→∞

Var(HM) = lim
M→∞

〈H2
M〉 = lim

M→∞
(〈p†MpM〉 + 〈q†MqM〉)2 = 0,

as 〈p†MpM〉 = 1
M

∑

kl |〈P †
kPl〉|2 ≤ N/M . The last inequality results from the bound

of the pairing measure on unpaired states Thm. 2.25. The same holds for 〈q†MqM 〉.
Thus, in the limit M → ∞ the variance of H∞ vanishes. This implies that unpaired
states are of no use at all for a phase estimation in this setting, since (δϕ)2 → ∞.

Phase estimation using paired states Now we use the paired input state de-
fined in (2.71) as the input state for the interferometer. We can prove the following:

Theorem 2.30. For suitable paired input states, the interferometer depicted in Fig
2.6, where H = H∞ is defined in Eq. (2.78), allows to estimate the coupling para-
meter ϕ to a precision

(δϕ)2
inf =

1

2N2
. (2.79)

Proof. Consider the interferometric setup depicted in Fig. 2.6, where the 2N -particle
input state and the coupling Hamiltonian are defined in Eqs. (2.71) and (2.78)
respectively. We will again use a finite M for input state, coupling Hamiltonian and
measurement and then take the limit M → ∞, i.e. we use |Ψin〉 = |N〉(M)

a |N〉(M)
b ,

HM = 1
2
(p†MqM + p†MqM) and (J

(M)
z )2. In Appendix C.1 we show that

〈HM(J (M)
z )2HM〉 =

1

8
α2

Nα
2
N+1(α

2
N+1 − α2

N−1)
2,

〈HM(J (M)
z )4HM〉 =

1

32
α2

Nα
2
N+1(α

2
N+1 − α2

N−1)
4, (2.80)
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where αN =
√

N
(

1 − N−1
M

)

. Thus using (2.76), we obtain

(δϕ)2
M =

1

2α2
N+1α

2
N

+ O(ϕ).

Taking the limit M → ∞ leads to the result of the theorem.

2.5.2.2 Interferometry far from the bosonic limit

In the preceding Section we have studied the power of paired states in the bosonic
limit. The power of bosonic particles for interferometry has been known for quite
a while. Hence, the use of paired states where the fermionic nature of the particles
survives might be a more interesting question. In this Section we show that even
far from the bosonic limit paired states can achieve a precision gain of order N for
quantum metrology. To this end we consider a coupling Hamiltonian of the form
Hc = ϕHF where

HF =

∞
∑

k=1

P †
kQk + PkQ

†
k. (2.81)

Bound on product states First, we give a bound for the phase sensitivity achiev-
able by using product states at the input:

Theorem 2.31. Using product states of 2N particles as input states for the inter-
ferometric setting depicted in Fig. 2.6, the phase ϕ of the coupling Hamiltonian
Hc = ϕHF , where HF is defined in Eq. (2.81), can not be measured to a precision
better than (δϕ)2 ≥ 1/(16N).

Proof. For every product state of the form (2.72) we have 〈HF 〉 = 0 due to particle
number conservation. Hence, Var(HF ) = 〈H2

F 〉. We will bound this expectation
value:

〈H2
F 〉 =

∑

k 6=l

〈P †
kPl〉〈Q†

lQk〉 + c.c.+
∑

k

〈P †
kPk〉〈QkQ

†
k〉

≤ 2

(

∑

k 6=l

|〈P †
kPl〉|2

)1/2(
∑

k 6=l

|〈Q†
kQl〉|2

)1/2

+
∑

k

〈P †
kPk〉〈QkQ

†
k〉 + c.c. .

From Lemma 2.26 we know that
(

∑

k 6=l |〈P †
kPl〉|2

)1/2

≤
√
N . Further,

〈PkP
†
k 〉 = 〈1 − (nk − n−k)

2 − nkn−k〉 ≤ 1,
∑

k

〈P †
kPk〉 ≤ N.

Thus, Var(HF ) ≤ 2
√
N
√
N + 2N = 4N which leads immediately to our result via

(2.50).
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The power of paired states We show next that the bound derived on product
states can be beaten by a factor of

√
N using paired states.

Theorem 2.32. Using paired states of the form (2.71) as input states for the in-
terferometric setting depicted in fig. 2.6, the phase ϕ of the coupling Hamiltonian
Hc = ϕHF , with HF as in (2.81) can be measured to a precision

(δϕ)2 =
M(M − 1)

8N(M −N)(M − 1 +MN −N2)
. (2.82)

For the proof see Appendix C.2. This theorem implies (δϕ)2 ∼ 1/N2 for all
M ≥ 2N .

Concluding remarks In conclusion we have shown that paired states are a re-
source for quantum metrology. Theorem 2.32 is the main result of this Section. We
have remarked already at the beginning of this Chapter that it has been proven be-
fore that the Heisenberg limit can be achieved using fermionic particles [94]. How-
ever, these states were constructed in an abstract way, while we prove that the
BCS-states that can be created easily in an experimental setup are a very powerful
resource for quantum metrology.

2.6 Application to experiments and conclusion

In summary, we have developed a pairing theory for fermionic states. We have
given a precise definition of pairing based on a minimal list of natural requirements.
We have seen that pairing is neither equivalent to entanglement of the whole state
nor of its two-particle reduced density operator but represents a different kind of
quantum correlation. Within the framework of fermionic Gaussian states we could
give a complete solution of the pairing problem. For number conserving states we
have given sufficient conditions for the detection of pairing that can be verified by
current experimental techniques, e.g. via spatial noise correlations [95, 96, 97], and
prescribed a systematic way to construct complete families of pairing witnesses.

Another important point of our work is the utility of fermionic states for quantum
metrology. While it has been shown that fermionic states can in principle achieve
the Heisenberg limit for precision measurements in a Ramsey-type interferometer
[94], we could prove the usefulness of states that are available in the laboratory.
Furthermore, the resource leading to the improved phase sensitivity is the pairing
according to our definition and not the entanglement according to any of the existing
concepts. This observation gives hope that pairing of fermions will turn out as a
useful resource for different sorts of quantum information applications in the future.
In addition, the optimal precision for the Ramsey-type setup is proportional to the
pairing measure introduced from an intuitive picture in Secs. 2.3.4 and 2.4. This
endows the measure with an operational meaning.

Unfortunately, one of our initial motivations of giving a characterization of pairing,
the pairing debate [28, 29, 30, 31], could not be resolved so far. To do so we need
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access to the proportionality factor linking the quantity plotted in Fig. 4 of [28] to
the local pair correlation correlation function G2(r, r) = 〈Ψ†

↓(r)Ψ
†
↑(r)Ψ↑(r)Ψ↓(r)〉.

The results we have presented are just a first step in understanding pairing and
its relation to other types of quantum correlations. We hope that the pairing theory
we have developed will help to get a better understanding of correlated many-body
systems and provide a new perspective on quantum correlations, and may in addition
serve as a starting point for further inquiries. For instance, the pairing theory
developed so far has some formal analogies to the theory of generalized entanglement
[98, 99]. Furthermore, another possibility is to look for a finer characterization of
pairing. For example,

∑2
k=1 P

†
k |0〉 and

∑M
k=1 P

†
k |0〉 represent paired states of rather

different nature. Thus, the development of witnesses or measures which allow to
determine over how many modes the pairs in a given states extend is an interesting
question. Further, one could think of relating these differences to applications in
metrology or elsewhere. Next, the role of higher order correlations could be explored.
The set of unpaired states contains both separable and highly correlated states.
This is, for example, reflected in the fact that there are unpaired states which can
be transformed to paired ones by single-mode particle number measurements. For
example, the unpaired state (a†1a

†
2a

†
3 + a†4a

†
5a

†
6)|0〉 can be transformed into a paired

state by measuring particle number in mode b = a3 + a6. A theory of higher-order
correlated states could be developed along the lines discussed here: Define e.g. the
nth-order correlated those states whose expectation values on nth-order observables
cannot be reproduced by m < n-correlated states.

Up to now we have concentrated on fermionic states. But the question of pairing
in bosonic systems might be equally interesting and relevant for recent experiments
[100]. While our theoretical framework can be directly applied to the bosonic case,
the criteria for its detecting have to be adapted since bosons obey canonical com-
mutation relations. Moreover, so far we have considered finitely many modes only,
and it is an obvious question whether generalizing to an infinite dimensional single-
particle space gives rise to new phenomena.

Tools and methods from entanglement theory have been very useful in analyzing
pairing. One very important such tool, however, is missing: Positive maps. These
are transformations which do not correspond to a physical operations but neverthe-
less, when applied to a subsystem in a separable state with the rest, map density
operators to (unnormalized) density operators and thus provide strong necessary
conditions for separability. The most prominent case in the qubit case is the partial
transpose of a subsystem, that leads even to a necessary and sufficient condition
in the case of two qubits [101, 102]. Finding an analogy might prove very use-
ful for the analysis of many-body correlations. Another important object in the
theory of entanglement is the set of LOCC operations (local operations and clas-
sical communication), i.e., the operations that cannot create entanglement. In the
case of pairing, the analogous set would contain passive operations and discarding
modes, as seen above, while measurements do not belong to this set. Are there
other physical transformations that cannot create pairing? Do paired states, then,
possibly allow to implement such transformations similar to entanglement enabling
non-LOCC operations?
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Chapter 3

Quantum Simulations in
Translationally Invariant Systems

In the last Chapter we have applied concepts and methods from quantum informa-
tion theory to gain further insight into the quantum correlations of fermionic sys-
tems. From now on we focus on the possibility to obtain information on quantum
mechanical systems, especially fermions, using simulation techniques and approxi-
mation methods. Our goal is to approximate the ground and thermal states, as well
as the dynamical properties of the system.

The simulation of the time evolution of quantum mechanical many-body systems
is a daunting task, as the underlying Hilbert space grows exponentially with the
number of particles. This observation lead Feynman already in 1982 to the follow-
ing question [33]: Can physics be simulated by a universal computer?. The universal
computer he had in mind should be composed out of elements that are locally inter-
connected, as it is the case, e.g. for a cellular automaton. He noticed that quantum
mechanical systems are much more appropriate than classical ones to achieve this
task:

”Trying to find a computer simulation of physics, seems to me to be an excellent
program to follow out...And I’m not happy with all the analyses that go with just the
classical theory, because nature isn’t classical, dammit, and if you want to make a
simulation of nature, you’d better make it quantum mechanical, and by golly it’s a
wonderful problem because it doesn’t look so easy.”[33]

Following these lines, Llyod could prove in his pioneering work of 1996 [34] that
Feynman’s hypothesis was correct: Quantum computers can indeed be used to simu-
late any local quantum system, and we can efficiently simulate quantum mechanical
time evolutions—provided that we have sufficient coherent control on the system
[103]. In this direction enormous progress has been made during the last years,
in particular in systems of optical lattices [104] and ion traps [105, 106, 107, 108].
Moreover, it was realized that quantum simulators [109] are much less demanding
than quantum computers and, in fact, pioneering experiments simulating quantum
phase transitions in systems of cold atomic gases [104] have already turned some of
the vision [110] into reality.

One of the fundamental questions in the field of quantum simulations is the fol-
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lowing: Given a set of interactions we can engineer with a particular system, which
are the Hamiltonians that can be simulated? Concerning gates, i.e., discrete time
unitary evolutions, it has been shown in the early days of quantum information
theory that almost any two-qubit gate is universal [111, 112]. Similarly, any fixed
entangling two-body interaction was shown to be capable of simulating any other
two-body Hamiltonian when supplemented by the set of all local unitaries [113, 114].
The many-body analogue of this problem was solved in [115, 116] and the efficiency
of quantum simulations was studied in various contexts (cf. [117, 118, 119, 120]).

All these schemes are based on the addressing of sites, i.e., local control. Imagine
now that we have a chain in which we cannot address each particle individually but
only apply global single-particle and nearest-neighbor interactions. Can we simulate
the evolution of a next-to-nearest neighbor interaction Hamiltonian, or obtain some
long-range (e.g., dipole) coupling, or even a three-particle interaction Hamiltonian?

In our work we will concentrate on the case in which the interactions at hand are
short range and translationally invariant as it is approximately the case in different
experimental set-ups, like in the case of atoms in optical lattices or in many other
systems that naturally appear in the context of condensed matter and statistical
physics. In order to make the problem mathematically tractable and to exploit its
symmetries we will consider periodic boundary conditions, even though typically
physical systems have open ones. In this sense, our results may not be directly
applicable to certain physical situations. In any case, we expect that our work will
be a step forward to the establishment of what can and cannot be simulated with
certain quantum systems, namely spins, fermions and bosons.

This Chapter is organized as follows: In Sec. 3.1 we give a concise statement of the
problem as well as an introduction in the techniques of quantum simulation. Next,
we give some preliminaries on quadratic Hamiltonians in Sec. 3.2. Sec. 3.3 will then
treat fermionic and Sec. 3.4 bosonic systems. Both start with the one-dimensional
case which is then generalized to arbitrary dimensional cubic lattices. Finally spin
systems are addressed in Sec. 3.5.

3.1 Statement of the problem

Consider a cubic lattice of N sites with periodic boundary conditions in arbitrary
spatial dimension. Assume that we can implement every Hamiltonian from a given
set S = {H1,H2, . . .} of translationally invariant Hamiltonians and in this way
achieve every unitary time evolution of the form eiHjt for arbitrary t ∈ R. Note that
this assumes that both ±Hj are available. The question we are going to address
is the following: Which evolutions can be simulated by concatenating evolutions
generated by the elements of S?. Our main interest lies in sets which contain all
on-site Hamiltonians and specific nearest-neighbor interactions. The situation is
depicted in Fig. 3.1.

The natural language for tackling this problem is the one of Lie algebras [121, 122]
since the set of reachable interactions is given by the Lie algebra L generated by the
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Figure 3.1: One-dimensional translationally invariant lattice with periodic boundary
conditions. On-site interaction (yellow dots) and nearest-neighbor interac-
tions (dashed lines) are implemented in a translationally invariant way.

set iS. This follows from the Lie -Trotter formulae [123, 124]

eαLk+βLl = lim
n→∞

(

eαLk/neβLl/n
)n
, α, β ∈ R,

e[Lk,Ll] = lim
n→∞

(

eLk/
√

neLl/
√

ne−Lk/
√

ne−Ll/
√

n
)n

,

where Lk is a representation of the generator iHk. When applying the Lie-Trotter
formulae to the elements of iS we can obtain all commutators and real linear com-
binations of its elements, i.e., we end up with the Lie algebra generated by S.
Conversely, it follows from the Baker-Campbell-Haussdorff formula [125, 126, 127]
that all simulatable interactions can be written in this way. We will study the cases
of D-dimensional ‘spin’ systems (L ⊂ suDN ) as well as quadratic Hamiltonians in
fermionic (L ⊂ so2N) and bosonic (L ⊂ sp2N) operators. Whereas in the case of
quadratic bosonic and fermionic Hamiltonians a rather exhaustive characterization
of simulatable time evolutions is possible, a full characterization of simulatable spins
systems still remains an open problem.

3.2 Quadratic Hamiltonians

This Section will introduce the basic notions and the notation used in Secs. 3.3, 3.4.
The presentation is a collection of tools widely used in the literature on translation-
ally invariant quasi-free fermionic [128, 129, 70, 130] and bosonic [131, 132] systems.
We consider a system of N fermionic or bosonic modes characterized by a quadratic
Hamiltonian

H =
N
∑

k,l=1

Aklakal +Bklaka
†
l + Ckla

†
kal +Dkla

†
ka

†
l . (3.1)

Here, a†k and ak are creation and annihilation operators satisfying the canonical
(anti)-commutation relations

CAR: {ak, al} = 0, {ak, a
†
l} = δkl (fermions), (3.2)

CCR: [ak, al] = 0, [ak, a
†
l ] = δkl (bosons). (3.3)
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By defining a vector α = (a1, . . . , aN , a
†
1, . . . a

†
N ) and a Hamiltonian matrix

H̃ =

(

A B
C D

)

(3.4)

Eq.(3.1) can be written in the compact form H = αH̃αT . The Hermiticity of H
implies the relations

B = B†, C = C† , A = D†. (3.5)

We will identify Hamiltonians which differ by multiples of the identity as they give
rise to undistinguishable time evolutions. The commutation relations can then be
exploited to symmetrize the Hamiltonian matrix H̃ such that

A = τAT , D = τDT , B = τCT , (3.6)

where τ = 1 for bosons and τ = −1 in the case of fermions. Instead of working
with 2N creation and annihilation operators it is often convenient to introduce 2N
hermitian operators ck via

ck = (a†k + ak)/
√

2, ck+N = i(a†k − ak)/
√

2. (3.7)

In the case of fermions these are the Majorana operators obeying the anti-
commutation relation

{ck, cl} = δkl. (3.8)

For bosons the ck are the position and ck+N momentum operators, and the commu-
tation relations can be expressed in terms of the symplectic matrix σ via

[ck, cl] = iσkl, σ =

(

0 1
−1 0

)

, 1 ∈ R
N×N . (3.9)

Eq. (3.1) can now be written in the form

H =

√
τ

2

∑

k,l

Hklckcl, H =

(

X W
τW T Y

)

. (3.10)

Exploiting again the commutation relations we can choose the Hamiltonian matrix
H real and (anti-) symmetric with H = τHT . The Hamiltonian matrices of the two
representations are related via

H̃ =

√
τ

4

(

X − Y − i(W + τW T ) X + Y + i(W − τW T )
X + Y − i(W − τW T ) X − Y + i(W + τW T )

)

.

Time evolution

We are interested in time evolutions generated by quadratic Hamiltonians of the
form in Eq. (3.1). These are canonical transformations which preserve the (anti-)
commutation relations and act (in the Heisenberg picture) linearly on the ck’s:

eiHtcke
−iHt =

N
∑

l=1

Tlkcl . (3.11)
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In the fermionic case the CAR are preserved iff T ∈ O(2N) is an element of the
orthogonal group in 2N dimensions. This group has two components corresponding
to elements with determinant ±1. As time evolution has to be in the part connected
to the identity (for t = 0) we have that T ∈ SO(2N) is an element of the special
orthogonal group. For bosons the preservation of the commutation relations implies
that T is a symplectic matrix, i.e. TσT T = σ. Both groups SO(2N) and Sp(2N)
are Lie groups and we can express T in terms of the exponential map acting on the
respective Lie algebra, i.e., T = etL. We use the infinitesimal version of Eq. (3.11)
to derive a simple relation between the generator L and the Hamiltonian matrix H .
We make use of the Baker-Campbell-Hausdorff formula

eiABe−iA =

∞
∑

m=0

1

m!
[A,B]m, (3.12)

where [A,B]m = [A, [A,B]m−1] and [A,B]0 ≡ B, and expand to first order in ∆t.
For fermions, this leads to

eiH∆tcke
−iH∆t = ck − ∆t

∑

k,l

Hlkcl + O
(

(∆t)2
)

(3.13)

while for bosons we obtain

eiH∆tcke
−iH∆t = ck + ∆t

∑

k,l

(HσT )lkcl. (3.14)

As T = e∆tL
∑

kl(δkl + ∆tLlk)cl, we can immediately read off

L = −H, for fermions (3.15)

L = HσT for bosons. (3.16)

Translationally invariant systems

We will throughout consider translationally invariant systems on cubic lattices in
d spatial dimensions with periodic boundary conditions. Hence, the indices of
the Hamiltonian matrix Hkl which correspond to two points on the lattice are d-
component vectors k, l ∈ Z

d
m where m is the edge length of the cube, i.e., N = md.

The translational invariance is expressed by the fact that the matrix elements Gkl,
of the blocks G ∈ {X, Y,W} of H depend only on the relative distance k− l. Taking
into account the periodic boundary conditions, k−l is understood modulo m in each
component. Such matrices are called circulant, and we will denote by CA and CS the
set of circulant symmetric and antisymmetric matrices, respectively. All circulant
matrices can be diagonalized simultaneously by Fourier transformation [73]

Ĝ ≡ F⊗dGF †⊗d = diag





∑

k∈Zd
m

Gke
− 2πi

m
kl





l

, (3.17)

Fpq =
1√
m
e

2πi
m

pq, p, q ∈ Zm, (3.18)
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where Gk ≡ Gk,0 is the entry of the k-th off-diagonal of the matrix G. It follows
from (3.17) that all circulant matrices mutually commute.

3.3 Simulations in fermionic systems

In this Section we study the set of interactions that can be simulated in a trans-
lationally invariant fermionic system starting with quadratic local transformations
and nearest neighbor-interactions. Making use of the fact that the blocks X, Y and
W in Eq. (3.10) mutually commute we calculate the commutator L′′ = [L,L′] of two
generators L and L′ given by

L(′) =

(

X(′) W (′)

−W (′)T Y (′)

)

, (3.19)

and obtain

L′′ =

(

X ′′ W ′′

−W ′′T −X ′′

)

, (3.20)

X ′′ = W ′W T −WW ′T ,

W ′′ = W (Y ′ −X ′) −W ′(Y −X).

Note that by Eq. (3.20) every commutator has the symmetry Y ′′ = −X ′′. Hence,
if we start with a set S of Hamiltonians with corresponding generators SL =
{L1, L2, . . .}, then every element of the generated Lie algebra L has this form up to
linear combinations of elements in SL. On the level of Hamiltonians this symmetry
corresponds to real tunneling/hopping coefficients Bkl = −Clk ∈ R in Eq. (3.1).
We will denote by R the vector space of all matrices of the form (3.19) for which
Y = −X.

Let us now introduce the elements of the set SL corresponding to all local Hamil-
tonians and specific nearest-neighbor interactions. Every generator L of a local
Hamiltonian is proportional to

E =

(

0 1
−1 0

)

. (3.21)

For giving an explicit form to the nearest-neighbor interaction, we define a matrix
M (v) via

M
(v)
kl = δl,k+v, (3.22)

where v, k, l ∈ Zd
m and the addition is modulo m in each of the components. This

leads to the properties

M (v1)M (v2) = M (v1+v2), M (0) = 1. (3.23)
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Moreover, we define the matrices

M
(v)
+ = M (v) +M (−v), M

(v)
− = M (v) −M (−v), (3.24)

H
(v)
X =

(

M
(v)
− 0

0 −M
(v)
−

)

, (3.25)

H
(v)
W (±) =

(

0 M
(v)
(±)

M
(v)T
(±) 0

)

, (3.26)

where the indices X and W refer to a non-vanishing X- and W -block respectively.
Denoting by ei ∈ Zd

m the basis vectors (ei)j = δij , every Hamiltonian matrix corre-
sponding to a nearest-neighbor interaction along ei is of the form

H0 ≡
(

X0 W0

−W T
0 Y0

)

=

(

xM
(ei)
− wM (ei) + w̃M (−ei)

−(w̃M (ei) + wM (−ei)) yM
(ei)
−

)

, (3.27)

where x, y, w, w̃ ∈ R. We will now start studying one-dimensional systems and then
generalize to the d-dimensional case.

3.3.1 Simulations in one-dimensional fermionic systems

In this Section we consider quadratic fermionic Hamiltonians with translational
symmetry on a ring ofm sites. We will give an exhaustive characterization of nearest-
neighbor Hamiltonians which are universal for the simulation of all interactions
obeying the symmetry Y = −X, when supplemented by all on-site Hamiltonians.
The results depend on whether m is even or odd.

Theorem 3.1. Consider a translationally invariant fermionic systems of m sites
on a ring with periodic boundary conditions. Starting with all one-particle transfor-
mations which are proportional to the matrix E defined in (3.21) and one nearest-
neighbor interaction H0 of the form (3.27) we can simulate the following set of
interactions depending on the symmetry properties of X0, Y0 and W0:

1. m = 2n+ 1 odd:

(a) X0 = Y0,W0 ∈ CS: No further interaction can be simulated.

(b) X0 6= Y0 or W0 /∈ CS: The space R (i.e. X = −Y ) can be simulated.

2. m = 2n even:

(a) X0 = Y0,W0 ∈ CS: No further interaction can be simulated.

(b) W0 ∈ CA or W0 = 0: The space spanned by

I ≡ {H((2k−1)e1)
X , H

(2ke1)
W+ , H

((2k−1)e1)
W− }k∈N

can be simulated. (For the definition of HX and HW see Eqs. (3.25),
(3.26) ).
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(c) W0 /∈ CA, H0 ∈ R: The space R can be simulated.

(d) W0 /∈ CA, H0 /∈ R: The space spanned by

J ≡ {H(ke1)
X , H

(2ke1)
W , H

((2k−1)e1)
W −H

((2(k−1)−1)e1)
W }k∈N

can be simulated.

Proof. For the proof we will need the relations

[H
(ke1)
X , E] = 2H

(ke1)
W− , (3.28)

[E,H
(ke1)
W ] = H

(ke1)
X , (3.29)

[H
(ke1)
X , H

(le1)
X ] = 0, (3.30)

[H
(ke1)
X , H

(le1)
W ] = 2(H

((l+k)e1)
W −H

((l−k)e1)
W ), (3.31)

[H
(ke1)
W , H

(le1)
W ] = H

((l−k)e1)
X . (3.32)

For X0 = Y0,W0 ∈ CS , [H0, E] = 0 according to (3.20) so that we cannot simulate
any further interaction (up to multiples of E). This proves (1a) and (2a).

If W0 /∈ CS or X0 6= Y0, we will show in the first step by induction over k that the
set I defined in (2b) can be simulated. For k = 1, we can get H

(e1)
X and H

(e1)
W− by

taking the commutator of H0 with the one-particle transformation E: If W0 ∈ CS,
then [H0, E] ∼ H

(e1)
W− and H

(e1)
X can be obtained using (3.29). If X0 = Y0, then

[H0, E] ∼ H
(e1)
X and we get H

(e1)
W− by (3.28). If W0 /∈ CS and X0 6= Y0, then

[H0, E]/(w̃0 − w) + [[H0, E], E]/2(x0 − y0) ∼ H
(e1)
W−,

and according to (3.29) we also get H
(e1)
X . From (3.31) we see that we get

H
(2e1)
W+ = [H

(e1)
X , H

(e1)
W−]/2 + 2E.

Now let k ≥ 1. Using (3.31) and (3.29) we get

[H
(e1)
X , H

(2ke1)
W+ ] +H

((2k−1)e1)
W− = H

((2(k+1)−1)e1)
W− ,

which implies that we also get H
((2(k+1)−1)e1)
X . As

[H
(e1)
X , H

((2(k+1)−1)e1)
W− ] +H

(2e1)
W+ = H

(2(k+1)e1)
W+ ,

we have shown that we can simulate I. Using the relations (3.28) - (3.32), we see
that I is closed under the commutator bracket.

If m = 2n + 1, I is a basis of all possible interactions of the space R because of
the periodic boundary conditions. To see this, define for an arbitrary k the number

k′ = k+n+1. As 2k′modm = 2k+1, we see that H
((2k′−1)e1)
X = H

(2ke1)
X , H

((2k′−1)e1)
W− =

H
(2ke1)
W− and H

(2k′e1)
W+ = H

(2(k+1)e1)
W+ , which proves (1b).

Now let m = 2n. If W0 ∈ CA or W0 = 0, then

H0 = H̃ + w0H
(e1)
W , H̃ =

(

x0M
(e1)
− 0

0 y0M
(e1)
−

)

/∈ I.
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The elements of I are the only ones that can be simulated as

[H̃,H
(le1)
W± ] = (x0 − y0)[H

(e1)
X , H

(le1)
W± ] ∈ I,

where l = 2k, 2k − 1 respectively and H̃ commutes with H
((2k−1)e1)
X . This proves

(2b).

If W0 /∈ CA and H0 ∈ R, then

H0 = x0H
(e1)
X − w̃0H

(e1)
W− + (w0 + w̃0)H

(e1)
W ,

so that we can extract H
(e1)
W . According to (3.31)

[H
((2k−1)e1)
X , H

(e1)
W ] = 2(H

(2ke1)
W −H

(−2(k−1)e1)
W ),

so that we can get H
(2ke1)
W as H

(0)
W = E, and we can simulate H

(2ke1)
X using (3.29).

It remains to show that we can simulate H
((2k−1)e1)
W . Note that the possibility of

simulating H
(ke1)
W implies that we can get H

(−ke1)
W , as

H
(ke1)
W + [[H

(ke1)
W , E], E]/2 = H

(−ke1)
W .

According to (3.32)

[H
(e1)
W , H

(2ke1)
W+ ] = H

((2k+1)e1)
W +H

(−(2k−1)e1),
W

so that we can get H
((2k−1)e1)
W as H

(−e1)
W is available. This proves (2c).

Finally we consider the case where W0 /∈ CA and H0 /∈ R. Then

H0 = H̃ + w̃0H
(e1)
W−,

H̃ =

(

X0 (w0 + w̃0)M
(e1))

−(w0 + w̃0)M
(−e1) Y0

)

/∈ I.

We will now calculate the commutator of H̃ with all elements of I in order to see if
we get additional interactions. From

[H̃,H
((2k−1)e1)
X ] = −2(w0 + w̃0)H

(2ke1)
W−

we see that we can get H
(2ke1)
W , as H

(2ke1)
W+ ∈ I and using (3.29) we get H

(2ke1)
X . As

[H
(ke1)
X , H

(2le1)
W ] = 2(H

((2l+k)e1)
W −H

((2l−k)e1)
W ),

we have shown that the set J can be simulated. Using (3.28)-(3.32), we see that
{J , H̃} is closed under the commutator bracket, which proves (2d).
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2e1

2e2

Figure 3.2: Two-dimensional fermionic lattice with box B2 (see proof of Thm. 3.2).
The interactions along e1 and e2 (solid arrows) are used to simulate the
interactions in the direction 2(e1 + e2) (dashed arrow).

3.3.2 Simulations in d-dimensional fermionic systems

This Section will generalize the previous results to systems in d spatial dimensions.
The following theorem shows that certain nearest-neighbor interactions are universal
for simulating the space R (i.e. Y = −X) on a d-dimensional cube.

Theorem 3.2. Consider a fermionic systems on a d-dimensional translationally
invariant cubic lattice with md sites and periodic boundary conditions. Then the fol-
lowing sets of nearest-neighbor interactions together with all on-site transformations
are complete for simulating the space R:

1. m = 2n+ 1 odd:

H
(ei)
0 =

(

xiM
(ei)
− wiM

(ei) + w̃iM
(−ei)

w̃iM
(ei) + wiM

(−ei) yiM
(ei)
−

)

,

where i = 1, . . . , d, xi 6= yi or wi 6= w̃i for all i.

2. m = 2n even: d interactions H
(ei)
0 of the above form where xi = −yi, wi 6= −w̃i

for all i and 2d interactions of the form H
(
Pd

i=1 ciei)
W , ci ∈ {0,±1}.

Proof. We start with an odd number of fermions, m = 2n + 1. For the proof we
will consider interactions with a maximal interaction range in each direction ei of
the lattice. To do so, we define for every integer z ∈ N the d-dimensional cube
of edge length 2z, Bz = {v ∈ Zd

m| ‖v‖∞ ≤ z}. Then a Hamiltonian H(v(z)) where

v(z) = (v
(z)
1 , . . . , v

(z)
d ) ∈ Bz couples a given lattice site s only with sites which lie

in a cube of edge size 2z with s in its center. We will show by induction over z
that H

(v)
X and H

(v)
W can be simulated. We start with a minimal edge length of 2,

i.e. z = 1 and define Nv = {i | |vi| = 1} with cardinality |Nv|. We will show that
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H
(v(1))
X , H

(v(1))
W can be simulated for |Nv(1) | = 1, . . . , d, i.e., for an arbitrary number

of non-vanishing components of the vector v(1). For |Nv(1)| = 1, the vector v(1) has
only one non-vanishing component v(1) = ±ei, and the situation is as the one of
theorem 3.1. Hence H

(±ei)
X and H

(±ei)
W can be simulated for arbitrary i. Now let

|Nv(1) | = r > 1, j ∈ Nv(1) , i.e. we want to simulate an interaction in the direction of
the diagonals as depicted in Fig. 3.2. As |N

v(1)−v
(1)
j ej

| = r− 1 we know by induction

over the cardinality of Nv(1) that H
(v(1)−v

(1)
j ej)

W can be simulated. Then we get H
(v(1))
X

as

[H
(−v

(1)
j ej)

W , H
(v(1)−v

(1)
j ej)

W ] = H
(v(1))
X ,

and H
(v(1))
W can be obtained according to Theorem 3.1. Now we consider boxes with

edge length bigger than 2 assuming that H
(v(z))
X and H

(v(z))
W can be constructed for

all v(z) ∈ Bz, and let v(z+1) = (v
(z+1)
1 , . . . , v

(z+1)
1 ) ∈ Bz+1. First we show that there

exist p(z), q(z) ∈ Bz such that p(z) + q(z) = v(z+1), p(z) − q(z) ∈ Bz (see Fig. 3.3).

Therefore we define the set Zv = {i||v(z+1)
i | = z + 1}. If we take q(z) =

∑

i∈Zv

vi

|vi|ei

and p(z) = v(z+1) − q(z) then by definition p(z), q(z) ∈ Bz and p(z) + q(z) = v(z+1).
As for all i ∈ Zv we have |(p(z) − q(z))i| = (|vi| − 2) ≦ z − 1 and for all i /∈ Zv

we have |(p(z) − q(z))i| = (|vi|) ≦ z, it follows that p(z) − q(z) ∈ Bz. Using now the
commutator relation

[H
(q(z))
X , H

(p(z))
W ] = 2(H

(v(z+1))
W −H

(p(z)−q(z))
W ),

(see Eq.(3.31)) we obtain that H
(v(z+1))
W can be simulated, and from (3.29) we know

that we also get H
(v(z+1))
X .

Now consider the case where m = 2n. If xi = −yi, w0 6= −w̃i ∀i, we can simulate
H

(kei)
X and H

(kei)
X for all i and k according to Theorem 3.1 (2c). Like in the case

m = 2n + 1 we can simulate H
(kv(1))
X for all v(1) ∈ B1, but according to Theorem

3.1 (2b) simulating H
(kv(1))
W seems not to be possible. So we include these nearest-

neighbor interactions in our initial set. The rest of the proof is then like in the case
m = 2n+ 1, and we see that the space R can be simulated.

3.4 Simulations in bosonic systems

In the following Section we will study simulations in translationally invariant bosonic
systems using quadratic on-site Hamiltonians and nearest-neighbor interactions. Ac-
cording to Eq. (3.16) the generators are of the form

L = σT

(

−W Y
−X W

)

,
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v
(z+1)

p
(z)

q
(z)

Figure 3.3: Boxes Bz and Bz+1. Any vector v(z+1) ∈ Bz+1 can be decomposed into a
sum of vectors from Bz, i.e., v(z+1) = p(z) + q(z) where p(z), q(z) ∈ Bz, such
that q(z) − p(z) ∈ Bz (see proofs of Thms. 3.2 and 3.4).

and their commutator L′′ = [L,L′] is given by

L′′ =

(

−W ′′ Y ′′

−X ′′ W ′′T

)

, (3.33)

X ′′ = −X ′(W +W T ) +X(W ′ +W ′T ), (3.34)

Y ′′ = Y (W ′ +W ′T ) − Y ′(W +W T ), (3.35)

W ′′ = W ′′T = X ′Y −XY ′. (3.36)

As in the fermionic case all commutators obey a symmetry which is in this caseW ′′ =
W ′′T corresponding to reflection symmetry (point symmetry) of the Hamiltonian
and we will denote the vector space of all point symmetric Hamiltonians by P. This
means that all simulated interactions are point symmetric up to linear combinations
of the initial Hamiltonians.

Every generator L of an arbitrary on-site Hamiltonian is of the form

E(xE ,yE ,wE) =

(

−wE1 yE1
−xE1 wE1 ) , xE , yE, wE ∈ R. (3.37)

Generators corresponding to a nearest-neighbor interaction along an axis ei are of
the form

L(ei) =

(

−W Y
−X W T

)

=

(

−wM (ei) + w̃M (−ei) yM
(ei)
+

xM
(ei)
+ w̃M (ei) + wM (−ei)

)

, (3.38)

where x, y, w, w̃ ∈ R and M (v) has been defined in (3.22).

We define L
(v)
W =

(

−M
(v)
+

)

⊕M
(v)
+ and

L
(v)
X =

(

0 0

−M (v)
+ 0

)

, L
(v)
Y =

(

0 M
(v)
+

0 0

)

, (3.39)

where the indices X, Y and W correspond to a non-zero X-, Y - and W-block re-
spectively.
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3.4.1 Simulations in one-dimensional bosonic systems

In this Section we show that for one-dimensional bosonic systems an arbitrary
nearest-neighbor interaction is complete for simulating the vector space P (i.e.
W = W T ) when supplemented by all on-site Hamiltonians.

Theorem 3.3. Consider bosonic systems with quadratic Hamiltonians on a one-
dimensional translationally invariant lattice with periodic boundary conditions. The
set of all possible one-mode transformations E(xE ,yE ,wE) in (3.37) together with one
arbitrary nearest-neighbor interaction given by L in Eq.(3.38) is universal for simu-
lating the space P of all point symmetric interactions.

Proof. First we will show that an arbitrary interaction with X = Y = 0,W = W T

can be brought from the W -block in the X and Y -block:

[(

−W 0
0 W

)

,

(

0 −1
2

0 0

)]

=

(

0 W
0 0

)

, (3.40)

[(

−W 0
0 W

)

,

(

0 0
−1

2
0

)]

=

(

0 0
−W 0

)

. (3.41)

Thus it is sufficient to show that an arbitrary W -block can be obtained. Let us start
with a nearest-neighbor interaction of the form L

(e1)
Y . As

[L
(e1)
Y , E(1,0,0)] = L

(e1)
W

we also get L
(e1)
X according to (3.40). Now [L

(e1)
Y , L

(e1)
X ]−2E(0,0,1) = L

(2e1)
W , so that we

also get L
(2e1)
X and L

(2e1)
Y . As [L

(ke1)
Y , L

(e1)
X ] = L

((k+1)e1)
W + L

((k−1)e1)
W we can simulate

P.
Finally it remains to show that we can get L

(e1)
Y from an arbitrary nearest-neighbor

interaction. If y 6= 0 in (3.38), then [[L(e1), E(0,0,1/2)], E(−1,0,0)] = yL
(e1)
W so that we get

L
(e1)
Y according to (3.40). If y = 0, x 6= 0, then [[L(e1), E(0,0,1/2)], E0,1,0] = xL

(e1)
W and

we get L
(e1)
Y as before. If x = y = 0, w 6= 0, then [L(e1), E(0,−1,0)] = (w+ w̃)L

(e1)
Y .

3.4.2 Simulations in d-dimensional bosonic systems

The following generalizes the previous result to cubic lattices in arbitrary spatial
dimensions in cases where nearest neighbor interactions along all axes and diagonals
are available.

Theorem 3.4. Consider a system of bosonic modes on a d-dimensional trans-
lationally invariant lattice with periodic boundary conditions. The set of all on-
site transformations together with all nearest-neighbor interactions corresponding to
L(
P

i ciei), ci ∈ {0,±1}, i = 1 . . . , d with L as in Eq. (3.38) is complete for simulating
the space P of all possible point symmetric interactions.

Proof. Like in the d-dimensional fermionic case let Bz = {v|‖v‖∞ ≤ z}, z ∈ N, v(z) ∈
Bz. From Thm. 3.3 we know that it is sufficient to show that L

(v)
W can be simulated
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for arbitrary v. By induction over z we will show that L
(v(z))
W can be simulated for

all v(z) ∈ Bz. For z = 1 we know from Thm. 3.3 that all interactions described by
v(1) ∈ B1 can be simulated as we have chosen our initial Hamiltonians appropriately.

Now assume that L
(v(z))
W can be simulated for all v(z) ∈ Bz, and let v(z+1) ∈ Bz+1.

Then there exist p(z), q(z) ∈ Bz such that p(z) + q(z) = v(z+1), p(z) − q(z) ∈ Bz (see
Fig. 3.3). As

[L
(p(z))
X , L

(q(z))
Y ] = L

(v(z+1))
W − L

(p(z)−q(z))
W ,

we can simulate L
(v(z+1))
W .

3.5 Simulations in spin systems

In this Section we will consider translationally invariant quantum lattice systems
where a D-dimensional Hilbert space is assigned to each of the sites. We refer to
these systems as spins although, of course, the described degrees of freedom do not
have to be spin-like. The main result of this Section is that within the translationally
invariant setting universal sets of interactions cannot exist. These results are based
on the following Lemma involving Casimir operators, i.e., operators which commute
with every element of the Lie algebra [121, 122]:

Lemma 3.5. Consider a Lie-Algebra L and subalgebra L′ = [L,L]. Let SL be a set
of generators for L and C a Casimir operator of L fulfilling

tr[CG] = 0 ∀G ∈ SL \ L′. (3.42)

Then for every K ∈ L we have that tr[CK] = 0.

Proof. Every K ∈ L can be written as

K =
∑

L∈L′

αLL+
∑

G∈SL\L′

βGG , αL, βG ∈ C. (3.43)

Since we can write any L ∈ L′ as L = [L1, L2], Li ∈ L we have that

tr[CL] = tr[C[L1, L2]] = tr[[CL1, L2]] = 0

where we have used that C is a Casimir operator, i.e., ∀L ∈ L : [C,L] = 0. Hence
if we take the trace of Eq. (3.43) with C we get

tr[CK] =
∑

G∈SL\L′

βGtr[CG]

which vanishes according to the assumption in Eq. (3.42).

Let us now exploit Lemma 3.5 in the translationally invariant setting in order to
rule out the universality of interactions corresponding to certain sets of generators
SL. The following results are stated for one-dimensional systems but they can be
applied to d-dimensional lattices by grouping sites in d− 1 spatial dimensions.
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We use Casimir operators of the form

C =
m
∑

k=1

γkT
k , γk ∈ C , (3.44)

where T |i1, i2, . . . , im〉 = |i2, i3, . . . , im, i1〉 is the translation operator which shifts
the lattice by one site. To simplify notation we define an operator

τ(X) =
m
∑

j=1

T jXT †j , (3.45)

which symmetrizes any operator X with respect to the translation group. If X does
not act on the entire lattice we will slightly abuse notation and write X instead of
X ⊗ 1⊗ · · · ⊗ 1.
Theorem 3.6. Consider a translationally invariant spin system on a ring of length
m. If f is a non-trivial factor of m then there is no universal set of Hamiltonians
with interaction range smaller than f which generates all translationally invariant
interactions. In particular if m is even, nearest-neighbor interactions cannot gener-
ate all next-to-nearest neighbor Hamiltonians.

Proof. Let us introduce a basis of the Lie algebra suDm of the form iσj1 ⊗ · · ·⊗ σjm
,

jk ∈ ZD2 where σk is traceless except for σ0 = 1 and tr[σ2
k] = 2 for all k > 0. For

D = 2 these are the Pauli matrices

σ1 =

(

0 1
1 0

)

, σ2 =

(

0 −i
i 0

)

, σ3 =

(

1 0
0 −1

)

, (3.46)

and for D > 2 we can simply choose all possible embeddings thereof. Let m = f · f ′

and consider a Casimir operator of the form in Eq. (3.44) with γk = δk,f , i.e., C = T f .
We first show that for every Hamiltonian H ∈ suDm with interaction range smaller
than f we have tr[CH ] = 0. To see this note that the shift operator T f contracts
the trace of a tensor product as

tr
[

T fσj1 ⊗ · · · ⊗ σjm

]

=

f
∏

β=1

tr

[

f ′−1
∏

α=0

σj(β+αf)

]

. (3.47)

In order to arrive at formula (3.47) expand the translation operator T f in the com-
putational basis

T f =
∑

i1,...,im

|i1 . . . im〉〈im−(f−1)im−(f−2) . . . i1 . . . im−f |,

and find that

tr
[

T fσj1 ⊗ · · · ⊗ σjm

]

=
∑

i1,...,im

〈im−(f−1)|σj1 |i1〉〈im−(f−2)|σj2|i2〉 . . . 〈im−f |σjm
|im〉.
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Rearranging the order of the factors and using (f ′ − 1)f = m− f leads to

f
∏

β=1

∑

iβ ,if+β,...

〈im−(f−β)|σjβ
|iβ〉〈iβ|σj(f+β)

|if+β〉 · . . .

. . . · 〈i(f ′−2)f+β |σj((f ′−1)f+β)
|i(f ′−1)f+β〉 =

f
∏

β=1

tr

[

f ′−1
∏

α=0

σj(β+αf)

]

.

If the interaction range of H is smaller than f then it can be decomposed into
elements of the form τ(σi1 ⊗ · · · ⊗ σif ). Since σk is traceless for all k > 0, all these
terms amount to a vanishing trace in Eq. (3.47) so that we have indeed tr[CH ] = 0.
This means we can apply Lemma 3.5 to the set SL corresponding to all interactions
with range smaller than f .

Now consider a two-body interaction between site one and site f + 1 of the form
H̃ = τ

(

σ
(1)
j σ

(1+f)
j

)

. From Eq. (3.47) we get

tr[CH̃ ] = mtr[σ
(1)
j σ

(1+f)
j ]

f
∏

β=2

tr[1] = 2mDf ,

such that by Lemma 3.5 we conclude that H̃ cannot be simulated.

The following shows that a universal set of nearest-neighbor interactions cannot
exist irrespective of the factors of m:

Theorem 3.7. Consider a ring of length m. Then the set SL corresponding to all
on-site Hamiltonians and nearest-neighbor interactions is not universal for simulat-
ing all translationally invariant Hamiltonians. In particular for D = 2 a product
Hamiltonian

H = τ
(

σj1 ⊗ · · · ⊗ σjm

)

(3.48)

cannot be simulated if σ1, σ2 and σ3 all occur an odd number of times.

Proof. We use the Casimir operator C = T − T † and the set of generators SL =
i{τ(σk ⊗ σl)} ⊂ su2m . As tr[CG] = 0 for all G ∈ SL we can again apply Lemma
3.5. Consider now the above product Hamiltonian H or if D > 2 its embedding
respectively. Using Eq. (3.47) with f = 1, f ′ = m we obtain

tr[CH ] = mtr

[

m
∏

k=1

σik −
m
∏

l=1

σT
il

]

. (3.49)

Since σT
i = (−1)δi,2σi and by assumption σ2 appears an odd number of times we get

tr[CH ] = 2mtr
[
∏m

k=1 σik

]

which is non-zero iff σ1 and σ3 appear and odd number
of times as well.

Clearly, one can derive other no-go theorems in a similar manner from Lemma 3.5.
However, we end this Section by providing some examples of interactions which can
be simulated. For this we define gkl = τ(σk ⊗ σl).
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Theorem 3.8. Consider a translationally invariant system of m qubits (D = 2) on a
ring. By using on-site Hamiltonians and nearest-neighbor interactions the following
interactions can be simulated:

τ(σi ⊗ σi ⊗ σi), (3.50)

J
(rj)
ij = τ(σi ⊗ σj ⊗ . . . σj ⊗ σi), (3.51)

where i, j ∈ {1, 2, 3} and rj denotes the number of σj matrices. Moreover, for
m = 5 one can simulate next-to-nearest neighbor interactions of the form Ni =
τ(σi ⊗ 1⊗ σi ⊗ 1⊗ 1).
Proof. We will restrict our proof to the pairs i = 1, j = 2 as the other interactions
can be obtained in an analogous way. We start proving (3.50). The Hamiltonian
(3.50) can be simulated due to [g21, g13]/(2i) = τ(σ1 ⊗ σ1 ⊗ σ1). For proving (3.51),

we start with [g13, g11]/(2i) = J
(1)
12 . As [J

(r2)
12 , g31]/(2i) = J

(r2−1)
12 −J

(r2+1)
12 , J

(0)
12 = g11,

we have shown (3.51).
Now we will prove that the next-to-nearest neighbor interaction can be achieved

for m = 5, i = 1 (i = 2, 3 follow similarly). Using (3.51), we see that τ(σ1 ⊗ σ1 ⊗
σ1 ⊗ σ1 ⊗ 1) can be simulated, as [g23, J

(3)
21 ]/(2i) + J

(2)
(21) = τ(σ1 ⊗ σ1 ⊗ σ1 ⊗ σ1 ⊗ 1),

and similarly we get τ(σ3 ⊗ σ3 ⊗ σ3 ⊗ σ3 ⊗ 1). As [[g11, g23], g32]/4 = 2N1 − τ(σ1 ⊗
σ1 ⊗ σ1 ⊗ σ1 ⊗ 1) − τ(σ3 ⊗ σ3 ⊗ σ3 ⊗ σ3 ⊗ 1) we can extract N1.

3.6 Summary of the results and conclusion

Before coming to the conclusion we give a a simplified summary of the main results.
Hamiltonians and interactions are meant to be translationally invariant throughout
and it is assumed that interactions along different directions can be implemented
independently.

• Fermions: All simulated evolutions have real tunneling/hopping amplitudes.
Within this set generic nearest-neighbor interactions are universal for the sim-
ulation of any translationally invariant interaction when supplemented with
all on-site Hamiltonians. Whereas for cubes with odd edge length the proof of
universality requires interactions along all axes and diagonals, the diagonals
are not required for even edge length.

• Bosons: All simulated evolutions are point symmetric. Within this set every
nearest-neighbor interaction (available along axes and diagonals) is universal
for the simulation of any translationally invariant interaction when supple-
mented with all on-site Hamiltonians.

• Spins: There is no universal set of nearest-neighbor interactions. Moreover, if
f is a factor of the edge length m of the cubic lattice then there is no universal
set of interactions with interaction range smaller than f . In particular, if m
is even, not all next-to-nearest neighbor interactions can be simulated from
nearest neighbor ones. Sets of Hamiltonians that can be simulated have been
constructed.
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In conclusion, we have presented a characterization of universal sets of translation-
ally invariant Hamiltonians for the simulation of interactions in quadratic fermionic
and bosonic systems given the ability of engineering local and nearest neighbor in-
teractions. Thereby the Lie algebraic techniques of quantum simulation restrict the
space of reachable interactions to Hamiltonians with real hopping amplitudes in the
case of fermions and to point symmetric interactions in the case of bosons.

For spins the situation appears to be more difficult and a complete characterization
of interactions that can be simulated remains to be found. As a first step, we have
identified Hamiltonians that cannot be simulated using short range interactions only.
Furthermore, we have introduced a technique based on the Casimir operator of the
corresponding Lie algebra which allows one to find Hamiltonians that cannot be
simulated with a given set of interactions.

In this work we have considered the question of what can be simulated leaving aside
the question of the efficiency. In this context it is important to remark the fact that
the number of applications of the original Hamiltonians in order to obtain a result
bounded by some given error scales polynomially in the Trotter expansion. The
scaling with the total number of particles depends on the number of commutators
that are required to obtain the Hamiltonian.

Finally, whereas we have shown that it is not possible to perform certain simula-
tions for spin systems it is still possible to perform those simulations by encoding
the qubits in a different way.
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Chapter 4

Fermionic Projected Entangled
Pair States (fPEPS)

After the considerations on the power of fermionc, bosonic and spin systems for
quantum simulations in Chapter 3, we concentrate from now on on the possibili-
ties of simulating fermionic systems on a classical computer. To this end, we aim
at constructing a family of states that allow a good approximation of ground and
thermal state properties of the system while depending on few parameters only.
For spin systems on a lattice with local, i.e., short–range interactions, such families
could be found in recent years. In one spatial dimension, Matrix Product States
(MPS) [39, 40] which underly [133, 134] the successful Density Matrix Renormal-
ization Group algorithm [135, 136] provide a good approximation to the ground
state of any gapped local Hamiltonian [137, 138]. Projected Entangled Pair States
(PEPS) [139, 140] (cf. also [37, 141, 142]), which naturally extend MPS to higher
spatial dimensions, approximate spin states at any finite temperature [41, 143], and
have been successfully used to simulate spin systems which cannot be dealt with
otherwise [144, 145, 146, 147, 148]. In one spatial dimension, it is possible to adapt
the methods based on MPS to fermionic systems using the Jordan-Wigner trans-
form [149], which maps fermions into spins while keeping the interactions local. In
higher dimensions, however, this is no longer possible: Fermionic operators at differ-
ent locations anticommute, which effectively induces nonlocal effects when mapping
fermions to spins. Thus, the use of PEPS to describe fermionic systems is no longer
justified (see however [150, 151] for different approaches).

In the following we introduce a new family of states, the fermionic Projected
Entangled Pair States (fPEPS), which naturally extend the PEPS to fermionic sys-
tems. According to their definition, fPEPS are well suited to describe fermionic
systems with local interactions. They can be, in turn, efficiently described in terms
of standard PEPS at the price of having to double the number of parameters. This
automatically implies that the algorithms introduced to simulate ground and ther-
mal states, as well as the time evolution of spin systems using PEPS [139, 140], can
be readily adapted to fPEPS. We also show that certain fPEPS are exact ground
states of local fermionic Hamiltonians, in as much the same way as PEPS are for
spins [152, 153]. In particular, we give the explicit construction of a Gaussian
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Figure 4.1: a) Construction of a PEPS in two dimensions. The balls joined by lines
represent pairs of maximally entangled D-dimensional auxiliary spins, which
are then mapped to the physical spins (red), as illustrated by the light blue
spheres. b) Contraction of the tensor network performed by the map C given
in Eq. (4.2) for a 3 × 3 lattice. The horizontal and vertical lines linking
adjacent tensors B indicate the contraction of the corresponding indices l
and r resp. u and d.

Hamiltonian which has an fPEPS as its exact ground state. Remarkably, the state
is critical, i.e. gapless with polynomially decaying correlations, yet obeying an en-
tropic area law [154], in contrast to what happens with other free fermion systems
[155, 156].

In Sec. 4.1 we review the PEPS-construction and explain why PEPS are well suited
to describe spin systems with local interactions in thermal equilibrium. Based on
this idea we construct the family of fPEPS in Sec. 4.2, and show their relation to
the PEPS-description for spin systems in Sec. 4.3. Then we consider a subfamily
of fPEPS for which we can build local parent Hamiltonians, i.e. those for which
they are exact ground states, in Sec 4.4. Finally, in Sec. 4.5 we give a particular
example which exhibits criticality. For the sake of simplicity, we will concentrate on
two spatial dimensions.

4.1 MPS and PEPS for spin systems

This Section gives a short review of the basic concepts of Projected Entangled Pair
States for spin systems. These states can be understood best using the valence
bond state construction: For simplicity, let us consider a 2D lattice of N ≡ Nh ·Nv

spin-1/2 particles, with states |0〉 and |1〉. The nodes have coordinates (h, v), where
h = 1, . . . , Nh is the horizontal and v = 1, . . . , Nv the vertical position on the lattice.
To each node with coordinates (h, v) we associate four auxiliary spins of dimension
D. Each of them is in a maximally entangled state |I〉 = 1/

√
D
∑D

n=1 |n, n〉 with
one of its neighbors, as indicated by the curly lines in Fig. 4.1a. |I〉 is called the
entangled bond, and D the bond dimension. The state of all maximally entangled
virtual particles, |ΨR〉, is called resource state. Next we apply a linear operator, also
called “projector” (blue spheres in Fig. 4.1a), to each node mapping the auxiliary
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A

L\A
dA

a) b)

AdA

L\A

Figure 4.2: a) Area law for a lattice spin system with short-rang interaction. Only spins
(grey spheres) on the boundary dA give rise to the correlations (orange ar-
rows) between the region A and the rest of the system, L\A. b) PEPS fulfill
the area law by construction. The entropy of the reduced density operator
ρA = trL\A[ρ] is upper bounded by the rank of ρA. For every PEPS rank(ρA)
scales with the size of the boundary dA .

spins onto the physical ones. Every map is of the form

P(h,v) =
D−1
∑

l,r,u,d=0

1
∑

k=0

(

B(h,v)

)[k]

l,r,u,d
|k〉〈l, r, u, d|, (4.1)

where (B(h,v)) is a five-index tensor. Due to the special structure of the resource
state |ΨR〉, the state after the projection is given by

|Ψ〉 =
1
∑

k1,...,kN=0

C
(

(

B(1,1)

)[k(1,1)] , . . . ,
(

B(Nh,Nv)

)[k(Nh,Nv)]
)

|k(1,1) . . . k(Nh,Nv)〉. (4.2)

The function C performs a contraction of the tensor network as depicted in Fig. 4.1b.
In the following we review some important properties of the PEPS. First, if the

bond dimension D is high enough every state can be described as a PEPS, since
the entangled bonds can be used as a resource for teleportation. Second, and more
important, PEPS allow for an efficient description of ground and thermal state of
physical systems described by a Hamiltonian with short-range interaction, H =
∑

λ hλ, where hλ acts on a finite region of the lattice only. We briefly review the
ideas that have led to this result and sketch the proof given in [41]. We start
with some general considerations regarding zero and finite temperature properties
of a system with Hamiltonian H . Since H is local, ground and thermal states are
expected to depend on few parameters only, so that these states occupy only a small
part of the exponentially large Hilbert space. PEPS can be described by a number
of parameters that scales polynomially with the system size, rising the question if
these states lie exactly in the region of the Hilbert space we are interested in. A hint
that this might hold true is given by the fact that all PEPS fulfill the so-called area
law (see [154] for a review). The area law states that the entropy of a subsystem A
of a lattice spin system L with short-range interaction grows linearly with the size of
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Figure 4.3: Why PEPS approximate thermal states well: exp[−βhij ] can be implemented
using local maps only if an entangled pair is available.

the boundary of A. In an intuitive picture only spins in the boundary of the region
of A, dA will give rise to correlations of A with L\A, as depicted in Fig. 4.2a. The
PEPS defined above fulfill the area law by definition, which can be understood with
the help of Fig. 4.2b. The entropy SA of the subsystem A is upper bounded by the
rank of the reduced density operator ρA = trL\A[ρ], where ρ is the density operator
of the whole system [5]. Due to the PEPS-construction, we see immediately that
rank(ρA) ≤ NdA, where NdA denotes the number of bonds linking the region A with
the rest of the system.

These general considerations on spin systems have suggested for some time that
the family of PEPS can efficiently describe ground and thermal states of short-
range interacting systems, and this hypothesis could finally be proven to hold
true in [41]. The idea of the proof is the following: Consider the Hamiltonian
H =

∑

λ hλ and assume for simplicity that each hλ acts on two neighboring spins
only. We first rewrite the unnormalized density operator as e−βH = trB[|Ψ〉 〈Ψ|],
where |Ψ〉 = e−βH/2 ⊗ 1 |χ〉AB is a purification of the thermal state e−βH [157]
and |χ〉AB a pairwise maximally entangled state of each spin with another one,
the latter playing the role of an environment. We argue now that |Ψ〉 can be ex-
pressed as a PEPS, considering first the simplest case where [hλ, hλ′] = 0, so that
|Ψ〉 =

∏

λ e
−βhλ/2⊗1 |χ〉AB. The action of each of the terms e−βhλ/2⊗1 on two spins

in neighboring nodes can be viewed as follows: Include in each node one auxiliary
spin such that they are in a maximally entangled state and apply local maps to the
real and auxiliary spin in each node. Finally project the auxiliary spins on the state
|0〉. By proceeding in the same way for each term e−βhλ/2, we end up with the PEPS
description (see Fig. 4.3). This is valid for all values of β, in particular for β → ∞,
i.e., for the ground state. In case that the local Hamiltonians do not commute, a
more sophisticated proof is required [41]. One can, however, understand qualita-
tively why the construction remains to be valid by using a Trotter decomposition
to approximate e−βH ≈ ∏M

m=1

∏

λ e
−βhλ/2M with M ≫ 1. Again, this allows for a

direct implementation of each exp[−βhλ/2M ] using one entangled bond, yielding M
bonds for each vertex of the lattice. Since, however, the entanglement induced by
each exp[−βhλ/2M ] is very small, each of these bonds will only need to be weakly
entangled, and the M bonds can thus be well approximated by a maximally entan-
gled state of low dimension. Note that the spins belonging to the purification do
not play any special role in this construction, and thus we will omit them in the
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Figure 4.4: Ordering of the virtual modes on the lattice and tensor A. We associate to
each lattice site four virtual modes, such that the local basis is of the form
(α†

(h,v))
l(β†

(h,v))
r(γ†

(h,v))
u(δ†(h,v))

d|0〉, where u, d, l, r ∈ {0, 1}. Then α(h,v) is in
an entangled state with the mode β(h−1,v) to its left, and γ(h,v) is entangled
with the mode δ(h,v−1) above. The tensor A corresponding to the local pro-
jector is a five-index tensor (the physical mode is not shown in the figure).

following.

4.2 Construction of fPEPS

We will now extend the PEPS construction explained above to fermionic systems,
in such a way that the same arguments apply. We consider fermions on a lattice,
and work in second quantization. For a Hamiltonian H =

∑

hλ, each term hλ must
contain an even number of fermionic operators, in order for the Trotter decomposi-
tion to be still possible. Thus, we just have to find out how to express the action
of e−βhλ in terms of auxiliary systems. This is very simple: one just has to consider
that the auxiliary particles are fermions themselves, forming maximally entangled
states, and write a general operator which performs the mapping as before. To this
end we associate to each node (h, v) four auxiliary fermionic modes, with creation
operators α†

(h,v), β
†
(h,v), γ

†
(h,v), δ

†
(h,v), respectively. Now we have to decide on the form

of the maximally entangled states of two neighboring virtual modes ν and ν̄. Fermi-
onic states have a definite parity, and for the even resp. odd parity sector the most
general pure two-mode state is of the form

|φe〉 =
(

u+ vν†ν̄†
)

|0〉, (4.3)

|φo〉 =
(

uν† + vν̄†
)

|0〉, (4.4)

where e and o refers to even and odd parity respectively. The states |φe,o〉 have some
non-trivial quantum correlation iff u, v ∈ C\{0}. But then both these states can be
mapped to the state

|ϕmax〉 =
1√
2

(

1 + f †f̄ †) |0〉, (4.5)

via a local operation: In case of |φe〉 apply Pe = 〈0|νν̄ f̄
†ν̄(v + uf †ν), in case of |φe〉

apply Pe = 〈0|νν̄ f̄
†ν̄(uf † + vν). Thus, wlog. we can use entangled states of the

form |ϕmax〉 for the entangled bonds, as the action of the local transformation can
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be absorbed via a redefinition of the local projectors. We define

H(h,v) =
1√
2

(

1 + β†
(h,v)α

†
(h+1,v)

)

, (4.6)

V(h,v) =
1√
2

(

1 + δ†(h,v)γ
†
(h,v+1)

)

, (4.7)

which create maximally entangled states between adjacent sites, as shown in Fig. 4.4.
Next we have to consider the form of the local projectors. The most general operator
involving four virtual modes and one physical mode a(h,v) is of the form

Q(h,v) =
∑

(A(h,v))
[k]
lruda

†k
(h,v)α

l
(h,v)β

r
(h,v)γ

u
(h,v)δ

d
(h,v), (4.8)

where the sum runs from 0 to 1 for all indices. However, as the physical state must
be of definite parity as well, the operator Q(h,v) must also commute with the parity
operator. This requirement imposes an additional condition on the tensors (A(h,v)),
namely (u + d + l + r + k) mod 2 = c, were c is fixed for each node1. If c = 0 the
map is parity-preserving, while the choice c = 1 defines a parity-changing map.

The fermionic projected entangled states (fPEPS) is now obtained via

|Ψ〉 = 〈
∏

(h,v)

Q(h,v)

∏

(h,v)

H(h,v)V(h,v)〉aux |vac〉, (4.9)

where the expectation value is taken in the vacuum of the auxiliary modes, and |vac〉
denotes the vacuum of the physical fermions. Note that the definition of fPEPS
straightforwardly extends to systems with both more than one physical mode per
site and more than one mode per bond, as well as to open boundaries or higher
spatial dimensions.

4.3 Relation between fPEPS and PEPS

The goal of this Section is to find an efficient description of any fPEPS in terms of
standard PEPS. This will enable us to use the methods introduced for PEPS [139,
140] in order to determine physical observables, as well as to perform simulations of
ground or thermal states, and time evolution. We have to identify the Fock space
of the fermionic modes with the Hilbert space of spins. For that, we sort the lattice
sites according to (v − 1)Nh + h, where v = 1, . . . , Nv, h = 1, . . . , Nh and associate
a†k1

1 . . . a†kN

N |vac〉 to the spin state |k1, . . . , kN〉. Then we write |Ψ〉 in that basis, and
express it as a PEPS in terms of tensors B (4.1). The goal is to find the relation
between the tensors B corresponding to the spin description and A corresponding
to the fermionic description. In principle, the fPEPS to PEPS transformation can
be done straightforwardly by adding extra bonds to the PEPS which take care of

1 In fact one can freely choose c for all but one Q(h,v): Since, e.g., the bond (4.6) is invariant under

(iβ(h,v) + β†

(h,v))(iα(h+1,v) + α†

(h+1,v)), the corresponding maps (4.8) can be right multiplied with

it, switching their parity.
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Figure 4.5: Derivation of the relation of fPEPS and PEPS for a 3 × 3 lattice, step 1. In
order to apply the projector P to the virtual system, we first commute all
physical modes a† to the left of all virtual modes α, β, γ, δ. This action gives
rise to local and global phases only.

the signs which arise from reordering the fermionic operators. However, this would
lead to a number of bonds per link that scales linearly with the system size and
thus to a dimension which is exponential in N . Remarkably, it is possible to express
every fPEPS as a PEPS by introducing only one additional bond per horizontal link
as follows: Replace each fermionic bond by a bond of maximally entangled spins,
adding one additional horizontal qubit bond everywhere except at the boundaries
(see Fig. 4.8). This means that the tensor B will have now two more indices, say l′

and r′, which are associated to those new bonds. Then, we find the relation

(Bh,v)
[k]
lrr′ud = (−1)f(h,v)(k,u,d,l,r)(Ah,v)

[k]
lrud(−1)(d+l)r′ , (4.10)

for h = 1, while for h > 1 we have

(Bh,v)
[k]
ll′rr′ud = (−1)f(h,v)(k,u,d,l,r)(Ah,v)

[k]
lrud(−1)dr′δl′,(r′+u+d)mod 2, (4.11)

where f(h,v)(k, u, d, l, r) is a function which only depends on the local indices, and
r′ = 0 for h = Nh.

Let us now explain how to obtain this result. Consider an fPEPS of the form (4.9)
which we want to bring into the normal ordered form by commuting the fermionic
operators. To this end, we perform the following three steps on the total projector
P =

∏

Q(h,v) (see Fig. 4.5, 4.6, 4.7), observing that local sign contributions can be

absorbed in the tensors (A(h,v))
[k]
lrud:
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First, commute all physical modes to the left, as depicted in Fig. 4.5 for
a 3 × 3 lattice. Commuting a†Nh,Nv

to the very left results in a contribution

(−1)kNh,Nv

P
(h,v) 6=(Nh,Nv) c(h,v), since for all (h, v) the operators Q(h,v) have the fixed

parity c(h,v). We continue with the next operator a†Nh−1,Nv
and so on, and finally

arrive at

P = (−1)Sphys,1

1
∏

v=Nv

1
∏

h=Nh

a
†k(h,v)

(h,v)

Nv
∏

v=1

Nh
∏

h=1

α
l(h,v)

(h,v)β
r(h,v)

(h,v) γ
u(h,v)

(h,v) δ
d(h,v)

(h,v) , (4.12)

where Sphys,1 =
∑

(h,v) k(h,v)c̃(h,v). Here we have introduced site-dependent constants

c̃(h,v) =
∑

(h′,v′)<(h,v) c(h′,v′). Thus, Sphys,1 gives only a local contribution. We still

have to bring the physical modes in normal order,
∏Nv

v=1

∏Nh

h=1 a
†k(h,v)

(h,v) , giving rise

to a sign (−1)Sphys,2 , where Sphys,2 = 1
2

∑

(h,v)6=(h′,v′) k(h,v)k(h′,v′) = 1
2
p(p − 1), and

p =
∑

(h,v) k(h,v) is the parity of the fPEPS; since the latter is fixed, this yields a
global phase. In total, commuting all physical modes to the left gives rise to a sign
contribution (−1)Sphys, where Sphys = Sphys,1 + Sphys,2, the first term giving rise to
local sign contributions while the latter gives a global phase.

Next, we contract the horizontal bonds. This can be done by reordering the
modes of the tensors acting on each horizontal line independently. Thus, consider
the operators on the first horizontal line, L1 ≡ Q(1,1)Q(2,1) . . . Q(Nh,1) and abbreviate
the indices (h, 1) ≡ h, as well as Nh = N . Then L1 is of the form

L1 =
[

αl1
1 β

r1
1 γ

u1
1 δ

d1
1

] [

αl2
2 β

r2
2 γ

u2
2 δ

d2
2

] [

αl3
3 β

r3
3 γ

u3
3 δ

d3
3

]

. . .
[

αlN
N β

rN

N γuN

N δdN

N

]

, (4.13)

where we have put square brackets around the modes on each site for better visu-
alization. Since the horizontal bonds are of the form Hh = 1√

2
(1 + β†

hα
†
h+1)|0〉, we

reorder the modes in L1 as [α
lh+1

h+1β
rh

h ]:

L1 = (−1)
PN−1

h=1 lh+1(uh+dh+rh)×
αl1

1

[(

αl2
2 β

r1
1

)

γu1
1 δ

d1
1

] [(

αl3
3 β

r2
2

)

γu2
2 δ

d2
2

]

. . .
[(

αlN
N β

rN−1

N−1

)

γ
uN−1

N−1 δ
dN−1

N−1

]

βrN

N

[

γuN

N δdN

N

]

.

Each term lh+1(uh + dh + rh) results from moving the mode αh+1 to the left of the
modes βhγhδh, as shown in Fig 4.6. Now we contract all the horizontal bonds except
the one at the boundary, resulting in a delta-function δrh,lh+1

(h = 1, . . . , N − 1) for
each contracted bond, so that

L1 = (−1)
S

(v=1)
(H,OBC)αl1

1

[

γu1
1 δ

d1
1

] [

γu2
2 δ

d2
2

]

. . .
[

γ
uN−1

N−1 δ
dN−1

N−1

]

βrN

N

[

γuN

N δdN

N

]

,

with only local sign contributions S
(v=1)
(H,OBC) =

∑Nh−1
h=1 rh(uh + dh + rh). In case of

OBC we are done with the horizontal contraction, while in case of PBC the modes
α1 and βN remain to be contracted. To this end we move α1 to the right of the
modes γj, δj , j = 1 . . . , N − 1. After the contraction of the bond, we are left with

L1 = (−1)S
(v=1)
(H,PBC)

[

γu1
1 δ

d1
1

] [

γu2
2 δ

d2
2

]

. . .
[

γ
uN−1

N−1 δ
dN−1

N−1

] [

γuN

N δdN

N

]

,
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Figure 4.6: Derivation of the relation of fPEPS and PEPS for a 3 × 3 lattice, step 2.
As the physical modes have been separated from the virtual modes in the
last step, we can consider the virtual modes only. The horizontal bonds can
be contracted on each line independently. For PBC this gives rise to local
sign contributions only, while a non-local contribution occurs in case of PBC
when we contract the boundary bond.

where S
(h=1)
(H,PBC) = S

(h=1)
(H,OBC) + l1

∑N−1
v=1 (uh + dh). In summary, the contraction of

the horizontal bonds for open boundary conditions gives rise to only local sign-

contributions of the form (−1)S
(v)
(H,OBC) for each line horizontal v = 1, . . . , Nv, where

S
(v)
(H,OBC) =

Nh−1
∑

h=1

r(h,v)(u(h,v) + d(h,v) + r(h,v)), (4.14)

while in case of periodic boundary conditions we obtain for each horizontal line

v = 1, . . . , Nv a non-local sign-contribution of the form (−1)S
(v)
(H,PBC), where

S
(v)
(H,PBC) = S

(v)
(H,OBC) + l(1,v)Π(Nh, v), (4.15)

and Π(h, v) =
∑

j>h(u(j,v) + d(j,v)).

In the last step we contract the vertical bonds, proceeding columnwise from h = 1,
as shown in Fig. 4.7. We denote by P̃ the product of all remaining operators,
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Figure 4.7: Derivation of the relation of fPEPS and PEPS for a 3 × 3 lattice, step 3.
After the contraction of all horizontal bonds in step 2 we finally contract the
vertical bonds proceeding columnwise, starting with the first vertical line.
The contraction gives rise to non-local sign contributions for both, open and
periodic boundary conditions.

P̃ =

[

γ
u(1,1)

(1,1) δ
d(1,1)

(1,1)

] [

γ
u(2,1)

(2,1) δ
d(2,1)

(2,1)

]

. . .
[

γ
u(Nh,1)

(Nh,1) δ
d(Nh,1)

(Nh,1)

]

×
[

γ
u(1,2)

(1,2) δ
d(1,2)

(1,2)

] [

γ
u(2,2)

(2,2) δ
d(2,2)

(2,2)

]

. . .
[

γ
u(Nh,2)

(Nh,2) δ
d(Nh,2)

(Nh,2)

]

×
...

... . . .
...

[

γ
u(1,Nv)

(1,Nv) δ
d(1,Nv)

(1,Nv)

] [

γ
u(2,Nv)

(2,Nv) δ
d(2,Nv)

(2,Nv)

]

. . .
[

γ
u(Nh,Nv)

(Nh,Nv) δ
d(Nh,Nv)

(Nh,Nv)

]

.

We move all operators of the form δ
d(1,v)

(1,v) , v = 1, . . . , Nv − 1 down one line, which

results in a non-local contribution (−1)d(1,v)Π(1,v) for each v = 1, . . . , Nh − 1:

P̃ =
[

γ
u(1,1)

(1,1)

] [

γ
u(2,1)

(2,1) δ
d(2,1)

(2,1)

]

. . .

[

γ
u(Nh,1)

(Nh,1) δ
d(Nh,1)

(Nh,1)

]

×

(−1)d(1,1)Π(1,1)·
[

δ
d(1,1)

(1,1) γ
u(1,2)

(1,2)

] [

γ
u(2,2)

(2,2) δ
d(2,2)

(2,2)

]

. . .

[

γ
u(Nh,2)

(Nh,2) δ
d(Nh,2)

(Nh,2)

]

×

(−1)d(1,2)Π(1,2)·
[

δ
d(1,2)

(1,2) γ
u(1,3)

(1,3)

] [

γ
u(2,3)

(2,3) δ
d(2,3)

(2,3)

]

. . .

[

γ
u(Nh,3)

(Nh,3) δ
d(Nh,3)

(Nh,3)

]

×
...

...
... . . .

...

(−1)d(1,Nv−1)Π(1,Nv−1)·
[

δ
d(1,Nv−1)

(1,Nv−1) γ
u(1,Nv)

(1,Nv)

]

δ
d(1,Nv)

(1,Nv)

[

γ
u(2,Nv)

(2,Nv) δ
d(2,Nv)

(2,Nv)

]

. . .

[

γ
u(Nh,Nv)

(Nh,Nv) δ
d(Nh,Nv)

(Nh,Nv)

]

.
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The contraction of all but the boundary bond on the first vertical line gives rise to
a local contribution (−1)d(1,v) for v = 1, . . . , Nv − 1, and we are left with

P̃ =
N−1
∏

v=1

(−1)d(1,v)Π(1,v)×
[

γ
u(1,1)

(1,1)

] [

γ
u(2,1)

(2,1) δ
d(2,1)

(2,1)

]

. . .
[

γ
u(Nh,1)

(Nh,1) δ
d(Nh,1)

(Nh,1)

]

×
(−1)d(1,1) ·

[

γ
u(2,2)

(2,2) δ
d(2,2)

(2,2)

]

. . .
[

γ
u(Nh,2)

(Nh,2) δ
d(Nh,2)

(Nh,2)

]

×
(−1)d(1,2) ·

[

γ
u(2,3)

(2,3) δ
d(2,3)

(2,3)

]

. . .
[

γ
u(Nh,3)

(Nh,3) δ
d(Nh,3)

(Nh,3)

]

×
...

...
... . . .

...

(−1)d(1,Nv−1) ·
[

δ
d(1,Nv)

(1,Nv)

] [

γ
u(2,Nv)

(2,Nv) δ
d(2,Nv)

(2,Nv)

]

. . .
[

γ
u(Nh,Nv)

(Nh,Nv) δ
d(Nh,Nv)

(Nh,Nv)

]

.

For OBC, all bonds on the first vertical line are contracted now, while for PBC we
still have to contract the boundary bond. To this end, we commute the mode δ(1,Nv)

next to the mode γ(1,1). Due to the fixed parity of the bonds this gives also a sign
contribution (−1)d(1,Nv)Π(1,Nv), while the contraction of the bond results in a local
contribution (−1)d(1,Nv) . In summary, the contraction of vertical bonds results in

a non-local sign-contribution for all but the most right vertical line, (−1)
S

(h)
(H,OBC),

(h = 1, . . . , Nh − 1), where

S
(h)
(H,OBC) = d(h,v)Π(h,v). (4.16)

In addition we get a local sign-contributions (−1)d(h,v) for h = 1, . . . , Nh and v =
1, . . . , Nv − 1.

Summary: From the contraction scheme we have explained above we conclude
that every fPEPS obtained via a projection described by tensors A can be repre-
sented as a PEPS obtained via the application of projectors described by tensors
B in the following way: First, all local sign contributions can be absorbed via the
following redefinition of the tensors:

h, v = 1, . . . , Nh,v − 1 : (Ã(h,v))
[k]
lrud = (−1)r(u+d)(−1)r+d(A(h,v))

[k]
lrud,

h = Nh, v = 1, . . . , Nv − 1 : (Ã(h,v))
[k]
lrud = (−1)d(A(h,v))

[k]
lrud,

v = Nv, h = 1, . . . , Nh − 1 : (Ã(h,v))
[k]
lrud = (−1)r(u+d)(−1)r(A(h,v))

[k]
lrud.

(4.17)

All non-local signs, however, can be computed if the respective parity Π(h, v) is
available at each site. This can be achieved by adding an additional bond passing
this information to the left, as depicted in Fig. 4.8:

h = 2, . . . , Nh − 1 : (B(h,v))
[k]
ll′rr′ud = (Ã(h,v))

[k]
lrud(−1)dr′δl′,(u+d+r′)mod 2,

h = Nh : (B(Nh,v))
[k]
ll′rud = (Ã(Nh,v))

[k]
lrudδl′,(u+d+r′)mod 2,

h = 1 : (B(1,v))
[k]
lrr′ud = (Ã(1,v))

[k]
lrud(−1)(d+l)r′ .

(4.18)
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Figure 4.8:
Every fPEPS can be represented as a PEPS at an extra cost of at most one
additional bond per link (shown for a 3 × 3 PBC lattice).

Note that the same proof applies to open boundaries, as well as systems with
more physical or virtual modes per site, without the need for further extra bonds
to compute Π(h, v). Similarly, one can derive a corresponding result for higher
dimensions.

4.4 Fermionic Gaussian states and parent Hamil-

tonians

It would be desirable if there existed classes of Hamiltonians that have an fPEPS
of low bond dimension as their exact ground state. In this Section we encounter
such a family of states, the class of Gaussian fPEPS. These enable us to show that
fPEPS naturally appear as ground states of free local Hamiltonians. As we have
given a detailed introduction to the class of Gaussian states in Sec. 2.1.3 we only
repeat the facts necessary for the understanding of the following Section. Fermionic
Gaussian states constitute an important subclass of states, as they appear as ground
and thermal states of quadratic Hamiltonians, corresponding to free fermion or
BCS-states. They are completely characterized by their covariance matrix (CM)

Γ
(x,y)
kl = tr[ i

2
[c

(x)
k , c

(y)
l ]ρ], where c

(1)
k = a†k + ak and c

(2)
k = (−i)(a†k − ak) are Majorana

operators fulfilling the CAR {ck, cl} = 2δkl. Maps that transform Gaussian input
states to Gaussian output states, so called Gaussian maps, have been introduced in
Ref. [70]. These maps can equivalently be defined via their action on the covariance
matrix of the input state. Applying the Jamiolkowski duality [158, 159] between
maps and states to a fermionic system, the most general Gaussian map E : Γin → Γout

could be shown to have the form [70]

E(Γin) = B(D + Γ−1
in )−1BT + A, (4.19)
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where

G =

(

A B
−BT D

)

= −GT , GGT ≤ 1 , (4.20)

with block matrices A, B and D, and G can be understood as the covariance matrix
of the state dual to the map E . A map transforming pure states into pure states has
to fulfill GGT = 1. Since we are interested in ground states of physical systems we
focus from now on on the set of pure fermionic Gaussian states.

In the following we construct the family of all translationally invariant pure
Gaussian fPEPS with one bond of the form H resp. V (see Eqs. (4.6), (4.7)) between
adjacent sites. The state of the virtual system is already translationally invariant
and Gaussian, and we denote its CM by Γin = ⊕ωh,v where ωh,v is the CM of the
maximally entangled horizontal resp. vertical bonds. Then the desired family of
states can be obtained by applying the same Gaussian map to each node ~n = (h, v)
of the lattice: G = ⊕~nG̃, where G̃G̃T = 1.

We show now that all Gaussian fPEPS constructed in this way are ground states
of local Hamiltonians. To this end we follow an approach similar to that presented
in [160] where an analogous result could be derived for bosonic systems. We derive
first the form of the covariance matrix obtained after applying the channel G to Γin.
Then we show that this CM corresponds to the ground state of a local Hamiltonian.
The translational invariance of the problem suggests an approach in Fourier space.
We introduce the Fourier transform of the the mode operators

f̂~φ =

(

1√
N

)2
∑

~n

e−
2π
N

i~φ·~nf~n, (4.21)

where f is either a physical or virtual mode, and we have introduced the reciprocal
lattice vector ~φ = (2πkh

Nh
, 2πkv

Nv
). We consider now the CM of the output state in the

qp-ordered form, i.e. we write

Γout =

(

Γ
(1,1)
out Γ

(1,2)
out

Γ
(2,1)
out Γ

(2,2)
out

)

, (4.22)

where Γ
(r,s)
out = 〈 i

2
[c(r), c(s)]〉, r, s = 0, 1. The translationally invariant construction

is reflected in the fact that the blocks Γ
(r,s)
out are circulant matrices. Hence, they

all can be diagonalized simultaneously by a Fourier transformation F . The Fourier
transform of Γout, Ĝout = FΓoutF †, has diagonal blocks

Ĝ
(r,s)
out = F〈 i

2
[c(r), c(s)]〉F † = 〈 i

2
[d̂(r), d̂(s)†]〉 = diag

(

g(r,s)(~φ)
)

, (4.23)

where g(r,s)(~φ) ∈ C are the eigenvalues of the blocks Γ
(r,s)
out . The operators d̂

(r)
~φ

are

the Fourier transformed Majorana operators,

d̂
(r)
~φ

=

(

1√
N

)2
∑

~n

e−
2π
N

i~φ·~nc
(r)
~n ,
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while the Majorana operators in the reciprocal lattice space are given by ĉ
(1)
~φ

=

â†~φ + â~φ, ĉ
(2)
~φ

= (−i)(â†~φ− â~φ), where â~φ is defined in (4.21). The CM in the reciprocal

lattice space, (Γ̂
(x,y)
out )~φ1,~φ2

= 〈 i
2
[ĉ

(x)
~φ1
, ĉ

(y)
~φ2

]〉 can be obtained from Ĝout with the help of

the relation















ĉ
(1)
~φ

ĉ
(2)
~φ

ĉ
(1)

−~φ

ĉ
(2)

−~φ















=
1

2









1 i 1 −i
−i 1 i 1
1 −i 1 i
i 1 −i 1























d̂
(1)
~φ

d̂
(2)
~φ

d̂
(1)†
~φ

d̂
(2)†
~φ















, (4.24)

and we use in the following Ĝout to derive properties of Γ̂out. To this end, we regroup
the modes such that Ĝout =

⊕

~φ Ĝout(~φ) is a direct sum of blocks corresponding to
the same lattice vector, i.e.

Ĝout(~φ) =

(

g(1,1)(~φ) g(1,2)(~φ)

g(2,1)(~φ) g(2,2)(~φ)

)

, (4.25)

and derive properties of the eigenvalues g(r,s)(~φ). Since Ĝ†
out = (FΓoutF †)† = −Ĝout

it follows immediately that g(1,1)(~φ) ≡ ip(~φ)/d(~φ), g(2,2)(~φ) ≡ ip̃(~φ)/d(~φ), where

p(~φ), p̃(~φ), d(~φ) ∈ R and g(1,2)(~φ) = −ḡ(1,1)(~φ) ≡ q(~φ)/d(~φ) with q(~φ) ∈ C. It will

become clear soon why we have introduced d(~φ). Further, as the Fourier transform

is unitary, we have Ĝ2
out(

~φ) = −1, implying

p(~φ)2 + |q(~φ)|2 = 1,

p̃(~φ)2 + |q(~φ)|2 = 1,

(p(~φ) + p̃(~φ))q(~φ) = 0.

From the last equation we get p̃(~φ) = −p(~φ) or q(~φ) = 0. In the latter case this

requires p(~φ)2 = p̃(~φ)2 = 1. But then ip(~φ) and ip̃(~φ) are the eigenvalues of Ĝout(~φ),

and due to the antisymmetry of Γ we have p(~φ) = −p̃(~φ) as well. Thus,

Ĝout(~φ) =
1

d(~φ)

(

ip(~φ) q(~φ)

−q(~φ) −ip(~φ)

)

. (4.26)

To obtain information on p(~φ), q(~φ) and d(~φ) we use that the channel E describes
a translationally invariant map. This implies that the blocks A, B and D are
block diagonal, and thus commute with the Fourier transform. Since for pure states
Γ−1 = −Γ holds, we have

Ĝout = FΓoutF † = FB(D+Γ−1
in (~φ))−1BTF †+A = B(D−Ĝin(~φ))−1BT +A, (4.27)

where Ĝin = FGinF †. We use that (D − Ĝin(~φ))−1 = adj(D − Ĝin(~φ))/ det(D −
Ĝin(~φ)) where adj denotes the adjugate matrix [73], and we define d(~φ) = det(D−
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Ĝin(~φ)). As Γin is the covariance matrix of a system of maximally entangled states

between nearest neighbors, its Fourier transform Ĝin(~φ) is built out of terms of the

form eiφ1,2 only. Thus, d(~φ) = det(D− Ĝin(~φ)) and adj(D− Ĝin(~φ)) are polynomials
of low order in φ1,2. As B and A are local operators, we see that p and q are
polynomials of low degree as well.

Now we are in a position to show that every translationally invariant fPEPS is
the ground state of a local Hamiltonian. To this end we define the Hamiltonian
H = i

∑

kl hklckcl, where h is defined through its representation in reciprocal lattice

space via ĥ(~φ) = d(~φ)Γ̂out(~φ), where Γ̂out(~φ) is obtained from Ĝout(~φ) with the help
of Eq. (4.24):

Γ̂(~φ) =
1

d(~φ)











0 Re(q(~φ)) −Im(q(~φ)) p(~φ)

−Re(q(~φ)) 0 p(~φ) Im(q(~φ))

Im(q(~φ)) −p(~φ) 0 Re(q(~φ))

−p(~φ) −Im(q(~φ)) −Re(q(~φ)) 0











. (4.28)

Then, since Γ̂out(~φ) and ĥ(~φ) are diagonal in the same basis, H has the state with
covariance matrix Γout as its ground state (c.f. Sec. 2.1.3), and unless H is gapless

— corresponding to zeros of d(~φ) — the ground state is unique. Moreover, since the

degree of p(~φ) and q(~φ) is bounded by twice the number of virtual modes per site,
it follows that H is local.

4.5 Example of a critical fPEPS

Let us now give an example of a local Hamiltonian which has a critical fPEPS as its
exact ground state. We start giving the channel description of the fPEPS, and prove
then its criticality by showing that the state has polynomially decaying correlation
functions. Further, we give the explicit form of a parent Hamiltonian of this fPEPS.
Finally, we express the channel in terms of local projectors, relating the channel
description to the construction of fPEPS introduced in Sec. 4.2.

Construction of the example

We consider the class of Gaussian fPEPS defined above and use the trick of calcu-
lating the output state with the help of the Fourier transformed CM of the output
state, Ĝout (4.27). Before giving the form of the channel, we calculate the covariance
matrix of the entangled bonds, Γin =

⊕

ωh,v, where ωh,v is the covariance matrix of
an entangled horizontal or vertical bond:

ωh,v = circ(0, 1, 0, . . .) ⊗X − circ(0, . . . , 0, 1) ⊗XT , X =

(

0 σx

0 0

)

, (4.29)

where σx denotes the Pauli x-matrix. Here we have ordered the modes according to
(c

(1)
α , c

(2)
α , c

(1)
β , c

(2)
β ) resp. (c

(1)
γ , c

(2)
γ , c

(1)
δ , c

(2)
δ ) for the horizontal resp. vertical bonds.
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circ(x1, . . . , xn) denotes the circulant matrix, where x1, . . . , xn are the entries of the
first row. The Fourier transform of ωh,v is given by

ω̂h,v = Fωh,vF † =
⊕

φ1,2

Xeiφ1,2 −XT e−iφ1,2 . (4.30)

Then, when grouping the modes for each lattice site according to
(c

(1)
α , c

(2)
α , c

(1)
β , c

(2)
β , c

(1)
γ , c

(2)
γ , c

(1)
δ , c

(2)
δ ), the Fourier transformed covariance matrix

of the bonds, Ĝin = FΓinF † becomes block diagonal, i.e. Ĝin =
⊕

~φ Ĝin(~φ), where

Ĝin(~φ) =









0 −eiφ1σx 0 0
eiφ1σx 0 0 0

0 0 0 −eiφ2σx

0 0 eiφ2σx 0









. (4.31)

Now we give the explicit form of the channel describing the local map, G =
⊕

~n G̃~n,
where the direct sum is taken over all lattice sites with coordinates ~n, and take the
modes ordered as (c

(1)
a , c

(2)
a , c

(1)
α , c

(2)
α , c

(1)
β , c

(2)
β , c

(1)
γ , c

(2)
γ , c

(1)
δ , c

(2)
δ ). We take a transla-

tionally invariant channel, i.e. G̃~n ≡ G̃ ∀~n. Referring to Eq. (4.20), G̃ has blocks of
the following form:

A =

(

0 0
0 0

)

, B =
1

2

(

1 −1 −1 1 0 0 0 0
0 0 0 0 1 −1 −1 −1

)

D =
1

4

























0 0 2 2 1 −1 1 −1
0 0 2 2 −1 1 −1 1
−2 −2 0 0 1 −1 1 −1
−2 −2 0 0 −1 1 −1 1
−1 1 −1 1 0 0 2 2
1 −1 1 −1 0 0 2 2
−1 1 −1 1 −2 −2 0 0
1 −1 1 −1 −2 −2 0 0

























. (4.32)

With the help of (4.24) we arrive at

Γ̂out =
⊕

~φ

1

d(~φ)











0 q(~φ) 0 p(~φ)

−q(~φ) 0 p(~φ) 0

0 −p(~φ) 0 q(~φ)

−p(~φ) 0 −q(~φ) 0











, (4.33)

where the functions p, q and d are given by

p(~φ) = sin (φ1) − sin (φ2) , (4.34)

q(~φ) = cos (φ1) cos (φ2) , (4.35)

d(~φ) = 1 − sin (φ1) sin (φ2) . (4.36)

In the next step we show that this fPEPS describes a critical system.
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Decay of the correlation functions

We prove criticality by considering the asymptotic behavior of the correlation func-
tions in position space. For large systems we can replace the discrete Fourier trans-
form by a continuous one. Let ξ = p, q and define

ξn1,n2 ≡ 〈ic(1)(1,1)c
(yξ)

(n1,n2)
〉 =

1

(2π)2

∫ 2π

0

ξ(φ1, φ2)

d(φ1, φ2)
ein1φ1ein2φ2dφ1dφ2, (4.37)

where yp = 1 and yq = 2 for p- and q-correlations respectively. We make the
substitution z = eiφ1 so that dz = izdφ1, and arrive at

p(z, φ2)

d(z, φ2)
= i

z2 − 1 − 2iz sin φ2

2iz − (z2 − 1) sinφ2
, (4.38)

q(z, φ2)

d(z, φ2)
= i

(z2 + 1) cosφ2

2iz − (z2 − 1) sinφ2

. (4.39)

Then ξn1,n2 can be written as

ξn1,n2 =
1

2π

∫ 2π

0

dφ2e
in2φ2I(ξ)

n1,n2
(φ2), (4.40)

I(ξ)
n1,n2

(φ2) =
1

2πi

∮

C

dz
ξ(z, φ2)

d(z, φ2)
zn1−1, (4.41)

where C is the closed loop on the unit circle in the complex plane. Since d(z, φ2)
−1

has poles at z± = i (1 ± | cosφ2|) / sinφ2 and p as well as q are holomorphic at z±, the

integral I
(ξ)
n1,n2(φ2) is proportional to the residue within C according to the residue

theorem. As only z− lies within the unit circle we obtain

I(ξ)
n1,n2

(φ2) =
ξ(z0, φ2)

∂zd(z, φ2)|z=z0

. (4.42)

In the following we give a detailed calculation of these integrals.

Calculation of p-correlations With the help of (4.38) we obtain

I(p)
n1,n2

(φ2) =
1

2πi

∮

C

dz i
z2 − 1 − 2iz sin φ2

2iz − (z2 − 1) sinφ2
zn1−1

= in1+1(1 − | cosφ2|)n1
| cosφ2|

(sinφ2)n1+1
.

The p-correlations are obtained via (4.40):

pn1,n2 =
1

2π

∫ 2π

0

dφ2 e
in2φ2I(p)

n1,n2
(φ2)

=
1

2π

∫ π/2

−π/2

dφ2 e
in2φ2I(p)

n1,n2
(φ2) +

1

2π

∫ 3/2π

π/2

dφ2 e
in2φ2I(p)

n1,n2
(φ2)

=
1

2π

∫ π/2

−π/2

dφ2 e
in2φ2I(p)

n1,n2
(φ2) + ein2(φ2+π)I(p)

n1,n2
(φ2 + π). (4.43)
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The symmetry I
(p)
n1,n2(φ2 + π) = (−1)n1+1I

(p)
n1,n2(φ2) leads to

pn1,n2 =
1

2π
(1 − (−1)n1+n2)

∫ π/2

−π/2

dφ2 e
in2φ2I(p)

n1,n2
(φ2). (4.44)

For φ2 ∈ [−π/2, π/2] we have | cosφ2| = cosφ2. Then I
(p)
n1,n2(φ2) simplifies to the

following expression:

I(p)
n1,n2

(φ2) = in1+1 cos φ2

1 − cosφ2

(

tan
φ2

2

)n1+1

. (4.45)

Note that I
(p)
n1,n2(−φ2) = (−1)n1+1I

(p)
n1,n2(φ2). For n1 even (odd) I

(p)
n1,n2(φ2) is an odd

(even) function, and only the sine (cosine)-part of the exponential ein2φ2 gives a
non-vanishing contribution. This corresponds to the real part of the integral, and
hence

pn1,n2 =
1

2π
(1 − (−1)n1+n2)2Re

[

∫ π/2

0

dφ2 e
in2φ2I(p)

n1,n2
(φ2)

]

. (4.46)

Calculation of q-correlations Application of the residue theorem results in

I(q)
n1,n2

(φ2) =
1

2πi

∮

C

dz i
(z2 + 1) cosφ2

2iz − (z2 − 1) sinφ2
zn1−1

= in1−1 (1 − | cosφ2|)n1

(sin φ2)n1+1
cosφ2.

Using I
(q)
n1,n2(φ2 + π) = (−1)n1I

(q)
n1,n2(φ2) we obtain

qn1,n2 =
1

2π
(1 + (−1)n1+n2)

∫ π/2

−π/2

dφ2 e
in2φ2I(q)

n1,n2
(φ2). (4.47)

For φ ∈ [−π/2, π/2] we have I
(p)
n1,n2(φ2) = −I(q)

n1,n2(φ2), resulting in

qn1,n2 = − 1

2π
(1 + (−1)n1+n2)2Re

[

∫ π/2

0

dφ2 e
in2φ2I(p)

n1,n2
(φ2)

]

. (4.48)

Asymptotic behavior of the integral To prove criticality we are interested in
the asymptotic behavior of the integral

Jn1,n2 =

∫ π/2

0

dφ2 e
in2φ2I(p)

n1,n2
(φ2). (4.49)

The correlations are symmetric under the exchange of n1 and n2. This follows from
translational invariance and can also be seen directly from the form of p(φ1, φ2)
and q(φ1, φ2). Hence, to determine the asymptotic behavior, we can assume wlog.
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b) n1 + n2 odd (q = 0)

n2 1 n1 2n1

p(n1) n−2
1 n−3

1 n−2
1

a) n1 + n2 even (p = 0)

n2 1 n1 2n1

q(n1) n−3
1 n−2

1 n−2
1

Table 4.1: Asymptotic decay of the correlation functions p and q along the axes (n2 = 1),
the diagonal (n2 = n1) and in the direction n2 = 2n1.

n1 ≫ 1. In this limit, the absolute value of I
(p)
n1,n2(φ2) attains its maximum for

φ2 = ±arccos(1/n− 1) → π/2. We rewrite

I(p)
n1,n2

(φ2) = in1+1c(φ2)e
(n1+1)t(φ2),

where c(φ2) = cos φ2

1−cos φ2
and t(φ2) = log

(

tan φ2

2

)

and expand c(φ2) and t(φ2) around

π/2:

cosφ2

1 − cos φ2
= −

(

φ2 −
π

2

)

+
(

φ2 −
π

2

)2

+ O
(

(φ2 −
π

2
)3
)

, (4.50)

log

(

tan
φ

2

)

=
(

φ2 −
π

2

)

+
1

6

(

φ2 −
π

2

)3

+ O
(

(φ2 −
π

2
)5
)

. (4.51)

Substituting φ2 → φ2 − π
2

the integral attains the form

Jn1,n2 = in1+n2+1

∫ 0

−π/2

dφ2J(n1, n2, φ2), (4.52)

J(n1, n2, φ2) = ein2φ2
(

−φ2 + φ2
2

)

e(n1+1)φ2+φ3
2/6(n1+1)(1 + O(φ3

2)). (4.53)

We use Jn1,n2 =
∫ 0

−∞ dφ2J(n1, n2, φ2) −
∫ −π/2

−∞ dφ2J(n1, n2, φ2), and obtain

∫ 0

−∞
dφ2J(n1, n2, φ2) =

3 + n1 + in2

(1 + n1 + in2)3
+ O

(

1

n4
1

,
1

n4
2

)

,

while the second integral can be bounded by

∣

∣

∣

∣

∣

∫ −π/2

−∞
dφ2J(n1, n2, φ2)

∣

∣

∣

∣

∣

≤

e−(n1+1)π/2

∣

∣

∣

∣

∣

∫ −π/2

−∞
dφ2e

1/6(n1+1)φ3
2
(

−φ2 + φ2
2

) (

1 + O
(

φ3
2

))

∣

∣

∣

∣

∣

.

This gives rise to only an exponentially small correction that can be neglected in
the asymptotic limit. Summarizing, we see that the p-correlations are non-vanishing
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Figure 4.9:
Exact value and asymptotic scaling of the correlations pn1,n2 =

〈ic(1)
(1,1)c

(1)
(n1,n2)

〉 (left) and qn1,n2 = 〈ic(1)
(1,1)c

(2)
(n1,n2)

〉 (right) in direction of the

axis (n2 = 1, red), along the diagonal (n2 = n1, green) and along the direction
(n1, 2n1) (blue). We conclude criticality of the system from the polynomial
decay of the correlations.

only for n1 + n2 odd, while q-correlations are non-vanishing only for n1 + n2 even:

pn1,n2 ∼ (1 − (−1)n1+n2) Re

(

3 + n1 + in2

(1 + n1 + in2)3

)

, (4.54)

qn1,n2 ∼ (1 + (−1)n1+n2) Im

(

3 + n1 + in2

(1 + n1 + in2)3

)

. (4.55)

Table 4.1 summarizes the asymptotic behavior of p and q for n2 = 1, n2, 2n1. In
Fig. 4.9 we have plotted the asymptotic scaling and the exact value for the corre-
lations obtained via numerical integration for three different directions along the
lattice. The algebraic decay of the correlation functions implies criticality of the
system. Hence, we have found the ground state of a critical system obeying an area
law. To understand why this is no contradict the violation of the area law expected
for particle number conserving free fermionic systems [155, 156] we determine next
the explicit form of the parent Hamiltonian.

Calculation of the parent Hamiltonian

As we have explained in Sec. 4.4, the parent Hamiltonian H of an fPEPS with
covariance matrix Γ̂out(~φ) is given by H =

∑

kl hklckcl, where h is defined through

its representation in reciprocal lattice space via ĥ(~φ) = d(~φ)Γ̂out(~φ). Using the form
of Γ̂out given in (4.33) and the relations

iĉ
(1)
~φ
ĉ
(2)
~φ

= 1 − 2â†~φ â~φ,

i
(

ĉ
(1)
~φ
ĉ
(2)

−~φ
+ ĉ

(2)
~φ
ĉ
(1)

−~φ

)

= 2
(

â†~φ â
†
−~φ

− â~φ â−~φ

)

,
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Figure 4.10:
Critical Hamiltonian Hcrit. Hopping of the form a†xay occurs along the

diagonals, while non number conserving operators a†xa†y act along the edges
(left). Applying a particle-hole transformation on the B sublattice, Hcrit

can be converted into a number conserving Hamiltonian with hopping terms
along the edges and the diagonals (right).

we obtain the Hamiltonian in position space:

H = 4
∑

~φ≥0

p(~φ)
(

â†~φ â
†
−~φ

− â~φ â−~φ

)

+ 4q(~φ)
(

1 − â†~φ â~φ − â†−~φ
â−~φ

)

. (4.56)

We split the calculation:

∑

~φ

q(~φ)â†±~φ
â±~φ =

∑

~φ,~n

cos

(

2π

N
k1

)

cos

(

2π

N
k2

)

e±
2π
N

i~φ~ne∓
2π
N

i~φ′~n′

a†~na~n′

=
1

4

(

δn′
1,n1−1 + δn′

1,n1+1

) (

δn′
2,n2−1 + δn′

2,n2+1

)

a†~na~n′ ,

∑

~φ

p(~φ)â†~φ â
†
−~φ

=
∑

~φ

[

sin

(

2π

N
k1

)

− sin

(

2π

N
k2

)]

e
2π
N

i~φ~ne
2π
N

i~φ′~n′

a†~na
†
~n′

=
1

2i

[

δn1,n′
1
(δn′

2,n2−1 − δn′
2,n2+1) + δn2,n′

2
(δn′

1,n1−1 − δn′
1,n1+1)

]

a†~na
†
~n′ ,

and obtain a parent Hamiltonian of the form (see Fig. 4.10)

Hcrit = 2i
∑

(h,v)

a†(h,v)a
†
(h,v+1) − a†(h,v)a

†
(h+1,v) + h.c.

−
∑

(h,v)

a†(h,v)(a(h+1,v+1) + a(h+1,v−1)) + h.c..

As we have explained above, the ground state of H is unique unless d(~φ) = 0. We
see from (4.36) that we can ensure that by considering only Nh, Nv odd. Note that,
although Hcrit is not particle conserving, it can be converted into a particle conserv-
ing Hamiltonian via a simple particle–hole transformation in the B sublattice. This
new Hamiltonian possesses a spectrum with a Dirac point separating the modes with
positive and negative energies. Thus, the Fermi surface has zero dimension, which
explains why our results do not contradict the violation of the area law expected for
free fermionic systems [155, 156].
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Calculation of the projectors

Finally we derive the form of the projectors

Q(h,v) =
∑

(A(h,v))
[k]
lruda

†k
(h,v)α

l
(h,v)β

r
(h,v)γ

u
(h,v)δ

d
(h,v), (4.57)

corresponding to the channel (4.32). To this end we show that we can decompose
the channel in an orthogonal transformation acting on the virtual modes followed
by projecting the modes β, γ and δ on the vacuum. Finally, the remaining modes
α are identified with the physical modes a. Summarizing, we want to show that

E(Γin) = Evac,β,γ,δ(OΓinO
T ),

where O is an orthogonal transformation and Evac,β,γ,δ is the channel that maps the
modes β, γ and δ on each site on the vacuum. Following [70], Evac,β,γ,δ is represented
by a covariance matrix G0 =

⊕ G̃0, where the direct sum is taken over all lattice
sites, and G̃0 is of the form (4.20) with

A0 =

(

0 0
0 0

)

, B0 =

(

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0

)

,

D0 =

(

D̃0 0
0 02

)

, D̃0 =
3
⊕

j=1

(

0 1
−1 0

)

. (4.58)

Then it follows by direct calculation that B = B0O, D = OTD0O, where the
orthogonal matrix O is of the form

O =

































1
2

0 − 1
2
√

6
− 1

2
√

6
− 1√

3
− 1

2
√

3
1

2
√

2
1

2
√

2

−1
2

0 1
2
√

6
− 1

2
√

6
− 1√

3
1

2
√

3
− 1

2
√

2
1

2
√

2

−1
2

0 − 1√
6

0 0 1
2
√

3
1√
2

0
1
2

0 0 0 0
√

3
2

0 0

0 1
2

−
√

3
8

1
2
√

6
− 1

2
√

3
0 − 1

2
√

2
− 1

2
√

2

0 −1
2

−
√

3
8

− 1
2
√

6
1

2
√

3
0 − 1

2
√

2
− 1

2
√

2

0 −1
2

0
√

2
3

− 1
2
√

3
0 0 0

0 1
2

0 1√
6

1
2
√

3
0 0 1√

2

































, (4.59)

and E(Γin) = B0(D0 − OΓinO
T )−1BT

0 + A0. Decomposing the channel in this way
allows a calculation of the projector as follows: The orthogonal transformation O is
a canonical transformation on the Majorana operators that has a unitary represen-
tation in Fock space, ck 7→ c′k = UckU

†, where

U = exp

[

−1

4

∑

k,l

uk,lckcl

]

, (4.60)



4.6: Conclusion 89

is unitary and u = uT is real. The matrix u can be obtained via the relation
UckU

† = (euc)k, implying O = eu. The matrix elements of the projector can be
obtained via the relation

〈k|a〈0|β,γ,δU
†|0〉a !

=
∑

Ak
lrud〈0|a〈0|α,β,γ,δ(a

†)kαlβrγuδd|0〉a, (4.61)

where |k〉a =
(

a†
)k |0〉a, and we have made, as explained above, the identification

α ≡ a on the left side of the equation. In this way we obtain the following result:

A0
0000 = x+, A0

1111 = x+,
A0

1010 = x−, A0
0110 = −x+, A0

0101 = −x−, A0
1001 = −x+,

A0
1100 = x+, A0

0011 = x+,

A1
1000 = x−, A1

0100 = −x+, A1
0010 = −x+, A1

0001 = −x−,
A1

1110 = −x+, A1
1101 = −x−, A1

1011 = x−, A1
0111 = −x+,

(4.62)

where x± = (1 ± i)/4. As the channel is mapping a Gaussian input state to a
Gaussian output state it is a Gaussian map and can thus be written as the expo-
nential of a quadratic form in the modes:

Q = exp
[

(iα + β)(−γ + iδ) + αβ + γδ + a†(−iα − β − γ + iδ)
]

. (4.63)

4.6 Conclusion

Motivated by the success of PEPS for the description of spins we have introduced
the class of fermionic Projected Entangled Pair States (fPEPS) in this Chapter.
Theses states are obtained by applying fermionic linear maps to maximally entan-
gled fermionic states placed between nearest neighbors. This construction resembles
the construction of PEPS and is well suited to describe ground and thermal states
of local fermionic Hamiltonians, both free and interacting, in the same way as PEPS
are suited to describe ground states of local spin systems. We have then shown how
fPEPS can be used for simulating fermionic systems, since they can be transformed
into PEPS at the cost of only one additional horizontal bond between neighboring
sites, and we have provided an explicit mapping for the corresponding tensors. Fur-
ther, we have investigated the role of fPEPS as ground states of local Hamiltonians.
To this end, we have introduced Gaussian fPEPS and shown that they naturally
arise as ground states of quasi-free local Hamiltonians. Finally, we have used these
tools to demonstrate the existence of local free fermionic Hamiltonians which are
critical without violating the area law. One might ask if it is also possible to find
fPEPS with low bond dimension that are the exact ground state of more compli-
cated Hamiltonians, e.g. the Hubbard type Hamiltonians that we will encounter in
the next Chapter. This is a line of research we pursue at the moment.
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Chapter 5

Interacting Fermionic Systems in
Generalized Hartree-Fock Theory

In the last Chapter we have constructed a new family of fermionic states, the fPEPS,
well suited for the description of physical systems with local interaction. We have
explained that all ground and thermal states of these systems can be approximated
arbitrarily well by an fPEPS as long as the bond-dimension D is taken large enough.
For numerical applications the bond dimension becomes the main bottleneck, since
the number of multiplications required for the contraction of the tensor network on
an L×L lattice scales as ∼ L2D12 [145]. Hence, the development of an approximation
technique tailored to the system under investigation might be another promising
approach. In this Chapter we take this route to study strongly correlated fermionic
many-body systems with two-body interaction, all described by a Hamiltonian

H = −
∑

kl

tkla
†
kal +

∑

klmn

uklmna
†
ka

†
laman. (5.1)

These models are used among others for the description of superconductivity in
BCS-theory, the Kondo effect or, most prominently, the Hubbard model [161]

HHubbard = −
∑

x,y,σ

txya
†
xσayσ +

∑

x

uxnx↑nx↓ +
∑

x,σ

µxσnxσ. (5.2)

The Hubbard model describes fermions with two different spin states (σ =↑, ↓) on a
lattice that can tunnel between sites x and y, and have attractive (ux < 0) or repul-
sive (ux > 0) interaction. The tunneling Hamiltonian Hhopp = −∑x,yσ txya

†
xσayσ as

well as the interaction Hamiltonian Hint =
∑

x uxnx↑nx↓ alone are easy to analyze.
However, the sum of the two terms and their interplay with the filling

∑

x,σ µxσnxσ

is believed to describe many fascinating effects of condensed-matter physics, and we
just give a brief overview on various possible phases of this model. More details can
be found e.g. in [162]. In the attractive regime, and for equal spin population the
Hubbard model describes e.g. superfluids or Luther-Emery liquids that exhibit ex-
ponential decay of spin correlations For imbalanced spin population the appearance
of the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)-phase is predicted [163, 164, 165].
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This is a superfluid phase of Cooper pairs with non-vanishing center-of-mass mo-
mentum. In the repulsive regime (ux > 0) the Hubbard model can exhibit e.g. Mott
insulator, ferromagnetic and antiferromagnetic phases [166]. Current experiments
with ultra cold fermionic quantum gases allow the realization of the Hubbard model
in optical lattices, giving hope to gain further insight into interesting properties of
the model [18], like the BEC-BCS crossover. Due to its immense importance for
the understanding of fermionic many-body systems the Hubbard model has under-
gone an intense theoretical investigation in recent years (see e.g. [167] for a review).
This includes the exact solution for certain instances of the model in 1D by Lieb
and Wu [168, 169] or exactly solvable Gaudin-Yang-models using the Bethe ansatz
and generalizations thereof (see e.g.[170, 171, 172, 173, 174]). In all other cases, we
have to confine ourselves to numerical approximation schemes, like Density-Matrix-
Renormalization Group (DMRG) [175, 176] or Quantum Monte Carlo (QMC) [177]
techniques. While DMRG works only in one dimension, QMC for fermions leads to
negative probabilities, known as the fermioic sign problem. Another approach uses
special trial wave functions like Gutzwiller [178] or projected wave functions (see
e.g. [179, 180, 181]).

One prominent approach for approximating ground and thermal states of the Hub-
bard model is the Hartree-Fock theory, where the energy for an N -particle system
is minimized with respect to a Slater determinant formed from N orthonormal one-
particle functions. The Slater determinant will break certain symmetries of the
system, like translational or rotational invariance. One might think of using other
trial wave functions that break other symmetries of the systems. One possible idea
is to give up particle number conservation using a grand canonical ensemble, as it
is done, for example, in the BCS-theory of superconductivity. The states that are
now allowed as variational ansatz states are the fermionic Gaussian states we have
already encountered at different points throughout this Thesis. Since the Slater
determinants used in Hartree-Fock theory are a special case of this approach, the
variational approach within the set of fermionic Gaussian states is a known as gener-
alized Hartree-Fock theory (gHFT). This approach has been applied by Lieb [43] to
the Hubbard model, deriving analytic solutions for gHF ground and thermal states.
Though being exact, these results involve complicated optimization conditions that
are hard to solve numerically for big systems without translational invariance and
periodic boundary conditions.

In this Chapter we show how to overcome these problems by developing numerical
techniques allowing the determination of ground and thermal states in generalized
Hartree-Fock theory applicable to large systems governed by any Hamiltonian of
the form (5.1). In order to make this Chapter self-contained we start with a short
summary of the properties of fermionic Gaussian states that are necessary for the
understanding of the Chapter in Sec. 5.1. This brief review also allows us to argue
why we believe that the gHFT is very well suited to capture the physical properties
of the Hubbard model. Then we derive in Sec. 5.2 consistent equations for real
time evolution in gHFT. These can be seen as an analogue of the Gross-Piteavskii
equations [182] long known for bosons. This result is of special interest as dy-
namical experiments on many-body systems have become possible in recent years,
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among others Hanbury-Brown-Twiss experiments [183] or BEC-BCS crossover ex-
periments [46]. These evolution equations further motivate the determination of the
gHF ground state via an approach closely related to the known technique of imag-
inary time evolution, which we explain in Sec. 5.3. A slightly different approach
is taken in Sec. 5.4, where we show how the finite temperature gHF states can be
found using a fixed-point iteration. We close the Chapter with an application of
our techniques to the two-dimensional translationally invariant Hubbard model in
Sec. 5.5, and compare our results for ground and thermal state to the exact solutions
derived in [43].

5.1 Toolbox of generalized Hartree-Fock Theory

In this Section we summarize the tools necessary for the understanding of this
Chapter. Our goal is to find the ground and thermal states as well as the dynamics
of a system governed by the Hamiltonian H given in (5.1). We approach the problem
in the Majorana picture and define ck = a†k + ak, ck+M = (−i)(a†k − ak), where M is
the number of modes and k = 1, . . . ,M . These operators satisfy the canonical anti-
commutation relations (CAR) {ck, cl} = 2δkl. The Hamiltonian H in this picture is
given by

H(T, U) = i
∑

Tklckcl +
∑

klmn

Uklmnckclcmcn = Hhopp +Hint, (5.3)

where Tkl, Uklmn ∈ R. The CAR allow to antisymmetrize T and U such that
T T = −T while U is antisymmetric under the exchange of any adjacent indices.
Gaussian states are fully characterized by their second moments collected in the
real and anti-symmetric covariance matrix (CM) Γkl = 〈 i

2
[ck, cl]〉 from which all

higher correlations can be obtained via Wick’s theorem:

iptr[ρcj1 . . . cj2p
] = Pf(Γ|j1...j2p

), (5.4)

where 1 ≤ j1 < . . . < j2p ≤ 2M and Γj1,...,j2p
is the corresponding 2p× 2p submatrix

of Γ. Pf(Γj1,...,j2p
)2 = det(Γj1,...,j2p

) is called the Pfaffian. Γ is the CM of a physical
state iff iΓ ≤ 1, while pure states have to fulfill Γ2 = −1. Every Gaussian state is the
ground state of a quadratic Hamiltonian HQ = i

∑

kl hklckcl, with real and antisym-
metric Hamiltonian matrix h. All Gaussian states remain Gaussian under the time
evolution governed by a quadratic Hamiltonian, and the CM transforms according
to Γ(t) = O(t)Γ(0)O(t)T , where O(t) = eth/4 is an orthogonal transformation.

We argue now why we believe that the gHFT is well suited for an approximation of
physical properties of the Hubbard model. It has been proven in Ref. [43] Thm. 2.9
that the generalized HF ground states of all interacting two-body Hamiltonians are
pure states. Further, as we know from the results of [75] and Appendix A every pure
Gaussian state can be brought into a standard form |Ψ〉 =

∏

k(uk + vka
†
ka

†
−k)|0〉,

where |uk|2 + |vk|2 = 1 ∀k. But these are exactly the states used to derive the
properties of superfluids in BCS theory. Further, if for all k either uk = 0 or
vk = 0, then we can arrive at a product state of particles with either zero, one,
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or two particles with opposite spin at each lattice site. Thus, the pure Gaussian
states capture two extreme cases of the Hubbard model, the Mott phase as well as
the superfluid phase, and are hence good candidates as variational states for that
model.

5.2 Real time evolution

In the following we derive equations capturing the dynamics of a system governed
by an interaction Hamiltonian of the form (5.3) in gHFT. The key idea is to use the
covariance matrix for the description of the dynamical evolution. In the Heisenberg
picture, where the time evolution of the Majorana operators is given by ck(t) =
eiH(T,U)tcke

−iH(T,U)t, the covariance matrix evolves according to

d

dt
Γαβ(t) = 〈[cα(t)cβ(t), H(T, U)]〉. (5.5)

As H(T, U) involves terms quartic in the Majorana operators this evolution clearly
takes us out of the Gaussian setting. We truncate this transformation imposing that
Wick’s theorem holds, i.e. we write

〈cicjckcl〉 = −(ΓijΓkl − ΓikΓjl + ΓilΓjk). (5.6)

With the help of the commutation relation

[cαcβ, cicj ] = 2(cicαδjβ − cicβδjα − cβcjδiα + cαcjδiβ)

we can calculate the contributions for the hopping and the interaction term to be

〈[cαcβ, Hhopp]〉 = 4[T,Γ]αβ,

〈[cαcβ, Hint]〉 = 24[trB[UΓ],Γ]αβ ,

where we have defined trB[UΓ]ij =
∑

kl UijklΓlk. This implies the following time
evolution for the covariance matrix:

Γ̇αβ(t) = 4[h̄(Γ(t)),Γ(t)]αβ , (5.7)

h̄(Γ(t)) = T + 6trB[UΓ(t)]. (5.8)

This equation can be formally integrated:

Γ(t) = O(t)Γ(0)O(t)T ,

O(t) = T exp

(

4

∫ t

0

h̄(Γ(t′))dt′
)

, (5.9)

where T denotes the time ordering operator. Note that due to the anti-symmetry of
h̄(Γ(t′)) Eq. (5.9) guarantees that the matrix O(t) is an orthogonal transformation.
Hence, when starting with a valid covariance matrix Γ(0), our approximation scheme
ensures that we remain within the set of Gaussian states. Further, from what we
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have said in Sec. 5.1 it follows that the dynamical evolution under the interaction
Hamiltonian H(T, U) can be understood as time evolution under a quadratic but
state-dependent Hamiltonian

HQ(Γ) = i
∑

kl

h̄(Γ(t))klckcl. (5.10)

Our approximation scheme does not only ensure that we always remain within the
set of Gaussian states, but it also conserves energy and particle number, as we show
in the following:

Conservation of the particle number Let H be a number conserving Hamil-
tonian, i.e. [H, N̂ ] = 0, and write the particle number operator as N̂ =

∑M
i=k a

†
iai =

M
2

+ i
4

∑

kl Ñklckcl, where Ñkl = δl,k+M for k = 1, . . . ,M and Ñkl = δl,k−M for
k = M + 1, . . . , 2M . Then

0 = tr[ρ[H, N̂ ]] =
i

4

∑

kl

Ñkl〈[H, ckcl]〉 =
i

4
tr[Ñ Γ̇(t)] = −i d

dt
〈N̂(t)〉.

Conservation of the energy For a closed system the energy should be a con-
served quantity, too. Using Wick’s theorem we can calculate the energy to be
E(t) = tr[Hρ] = −tr[(T + 3trB[UΓ])Γ]. Then

Ė(t) =
∑

kl

∂E

∂Γkl
Γ̇kl = 4tr[h̄(Γ)[h̄(Γ),Γ]] = 0.

In conclusion, we have shown that the application of Wick’s theorem to the evolution
equation of a system governed by a two-body interaction Hamiltonian leads to a
consistent dynamical equation that can be considered as the analogue of the Gross-
Pitaevskii equation known for bosons [182]. The truncation of the evolution is
equivalent to an evolution under an effective state-dependent quadratic Hamiltonian.
The particle number as well as the energy remain conserved quantities within this
approximation. In the following Section we will see that this approximation scheme
leads to a dynamical equation for the determination of the ground state of the
system.

5.3 Ground states

In principle, the ground state in generalized HF-theory can be found via a direct
minimization

min
ρ Gaussian

tr[Hρ] = min
iΓ≤1∑

ij

{

TijΓij − 3
∑

i,j,k,l

UijklΓijΓkl

}

. (5.11)

For the translationally invariant Hubbard model this problem could be reduced to an
optimization over two parameters only [43]. Generically, this constrained quadratic
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minimization problem is a daunting task. We attack this problem from a different
perspective. A well-known approach for the determination of the ground state |φ0〉
of a Hamiltonian H is imaginary time evolution. Starting with an arbitrary initial
state |Ψ〉, the application of the operator e−Ht will result in the ground state for
t→ ∞ as long as |Ψ〉 has non-vanishing overlap with |φ0〉. This can be seen directly
by writing |Ψ〉 =

∑

i ci|φi〉, where |φi〉 and Ei are eigenvectors and the corresponding
eigenvalues of H . Then

e−Ht|Ψ〉
‖e−Ht|Ψ〉‖1/2

=

∑

i e
−Eitci|φi〉

‖e−Ht|Ψ〉‖1/2
→ |φ0〉 for t→ ∞. (5.12)

Due to the exponential growth of the state space with the number of modes this
approach can be applied to small systems only. The idea is to apply the Gaussian
approximation, i.e. Wick’s theorem, to derive an evolution equation for the covari-
ance matrix which only scales quadratically with the number of modes. Starting
with an arbitrary pure Gaussian state ρ(0), the evolution under H in imaginary
time,

ρ(t) =
e−Htρ(0)e−Ht

tr[e−2Htρ(0)]
, (5.13)

clearly takes us out of the setting of Gaussian states. But we could discretize the
evolution and find for small time steps ∆t the best Gaussian approximation at
each step. However, due to the truncation it is not clear that this procedure will
converge. And even if we find a steady state is is not clear that this will be the
ground state of the system. Another possible approach is to use the quadratic but
state-dependent effective Hamiltonian HQ(Γ) that is derived from H(T, U) for the
imaginary time evolution. As HQ(Γ) is a quadratic operator we will stay in the space
of Gaussian states. But as the Hamiltonian is state-dependent it is the outcome of
this procedure is not clear. But we are lucky, and we show in the next Subsections
that both approaches are equivalent and lead indeed to the desired solution. To be
precise, we show that the following is equivalent:

1. Direct minimization of the energy Eq. (5.11) in generalized Hartree-Fock the-
ory.

2. Imaginary time evolution of the state ρ with the quartic Hamiltonian for small
time steps ∆t followed by an approximation of ρ(t+ ∆t) by a Gaussian state.

3. Imaginary time evolution of ρ with the quadratic but state-dependent Hamil-
tonian HQ(Γ).

5.3.1 Minimization of the energy

In order to obtain the generalized Hartree-Fock ground state we have to solve the
minimization problem

min
ρ Gaussian

E(ρ) = min
ρ Gaussian

tr[Hρ] = min
iΓ≤1{∑

ij

TijΓij − 3
∑

i,j,k,l

UijklΓijΓkl

}

. (5.14)
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The condition iΓ ≤ 1 is fulfilled iff 1− iΓ = (A+ iB)(A+ iB)†, where A and B are
real matrices, from which we derive

Γ = ABT −BAT , (5.15)1 = AAT +BBT . (5.16)

The problem can be reformulated as an optimization problem using Lagrange mul-
tipliers. The Lagrangian is given by

L =
∑

ij

Tij(AB
T − BAT )ij − 3

∑

ijkl

Uijkl(AB
T −BAT )ij(AB

T − BAT )kl

+
∑

i,k,l

λkl(AkiAli +BkiBli − δkl), (5.17)

where λT = λ are the Lagrange multipliers. The necessary condition for a local
minimum are given by

∂L
∂Aαβ

= 2(h̄B + λA)αβ = 0, (5.18)

∂L
∂Bαβ

= 2(−h̄A+ λB)αβ = 0. (5.19)

It has been proven in Ref. [43] that the HF ground state is always pure, i.e. Γ2 = −1.
Using this information and (5.15) and (5.16) we arrive at the following necessary
conditions for a minimum:

[h̄(Γ),Γ] = 0, (5.20)

Γ2 = −1. (5.21)

These two equations are non-linear matrix equations and thus hard to solve, both
analytically and numerically, for large systems. But we will see in the next Subsec-
tion that these equations appear as the steady-state conditions of imaginary time
evolution.

5.3.2 Imaginary time evolution

From Eq. (5.13) we see that the evolution of the density operator ρ under the
Hamiltonian H in imaginary time is given by

ρ̇(t) = −{H, ρ(t)} + 2ρ(t)tr[Hρ(t)], (5.22)

so that the covariance matrix evolves according to

Γ̇kl(t) = −itr[{H, ckcl}ρ(t)] + 2iΓkltr[Hρ(t)]. (5.23)

As we show in Appendix D both approaches for imaginary time evolution, number
2 and 3 described right before the beginning of Subsec. 5.3.1, lead to the same
evolution equation of the covariance matrix:

−1

4
Γ̇ = Γh̄(Γ)Γ + h̄(Γ). (5.24)
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Starting from a pure Gaussian state both approaches ensure that we always remain
in the set of pure Gaussian states. Thus Γ(t+∆t) = O(t+∆t)Γ(t)O(t+∆t)T , where
O(t+ ∆t) = eA(t)∆t is an orthogonal transformation, i.e. A(t)T = −A(t). Then

Γ(t+ ∆t) − Γ(t) = [A,Γ(t)]∆t+ O
(

(∆t)2
) !

= −4(Γh̄Γ + h̄)∆t+ O
(

(∆t)2
)

.

The solution of this equation is given by

O(t) = T exp

[∫ t

0

A(t′)dt′
]

, (5.25)

A(t) = −2[h̄(Γ),Γ]. (5.26)

The steady-state is obtained for O(t) = 1 or equivalently [h̄(Γ),Γ] = 0. But this
is exactly the necessary condition for the generalized Hartree-Fock ground state
derived in Eq. (5.20), while (5.21) holds true as we always stay in the set of pure
states. Thus, instead of solving the highly non-linear matrix equations Eq. (5.20)
and (5.21) we can solve Eq. (5.25) numerically and arrive at the ground state.

5.4 Thermal states

As we have seen in the last Section, the generalized Hartree-Fock ground state can
be obtained via an imaginary time evolution. To learn about the finite temperature
properties in gHFT we have to consider the approximation to the Gibbs state ρ ∼
e−βH , where β = 1

kBT
is the inverse temperature. We recall that the Gibbs state

minimizes the free energy, F (ρ) = E(ρ) − β−1S. Thus, we have to solve

min
ρ Gaussian

F (ρ) = min
ρ Gaussian

{

E(ρ) − β−1S(ρ)
}

.

An expression for the energy has already been given in Eq. (5.14). For the calculation
of the entropy we consider a one-mode Gaussian state in its standard form

ρ =
e−βa†a

1 + e−β
=

1 + λ

2
|0〉〈0| + 1 − λ

2
|1〉〈1|, (5.27)

where ±iλ are the eigenvalues of the covariance matrix Γ. The entropy S =
−tr[ρ ln ρ] is given by

S(ρ) = ln 2 − 1

2
[(1 − λ) ln(1 − λ) + (1 + λ) ln(1 + λ)] , (5.28)

so that for M modes we have

S = M ln 2 − 1

2
tr [(1+ iΓ) ln(1+ iΓ)] . (5.29)

Thus, using (5.14) the generalized HF Gibbs state is obtained via the following
minimization problem:
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min
ρ Gaussian

F (ρ) =

min
iΓ≤1{−tr[(T + 3trB[UΓ])Γ] − β−1

(

M ln 2 − 1

2
tr[(1+ iΓ) ln(1+ iΓ)]

)}

.

In analogy to the minimization of the energy in Sec. 5.3.1 we use Eqs. (5.15) and
(5.16) to transform this minimization problem into an optimization with Lagrange
multipliers λ = λT and Lagrangian

L = E(A,B) − β−1S(A,B) −
∑

i,j

λij(AA
T +BBT − δij). (5.30)

Here, E(A,B) is as in Eq. (5.11). Since we have already done the optimization of
the energy term in Sec. 5.3.1, we consider now to the entropy term. With the help
of ln(1−X) = −∑∞

k=1
1
k
Xk (see e.g. [184]) we obtain

tr[(1+ iΓ) ln(1 + iΓ)] = −
∑

k,l

1

k
(−i)k(Γk + iΓk+1)ll.

Taking the derivative of the entropy wrt. to Γmn we arrive at

∂S

∂Γmn
=

[

− i

2
(1− iΓ)

∞
∑

k=0

(iΓ)k +
i

2

∞
∑

k=1

1

k
(iΓ)k

]

mn

= − i

2
[1+ ln(1− iΓ)]mn ,

where we have made use of the formula (1 − X)−1 =
∑∞

k=0X
k [184]. Then we

obtain the following necessary conditions for a minimal entropy:

[hF (Γ),Γ] = 0, (5.31)

hF (Γ)(1+ Γ2) = 0, (5.32)

hF (Γ) = h̄− i

4β
ln
1+ iΓ1− iΓ

. (5.33)

It has been proven in Thm. 2.8 of Ref. [43] that the quasi-free state minimizing
the free energy is always a Gibbs-state of the form ρ ∼ exp[−β−1hA], where hA is a
quadratic operator on a finite Hilbert space. Since we consider the finite temperature
case, i.e. β <∞ this implies that Eq. (5.32) can be fulfilled only for hF = 0 leading
to the following implicit equation for the covariance matrix:

Γ = i tanh
[

2iβh̄(Γ)
]

. (5.34)

This equation can be solved numerically via a fixed-point iteration.
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5.5 Application: The 2d-Hubbard-Model

As a benchmark, we apply the numerical methods derived in the last Sections to
the two-dimensional translationally invariant Hubbard model with attractive inter-
action. The Hamiltonian of the system is given by

H− =
∑

x,y∈Λ,σ

thopp
x,y a†x,σay,σ − u

∑

x∈Λ

(

nx↑ −
1

2

)(

nx↓ −
1

2

)

− µ
∑

x,σ

nx,σ, (5.35)

where x and y are points on the two-dimensional lattice Λ, and σ =↑, ↓ denotes the
spin degree of freedom. The hermitian |Λ|×|Λ| matrix thopp is called hopping matrix.
In the following we take thopp to be real and consider nearest-neighbor hopping, i.e.
thopp
xy = τ when x and y are nearest-neighbors, and thopp

xy = 0 otherwise. For u > 0 the
second term in H− is an attractive on-site interaction between particles of opposite
spin. Further, we have included a chemical potential µ. In Ref. [43] it is shown that
in this case the ground state energy as well as the free energy of the Gibbs state can
be obtained via a two-parameter optimization of the pressure functional

P(β, µ) = (2β−1 ln 2 + µ)|Λ|

− min
d2≤η

{

−2β−1tr

[

ln cosh
β

2

√

(thopp − µ1)2 − 2ud(thopp − µ1) + u2η

]

+ uη|Λ|
}

.

(5.36)

The free energy is related to this functional via F (β, µ) = −P(β, µ), while the
ground state energy E(µ) can be obtained when taking the limit β → ∞:

E(µ) = min
d2≤η

{

−tr
[

√

(thopp − µ1)2 − 2ud(thopp − µ1) + u2η
]

+ uη|Λ|
}

− µ|Λ|.
(5.37)

We consider a 10 × 10 lattice and compare our numerical values for the ground
state energy as well as the free energy to the results obtained via the optimization
of (5.36) and (5.37). We set the strength of hopping as the energy scale of the
system, i.e. τ = 1, and we take µ = 0.

Ground state energy To obtain the ground state energy we use imaginary time
evolution according to Eq. (5.25), i.e. Γ(t) = O(t)Γ0O(t)T , where

O(t) = T exp

[
∫ t

0

A(t′)dt′
]

,

A(t) = −2[h̄(Γ),Γ],

and h̄(Γ) = T + 6trB[UΓ(t)]. We discretize the time-ordered integral, such that
O(t+ ∆t) = eA(t)∆tO(t), and expand the exponential to first order,

eA∆t =
1 + 1

2
A∆t1− 1

2
A∆t

+ O
(

(∆t)2
)

,
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Figure 5.1:
Generalized Hartree-Fock ground state energy E0 for the two-dimensional
translationally invariant Hubbard model (c.f. Eq. (5.35)) with attractive
interaction on a 10× 10 lattice for τ = 1, µ = 0 and u ∈ [1, 10]. The red line
shows the exact gHF ground state energy, Eexact, obtained from Eq. (5.37),
while the triangles correspond to the energy obtained via imaginary time
evolution, Eimag (c.f. text for the details of the numerical realization). The
relative error, (dE)rel, is plotted in logarithmic units.

which ensures that O(t + ∆t) is orthogonal. Starting from a covariance matrix Γ0

of an arbitrary pure state, we evolve for a time 105∆t, where ∆t = 10−3. In Fig. 5.1
we compare this approach (triangles) to the exact solution given by Eq. (5.37) (red
line) for an interaction strength u = 1, 2, . . . , 10. We find excellent agreement of
the ground state energy obtained via imaginary time evolution, Eimag(u), and the
exact solution, Eexact(u), with a relative error (green circles) upper bounded by
(dE)rel = |Eimag −Eexact|/|Eexact| < 2 · 10−8.

Free energy The gHF Gibbs state is given by the implicit equation (5.34), derived
in Sec. 5.4:

Γ = i tanh
[

2iβh̄(Γ)
]

.

We start either at a) β = ∞, i.e. we take the ground state of the system (which can
be obtained for example via the minimization of the energy explained above), or b)
at β = 0, i.e. we take the maximally mixed state ρ ∼ 1, as the initial state for the
iteration. Then we change the temperature in steps ∆β and obtain the new Gibbs
state via a fixed-point iteration. In Fig. 5.2 we give the results for both approaches,
taking as an example an interaction strength of u = −6, a temperature β ∈ [0, 1],
and change β in steps ∆β = 0.01. Again, we have set the hopping energy as the
energy scale of the system, i.e. we take τ = 1, and take zero chemical potential. For
a better visualization of the result we have added a model independent term to the
free energy, plotting F ∗ = F +2β−1 ln 2|Λ|. The blue line depicts the exact solution,
F ∗

exact, obtained from the minimization of the pressure functional Eq. (5.36), while
the triangles show the numerical solution, F ∗

num. We also show the relative error
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Figure 5.2:
Comparison of the exact solution for the free energy in generalized Hartree-
Fock theory (blue line) with the numerical solution of Eq. (5.34) (triangles)
via a fixed point iteration starting from a) the ground state and β = 1, b) the
completely mixed state and β = 0. For a better visualization of the result we
have plotted F ∗ = F + 2 ln 2β−1|Λ|. We take τ = 1, u = −6 and µ = 0. The
green dotted line shows the relative error of the numerical solution compared
to the exact result in logarithmic units (c.f. text for an explanation of the
error peak).

dF ∗
rel = |F ∗

exact − F ∗
num|/|F ∗

exact| in logarithmic units. There is excellent agreement of
our approach with the exact solution. However, we find a slightly bigger error in a
region of β ≈ 0.8. We argue now why this discrepancy might occur. As it has been
shown in Ref. [43], whenever (thopp−µ1) is unitarily equivalent to −(thopp−µ1) and
1 < u

|Λ|tr[|thopp−µ1|−1] ≤ ∞ holds true, the pressure defined in (5.36) is non-analytic
at a finite critical temperature βc uniquely determined via

1 =
u

2|Λ|tr
[

∣

∣thopp − µ1∣∣−1
tanh

(

βc

2

∣

∣thopp − µ1∣∣)] . (5.38)

Since in our case µ = 0 and thopp is antisymmetric, we find a critical temperature
βc ≈ 0.77, and it is exactly in the region around βc that we see the increased deviation
of F ∗

num from the exact solution. The numerical accuracy might be improved by
decreasing ∆β or taking a higher accuracy for the fixed-point iteration. Currently,
we stop the iteration process for a fixed temperature as soon as ||Γn(β)−Γn+1(β)|| <
10−6. Another idea is to take for each value of β the minimal value of approach a)
and b).

Since the translationally invariant two-dimensional Hubbard model is only a
benchmark for our numerical routines, we do not investigate these ideas in more
detail here. Summarizing, we can state that the numerical methods developed in
the last Sections allow in general the determination of the ground state energy as
well as the Gibbs free energy for our toy model to very high accuracy. These re-
sults give hope that we can successfully apply our procedures to physically relevant
scenarios as well. Further, we learn that more care has to be taken in parameter
regimes where quantum phase transitions occur, and we have suggested possible
approaches to achieve solution of high accuracy in these regions as well.
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5.6 Conclusion

Summarizing, we have developed numerical methods to approximate the time evo-
lution and the ground and thermal states of finite fermionic systems with arbitrary
two-body interaction, H(T, U) = i

∑

Tklckcl +
∑

klmn Uklmnckclcmcn, in any dimen-
sion. Our approach makes use of the generalized Hartree-Fock theory, where pure
and mixed quasi-free states are used as variational input states such that the whole
problem can be considered on the level of the covariance matrices.

The dynamical evolution of the system within this approximation leads to an
evolution equation of the covariance matrix that can be seen as an analogue of
the Gross-Pitaevskii equation known for bosons. The solution of this equation is
given by a time-dependent orthogonal transformation of the CM that can be easily
implemented numerically. Furthermore, this evolution is equivalent to the dynamics
of a system governed by a quadratic but state-dependent Hamiltonian HQ(Γ). This
result is a starting point to attack the problem of finding the variational ground
state via an imaginary time evolution with HQ(Γ). The dynamical evolution we can
derive for the CM in that way can be reformulated as a time-dependent orthogonal
transformation as well, and leads to a steady-state that is indeed the gHF ground
state. In case of thermal states the minimization of the free energy leads to an
implicit equation for the covariance matrix that allows a solution using a fixed-point
iteration.

So far we have performed first numerical applications of our methods to the trans-
lationally invariant 2D Hubbard model with attractive interaction at half filling,
since this problem has been reduced to a simple optimization problem in [43]. For
a 10 × 10 lattice we have obtained results for the ground state energies in a regime
of u/τ ∈ [0, 10], and we have seen that our results are in excellent agreement with
the exact solution. In the case of thermal states, we have considered an interac-
tion strength u = −6 in a temperature region β ∈ [0, 1], and have found excellent
agreement with the results of [43]. However, we have seen slightly bigger errors in a
parameter regime where the model exhibits a quantum phase transition

The application of the framework presented in this Chapter to physically relevant
scenarios, where, e.g., translational invariance is broken, and its numerical opti-
mization is work in progress [45]. One important goal is to investigate regimes of
the Hubbard model away from half-filling where exotic quantum phases, like the
FFLO-phase, are expected to arise.
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Chapter 6

Conclusions and Outlook

Fermionic particles are the basic building blocks of matter, and their quantum cor-
relations are central to many fascinating physical effects. In this Thesis we have
investigated a broad range of topics related to these systems from the perspective
of quantum information theory.

The first part of this Thesis, Chapter 2, is devoted to conceptual considerations
regarding quantum correlations in fermionic many-body systems. So far there have
been various attempts to adapt the framework of entanglement theory developed for
distinguishable spin-systems to a system of indistinguishable particles, none of which
has lead to a conclusive result. Thus, in our approach to characterize correlations
in these systems we use a different approach, taking the well-established notion of
”paired” fermions in solid state and condensed matter systems as a starting point
to develop a pairing theory for fermionic systems. Starting from a minimal list of
requirements a paired state should fulfill we propose a definition of pairing, and de-
velop methods for its detection and quantification applicable to current experiments.
Our approach is guided by concepts and tools known in entanglement theory, like
convex sets or witness operators. Further, we show that pairing is distinct from any
of the existing notions of quantum correlations introduced for systems of indistin-
guishable particles. In addition, we show that pairing is a resource for high-precision
phase estimation. Most remarkably, certain instances of the BCS-states of supercon-
ductivity, that are all captured as paired by our definition, can be proven to allow
quantum metrology at the Heisenberg limit.

The idea to come up with a pairing theory for fermions was initially motivated by
current experiments on ultra cold quantum gases. We set as a goal the definition,
detection and quantification of pairing, as well as to study its resource character
and to find its relation with known concepts of quantum correlations in fermionic
systems. We not only achieved all these goals, but in the course of our work we
have encountered numerous questions for further investigations, and we just men-
tion some of the most interesting ones. First, one might think of generalizing the
notion of pairing to higher order correlations, what might lead to an understanding
of the complete fermionic Fock space. Next, one could also take the other road
and try to find finer characterizations of pairing, which could lead to equivalence
classes of paired states that cannot be transformed into each other by certain phys-
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ical transformations, in analogy to the GHZ- and W-states well known in quantum
information theory. Furthermore, other methods for the detection of pairing might
be developed. Especially, the concept of positive maps that has turned out so pow-
erful in the spin-setting could not be applied successfully to fermions yet. Another
possible way to follow is to try to come up with quantum information applications
other than metrology where the pairing of fermions plays the role of the resource.

After these conceptual considerations, the second part of this Thesis, Chapters 3-5,
is devoted to simulations of fermionic systems. The simulation of quantum mechan-
ical systems falls into two big classes, namely simulation on a classical computer and
quantum simulation. We start in Chap. 3 with the latter one, including bosonic and
finite dimensional quantum systems in our investigations. Considering a translation-
ally invariant lattice of arbitrary dimensions, we ask what time evolutions can and
which cannot be be simulated given certain sets of translationally invariant Hamil-
tonians. Using the machinery of Lie algebras we can give a full characterization in
the case of quasi-free bosonic and fermionic systems, while we can only derive no-go
theorem in the case of spin systems. However, the technique of finding Hamiltonians
that cannot be simulated with the help of Casimir operators might turn out useful
for other questions in the field of quantum simulation.

Finally, we consider the simulation of fermionic systems with the help of algo-
rithms tailored for a classical computer. In this case the exponential growth of the
quantum mechanical state space generally demands for an approximation in the
determination of ground and thermal states, as well as the time evolution of the
system. One possible approach is the construction of a class of states that describe
relevant physical systems with few parameters sufficiently well. To this end we intro-
duce the family of fermionic Projected Entangled Pair States (fPEPS) in Chapter 4,
that are the generalization of the Projected Entangled Pairs States (PEPS) known
for spin systems. The fPEPS do not only approximate ground and thermal states
of fermionic systems with local interaction well, they can also be mapped to the
PEPS-representation by only doubling the number of parameters. Thus, the well-
developed numerical tools of PEPS can also be used for the simulation of fermionic
systems. The application of the fPEPS to numerical simulations is one major line
of research to follow in the future. Another line of thought is the determination of
fPEPS of low bond dimension that are the exact ground state of some fermionic
system. In the case of quasi-free fermions we introduce the class of Gaussian fPEPS
all of which turn out to be ground states of some short-range Hamiltonian. We pro-
vide an example of a critical fPEPS in two dimensions, which is remarkable, since
only states with vanishing Fermi surface can fulfill an area law in 2D. This example
could be a starting point for finding further examples of this kind, and perhaps even
to categorize critical free-fermionic systems. Currently, we are interested in find-
ing fEPS that are ground states of local Hamiltonians with hopping and two-body
interaction, and we could see first indications that such examples might exist.

Due to the rich structure of quantum phases described by the Hubbard model,
its investigation has occupied physicists for decades. Since this model is realized in
systems of ultra cold quantum gases in optical lattices, it is currently in the cen-
ter of investigation both from a theoretical and experimental perspective. In the
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final Chapter of this Thesis, Chap. 5, we develop a framework for the simulation of
fermionic systems described by any Hamiltonian with two-body interaction. Start-
ing from the idea of generalized Hartree-Fock theory (gHFT), where pure and mixed
quasi-free states are taken as variational states, we could derive a dynamical evolu-
tion equation for the covariance matrix of the system that can be understood as an
analogue of the Gross-Pitaevskii equation known for bosons. The gHF ground states
can be found as steady-states of an imaginary time evolution of the covariance ma-
trix (CM), while the CM of thermal states is given by an implicit equation solvable
by a fixed-point iteration. Since the covariance matrix depends only polynomially
on the number of modes, our approach can be applied to large physical systems as
they appear in current experimental setups. We hope that the numerical application
to the Hubbard model will give information on interesting quantum phases captured
by this system, e.g. the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)-states [44] in the
regime of attractive interaction.

In conclusion, this Thesis presents important results for the understanding of
fermionic systems and their correlations. The understanding gained by the introduc-
tion of the pairing theory and the possibilities for numerical simulation of fermionic
many-body systems with the help of fPEPS and the formalism based on gHFT are
the main results of our work. The interplay of quantum information science and
condensed matter physics has turned out as a very fruitful approach for our investi-
gations, and we hope that the interaction of these two different fields of physics will
lead to many interesting insights in the future.
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Appendix A

A standard form for pure
fermionic Gaussian states

In the following we give a derive a standard form for all pure fermionic Gaussian
states. After completing the proof we found out that this result had already been
obtained in [75] and is known as Bloch-Messiah reduction. However, as we think
that our derivation of the result is more transparent, we would like to present it
here. Recall that in Sec. 2.1.3 we have introduced the complex representation of
the covariance matrix given by

Γc =
1

4
Ω†Γ̃Ω̄ =

(

Q R
R̄ Q̄

)

, (A.1)

where Qkl = 〈 i
2
[ak, al]〉, Rkl = 〈 i

2
[ak, a

†
l ]〉 and Q̄ denotes the complex conjugate.

Note that R† = −R and QT = −Q and hence ΓT
c = −Γc. Every anti-hermitian

matrix can be diagonalized and every anti-symmetric complex matrix can be block-
diagonalized by a unitary transformation. The following lemma gives a necessary
and sufficient condition that Q and R can be (block-) diagonalized simultaneously:

Lemma A.1. Let Q,R be complex n× n matrices and assume that Q = −QT and
R = −R†. Then RQ = −QR̄ if and only if there exists a unitary U such that

UQUT =
⊕

k

qkσy ≡ Q0 (A.2)

URU † =
⊕

k

irk12 ≡ R0, (A.3)

where σy is the Pauli y-matrix, and qk, rk ∈ R.

Proof. If Q and R are in the standard form (A.2) and (A.3), then it follows imme-
diately that RQ = −QR̄.

Now let RQ = −QR̄. As R is anti-hermitian, R can be diagonalized by a unitary
U and has only complex eigenvalues, i.e.

RU = U







ir1I1
. . .

irmIm






,
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where Ik is the identity on the eigenspace Ek of R corresponding to the eigenvalues
irk. Let ek be an eigenvector of R corresponding to the eigenvalues irk, i.e. RvK =
irkek. Then RQēk = QR̄ēk = irkQēk, and Qek is an eigenvector of R corresponding
to the eigenvalue irk. Hence,

QŪ = U







Q1

. . .

Qn






,

where Qk are block matrices and dim(Qk) = dim(Ek). Next, we show that the
dimension of the eigenspaces of R is always even. To do so, note that [QQ̄,R] = 0,
and hence QQ̄ and R are simultaneously diagonalizable: XQQ̄X† = diag(qi) and
XRX† = diag(iri), where X is unitary, and the eigenspaces of R and QQ̄ have the
same dimension. Further, as Q is antisymmetric, there exists a unitary Y such that
Y QY T =

⊕

k qkσy. As a consequence, QQ̄ = Y
⊕

k(−qk)12Y
†, i.e. the spectrum

of QQ̄ as well as of R is doubly degenerate: dim(Ek) = 2dk. Now we are nearly
done. As Q is antisymmetric, so are the blocks Qi, and hence there exists a family
Vi of unitary matrices of dimension 2di such that ViQiV

T
i =

⊕

k q
(i)
k σy. Defining

W =
⊕

k Vk we find that W †QW T = Q0 and W †RW = R0.

With this Lemma we are now in the position to state the following theorem about
pure fermionic Gaussian states:

Theorem A.2. For every pure fermionic Gaussian state |Ψ〉 there exists a basis of
modes {ak} such that |Ψ〉 =

∏

k(uk + vka
†
ka

†
−k)|0〉, where |uk|2 + |vk|2 = 1 ∀k.

Proof. If |Ψ〉 =
∏

k(uk + vka
†
ka

†
−k)|0〉, then its covariance matrix Γc,kl =

tr[i/2ρ[Ak, Al]], where A = (a1, a−1, . . . , aM , a−M , a
†
1a

†
−1, . . .) is of the form

Γc =

(

Q R
R̄ Q

)

Q =
⊕

k

vkūk σy, R =
i

2

⊕

k

(1 − |vk|2).

Now let Γc be the covariance matrix of a pure state, i.e.

ΓcΓ
†
c =

(

QQ† +RR† QRT +RQT

R̄Q† + Q̄R† R̄RT + Q̄QT

)

=
1
4
. (A.4)

The equation is satisfied iff QQ† +RR† = 1
4
1 and QR̄ = −RQ. The last condition

implies that Q and R can be (block-)diagonalized simultaneously and attain the
standard form (A.2) and (A.3) according to lemma A.1. Hence, there exists a unitary
U such that UQUT =

⊕

k qkσy and URU † = i
⊕

k rk12. As QQ† +RR† = 1/4 must
be fulfilled, we have the condition 4(|qk|2 + |rk|2) = 1∀k. Define uk and rk via
rk = (1− 2|vk|2)/2 and qk = ūkvk. Then we see that |Ψ〉 =

∏

k(uk + vka
†
ka

†
−k)|0〉 for

some particular choice of basis.
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Appendix B

Proof of Thm. 2.23

In the following we provide all the details leading to Thm. 2.23, starting with the
bound on separable states:

Lemma B.1. Let ρ ∈ Ssep with tr[Nopρ] = N and let H({vk}) be as in Thm. 2.23.
Then tr[H({vk})ρs] ≥ 0.

Proof. The operator Hk acts non-trivially only on the modes a†k, a
†
−k, a

†
k+M , a

†
−(k+M).

Denote by ρk the reduced density operator obtained when tracing out all but these
four modes. According to Lemma 2.2, ρk =

∑4
n=0 β

(n)
k |n〉〈n| is a convex combination

of separable n-particle states |n〉〈n|. We proved in Lemma 2.3 that |tr[(P †
kPk+M +

h.c.)ρs]| ≤ 1/2. Hence

〈H({vk})〉 ≥ 2N(1 − ǫ) − 2

M
∑

k=1

(|vk|2〈Nk〉 + β
(2)
k ).

Now 2βk ≤ 〈Nk〉 ≤ 4 and |vk|2 ≤ 1 − ǫ so that |vk|2〈Nk〉 + β
(2)
k ) ≤ 4. Due to

the particle number constraint
∑M

k=1〈Nk〉 = N this value can be taken for k =
1, . . . , N/4. Hence,

−2

M
∑

k=1

(|vk|2〈Nk〉 + β
(2)
k ) ≥ −2 · 4(1 − ǫ)N/4

so that 〈H({vk})〉 ≥ 0.

To show the witness character of H({vk}) we also have to prove that there exists a
BCS state that is detected by the Hamiltonian. We will need the following theorem
about the distribution described by the |λN |2 in (2.20):

Theorem B.2. Let |ΨGauss〉 =
∑M

N=0 λ
(M)
N |Ψ(N)

BCS〉 like in (2.19), (2.21). If
∑M

k=1 |uk|2|vk|2 = O(Nγ) for some γ > 0, then in the limit N → ∞ the |λN |2
converge to a normal distribution,

|λN |2 =
1√

2πσN̄

exp

[

−(N − N̄)2

2σ2
N̄

]

,
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where 2N̄ = 2
∑M

k=1 |vk|2 is the mean particle number for the variational state, and

the variance is given by σ2
N̄

= 4
∑M

k=1 |vk|2|uk|2.
Proof. For the proof we will need a theorem from probability theory known as
Lyapunov’s central limit theorem [185]:

Theorem B.3. (Lyapunov’s central limit theorem)
Let X1, X2, . . . be independent random variables with distribution functions
F1, F2, . . . , respectively, such that the expectation value E(Xn) = µn and the variance
Var(Xn) = σ2

n fulfill µn, σn < ∞ and at least one σn > 0. Let Sn = X1 + · · · + Xn

and sn =
√

Var(Sn) =
√

σ2
1 + · · · + σ2

n. If the Lyapunov condition

1

s2+δ
n

n
∑

k=1

E|Xk − µk|2+δ −−−→
n→∞

0

is satisfied for some δ > 0 then the normalized partial sums Sn−ESn

sn
converge in

distribution to a random variable with normal distribution with mean µ = 0 and
variance σ = 1.

Consider the observables Xk = nk + n−k, k = 1, . . . ,M , where n±k = 0, 1 is
the number of particles with quantum numbers ±k respectively. The Xk can be
considered as classical random variables since they commute mutually. In the vari-
ational BCS-state the random variable SM =

∑M
k=1Xk is distributed according to

the probability distribution

P (SM = 2N) =

M
∑

k1<...<kM=1

|vk1 |2 . . . |vkN
|2|ukN+1

|2 . . . |ukM
|2

=

(

∏

k

|uk|2
)

M
∑

k1<...<kM=1

|vk1|2 . . . |vkN
|2

|uk1|2 . . . |ukN
|2 (B.1)

=
|C|2

(N !)2|CN |2
= |λ(M)

N |2. (B.2)

With the help of Thm. B.3 applied to the random variable SM we can now com-
plete the proof of Thm. B.2, i.e. show that λ

(M)
N converges to a normal distribution

for large M . We start calculating the expectation value µk of Xk. For a BCS-state,
Xk takes the values Xk = 0, 2, as particles with quantum numbers ±k always appear
in pairs. As

P (Xk = 0) = |uk|2, P (Xk = 2) = |vk|2,
we get µk = 2|vk|2 and

E(SM) = 2
∑

k

|vk|2 ≡ 2N̄ .

For calculating the variance, note that X2
k = n2

k + n2
−k + 2nkn−k = 0, 4, and
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P (X2
k = 0) = |uk|2, P (X2

k = 4) = |vk|2.
Hence

Var(Xk) = 4|uk|2|vk|2, s2
M = 4

∑

k

|uk|2|vk|2.

To apply the central limit theorem, we consider E(|Xk − µk|4). Using

P (|Xk − µk|4 = µ4
k) = |uk|2, P (|Xk − µk|4 = (2 − µk)

4) = |vk|2, µk = 2|vk|2

we arrive at

E(|Xk − µk|4) = 16|uk|2|vk|2(|uk|6 + |vk|6) ≤ 16|uk|2|vk|2(|uk|2 + |vk|2)
= 16|uk|2|vk|2.

Setting δ = 2 in the Lyapunov condition, we obtain

1

s4
M

M
∑

k=1

E(|Xk − µk|4) ≤
4

s2
M

= O(N−γ) → 0,

where we have applied the assumption of the theorem
∑M

k=1 |vk|2|uk|2 = O(Nγ)
in the last step. The central limit theorem implies that SM converges to a nor-
mal distribution with expectation values 2N̄ = 2

∑

k |vk|2 and variance σ2
N̄

=
4
∑

k |vk|2|uk|2.

With this result at hand we can prove the following:

Lemma B.4. Let H({vk}) and |Ψ(N)
BCS〉 be defined as in Thm. 2.23. If ǫ > 18/

√
πN ,

then

〈Ψ(N)
BCS,sym|H({vk})|Ψ(N)

BCS,sym〉 < 0.

Proof. We will use the correspondence of variational and number conserving BCS-
states, deriving first a bound for |〈H({vk})〉Gauss − 〈H({vk})〉N |, where |ΨGauss〉 =
∑2M

k=1 λn|Ψ(n)
BCS,sym〉 with |Ψ(n)

BCS,sym〉 like in Thm. 2.23. To do so, we will need that

the |λn|2 are normally distributed. From |uk|2 = 1−|vk|2 ≥ ǫ where ǫ > 18/(
√

2πN̄)
and

∑2M
k=1 |vk|2 = N̄ , it follows that σN̄ =

∑2M
k=1 |vk|2|uk|2 ≥ ǫN̄ = O(

√
N). Hence,

we know from Thm. B.2 that the |λn|2 describe a normal distribution around N̄ ≈ N
with standard deviation σN̄ .

Now, write H({vk}) = H0 − 2W + 2(1 − ǫ)
∑M

k=1Nk, where

H0 = −2
M
∑

k=1

|vk|2Nk,

W = 2
∑

k

P †
kPk+M + P †

k+MPk.
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We start with a bound for |〈H0〉var − 〈H0〉N | ≤ T1 + T2, where

T1 =

∣

∣

∣

∣

∣

∣

∑

∆∈[−σ2
N̄

,σ2
N̄

]

|λN+∆|2(〈H0〉N+∆ − 〈H0〉N)

∣

∣

∣

∣

∣

∣

,

T2 =

∣

∣

∣

∣

∣

∣

∑

∆/∈[−σ2
N̄

,σ2
N̄

]

(|λN+∆|2(〈H0〉N+∆ − 〈H0〉N)

∣

∣

∣

∣

∣

∣

.

(B.3)

A bound for T2 can be easily derived noting that

|〈H0〉n − 〈H0〉n′| = 8

∣

∣

∣

∣

∣

∑

k

|vk|2 (〈nk〉n − 〈nk〉n′)

∣

∣

∣

∣

∣

, (B.4)

and for n = N + ∆ ≥ N we have
∑

k |vk|2(〈nk〉n − 〈nk〉N) ≤∑k |vk|2〈nk〉n ≤ n, as
|vk|2 ≤ 1. Hence,

T2 ≤ 16

∣

∣

∣

∣

∣

∣

∑

∆/∈[0,σ2
N̄

]

|λN+∆|2|N + ∆|

∣

∣

∣

∣

∣

∣

≤ 8
σN̄√
2π
e−σ2

N
/2 + 4N

(

1 − Erf(σN̄/
√

2)
)

≤ 8
σN̄√
2π

+ 4N
(

1 − Erf(σN̄/
√

2)
)

,

where we have approximated the sum by an integral in the second step. For bounding
T1, we will show first that for n = N + ∆ where ∆ ∈ [−σ2

N̄
, σ2

N̄
] we have 〈nk〉n −

〈nk〉n−1 ≥ 0. Expanding the BCS wave function

|Ψ(n)
BCS,sym〉 = Cnn!

2M
∑

j1<...<jn=1

αj1 . . . αjn
P †

j1
. . . P †

jn
|0〉,

the expectation value of the number operator is easily calculated to be 〈nk〉n =

|Cn|2(n!)2|αk|2S(n−1)
k , where

S
(n)
k =

2M
∑

j1<...<jn=1
ji 6=k

|αj1|2 . . . |αjn
|2.

If 0 < |vk|2 ≤ 1 − ǫ, there exists a lower bound on the coefficients |αk|2 =

|vk|2/
√

1 − |vk|2 ≥ b ∀ k. Then S
(n−1)
k and S

(n−2)
k are related via

S
(n−1)
k ≥ b

2M − (n− 1)

n− 1
S

(n−2)
k .
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In the proof of Thm. B.2 we show that

|λn|2
|λn−1|2

=
|Cn−1|2((n− 1)!)2

|Cn|2(n!)2
,

resulting in

〈nk〉n − 〈nk〉n−1 ≥
(

b
2M − (n− 1)

n− 1
− |λn|2

|λn−1|2
)

|Cn|2(n!)2|αk|2S(n−2)
k .

For n = N + ∆ and ∆ ∈ [−σ2
N , σ

2
N ] the normal distribution of the |λn|2 implies

|λn|2/|λn−1|2 = exp[(2∆ − 1)/(2σ2
N)] ≤ e. Hence,

b
2M − (n− 1)

n− 1
− |λn|2

|λn−1|2
≥ 0 ⇔ b ≥ e

n

2M − (n− 1)
> 3

n− 1

2M − (n− 1)
.

For M = q(n−1), this is equivalent to |αk|2 ≥ 3/(2q−1), which can be achieved for
q ≫ 1. The last condition is satisfied, as we are considering dilute systems, where
M ≫ N̄ . Thus, 〈nk〉n − 〈nk〉n−1 ≥ 0, implying

∑

k |vk|2(〈nk〉n − 〈nk〉n−1) ≤ 1, as
|vk|2 ≤ 1. Using (B.4) and a telescope sum, we conclude that

T1 ≤ 8

∣

∣

∣

∣

∣

∣

∑

∆∈[−σN̄ ,σN̄ ]

(|λN+∆|2|∆|

∣

∣

∣

∣

∣

∣

≤ 8

∣

∣

∣

∣

∣

∑

∆

|λN+∆|2|∆|
∣

∣

∣

∣

∣

= 16
σN̄√
2π
.

Next, we derive the bound for the operator W . Its expectation value is given by

〈W 〉n = |Cn|2(n!)22
∑

k

|αk|2
2M
∑

j1<...<jn−1
ji 6=k,k+M

|αj1|2 . . . |αjn−1 |2.

For n ∈ [N −∆, N +∆], we use the same argumentation we have used for bounding
〈nk〉n − 〈nk〉n−1, to obtain

〈W 〉n − 〈W 〉n−1 ≤ 2.

Further, 〈nk〉n = 〈P †
kP

†
k−M +h.c.〉n/2+ 〈nknk+M〉n due to the symmetry αk = αk+M .

Hence, 〈W 〉n ≤ 2n. Thus, up to a factor of 2 we obtain the same bound as for H0.
Putting all the pieces together we find that

|〈H({vk})〉var − 〈H({vk})〉N | ≤ 2(1 − ǫ) +
72√
2π
σN + 12N

(

1 − Erf(σN/
√

2)
)

.

In the limit of large x, the error function Erf(x/
√

2π) can be approximated by the
following formula:

1 − Erf(x/
√

2) = 2
exp[−x2/2]√

2π
(x−1 − x−3 + . . .).
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As σN = O(
√
N), we conclude

12N(1 − Erf(σN̄/
√

2)) ≤ 24

ǫ
√

2π
σN̄ exp[−σ2

N̄/2] → 0

for N ≫ 1. A straightforward calculation results in

〈H({vk})〉var = −4Nǫ,

leading immediately to the statement of the theorem.
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Appendix C

Interferometry with paired states

In this Section we give the details for the derivation of the formulae used in Sect.
2.5.2. We start with some basic formula that will turn out useful later on.

Some useful formula

Notation We briefly summarize the notation necessary to follow the calculation.
We use to different kinds of modes, ak and bk that are used to build the pair operators
Pk = a†ka

†
−k and Q†

k = b†kb
†
−k and their equally weighted superpositions

p†M =
1√
M

M
∑

k=1

P †
k , q†M =

1√
M

M
∑

k=1

Q†
k.

The operators p†M and q†M fulfill the commutation relations

[p†M , pM ] = −1 +
1

M
N̂a

[q†M , qM ] = −1 +
1

M
N̂b,

where Na =
∑

k(nk+n−k), Nb =
∑

k(mk+m−k) and nk = a†kak, mk = b†kbk. Further,
we define states

|N〉(M)
p = c

(M)
N (p†M)N |0〉,

|N〉(M)
q = c

(M)
N (q†M)N |0〉,

with normalization constant c
(M)
N to be determined later.

Relation to angular momentum algebra Calculations for interferometric se-
tups are often done with the help of angular momentum operators. We follow these
lines by introducing the following set of operators:
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J (M)
x =

1

2

(

p†MqM + pMq
†
M

)

, (C.1)

J (M)
y =

i

2

(

q†MpM − p†MqM

)

, (C.2)

J (M)
z =

1

2

(

p†MpM − q†MqM

)

. (C.3)

These operators fulfill the commutation relations

[J (M)
x , J (M)

y ] = iJ (M)
z − i

2M

(

p†MpMN̂b − q†MqMN̂a

)

,

[J (M)
y , J (M)

z ] = iJ (M)
x

(

1 +
1

M
− 1

2M
(N̂a + N̂b)

)

,

[J (M)
z , J (M)

x ] = iJ (M)
y

(

1 +
1

M
− 1

2M
(N̂a + N̂b)

)

,

which are to lowest order the SU(2) commutation relations explaining the used

nomenclature. In this language, we can write O = (n
(−)
M )2 = (J

(M)
z )2. These oper-

ators will turn out to be useful for the derivation of the phase sensitivity far from
the bosonic limit.

Calculation of the normalization constant c
(M)
N

Next we derive an explicit

expression for the normalization constant c
(M)
N of the states |N〉(M)

p . As

〈N |N〉(M)
a = |c(M)

N |2〈0|(pM)N(p†M)N |0〉 !
= 1,

we must first find an expression for pM(p†M)N |0〉. Using the commutation relation

[p†M , pM ] = 1 − 1
M
N̂a and the fact that N̂a(p

†
M)N |0〉 = 2N(p†M)N |0〉 as (p†M)N |0〉 is a

state with 2N particles one can derive the following expression:

pM(p†M)N |0〉 = pMp
†
M(p†M)N−1|0〉

=

(

1 − N̂a

M
+ p†MpM

)

(p†M)N−1|0〉

=

(

1 − 2
N − 1

M

)

(p†M)N−1|0〉 + p†MpMp
†
M(p†M)N−2|0〉

=

(

1 − 2
N − 1

M

)

(p†M)N−1|0〉 + p†M

(

1 − N̂a

M
+ p†MpM

)

(p†M)N−2|0〉

=

(

1 − 2
N − 1

M
+ 1 − 2

N − 2

M

)

(p†M)N−1|0〉 + (p†M)2pM(p†M)N−2|0〉

=

(

N − 2N · N
M

+
2

M

N
∑

k=1

k

)

(p†M)N−1|0〉 = α2
N (p†M)N−1|0〉 (C.4)
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where we have introduced

αN =

√

N

(

1 − N − 1

M

)

. (C.5)

The bracket 〈0|(pM)N(p†M)N |0〉 can thus be evaluated to

〈0|(pM)N(p†M)N |0〉 =

N
∏

k=1

(N + 1 − k)

(

1 − N − k

M

)

= N
M !

MN
, (C.6)

so that we get the following result for the normalization constant:

c
(M)
N =

(

N
M !

MN

)− 1
2

.

Relation between c
(M)
N

and c
(M)
N−1 Starting from Eq. (C.6) we obtain

c
(M)
N−1 =

[

N−1
∏

k=1

((N − 1) + 1 − k)

(

1 − N − 1 − k

M

)

]− 1
2

=

[

N
∏

r=2

(N + 1 − r)

(

1 − N − r

M

)

]− 1
2

= αNc
(M)
N . (C.7)

Useful commutation relations The following lemma is a collection of commu-
tation relations needed later on:

Lemma C.1. The following commutation relations hold:

[n±k, p
†
M ] =

1√
M
P †

k (C.8)

[Pk, p
†
M ] =

1√
M

(1 − nk − n−k) (C.9)

[J (M)
z ,

M
∑

k=1

P †
kQ

†
k] =

1

2
√
M

M
∑

k=1

(mk +m−k)P
†
kq

†
M

− 1

2
√
M

M
∑

k=1

(nk + n−k)Q
†
kp

†
M (C.10)

Proof. We start with the calculation of (C.8):

[nk, p
†
M ] =

1√
M

[a†kak, P
†
k ] =

1√
M
a†k[ak, a

†
k]a

†
−k =

1√
M
P †

k

[n−k, p
†
M ] =

1√
M

[a†−ka−k, P
†
k ] =

1√
M
a†−ka

†
k[a−k, a

†
k] =

1√
M
P †

k
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Next, we derive (C.9).

[Pk, p
†
M ] =

1√
M

[Pk, P
†
k ] =

1√
M

[a−kak, a
†
ka

†
−k]

=
1√
M
a−k[ak, a

†
k]a

†
−k +

1√
M
a†k[a−k, a

†
−k]ak

=
1√
M

(1 − n−k)(1 − 2nk) +
1√
M
nk(1 − 2n−k)

=
1√
M

(1 − nk − n−k)

The derivation of (C.10) is a little more involved. First, we calculate the commu-
tator of p†MpM with

∑M
k=1 P

†
kQ

†
k using (C.9) and the hermitian conjugate of (C.9),

[pM , P
†
k ] = 1√

M
(1 − nk − n−k):

[p†MpM ,
M
∑

k=1

P †
kQ

†
k] =

M
∑

k=1

[pM , P
†
k ]Q†

k = p†Mq
†
M − p†M

M
∑

k=1

(nk + n−k)Q
†
k

= p†Mq
†
M +

2√
M

M
∑

k=1

P †
kQ

†
k −

1√
M

M
∑

k=1

(nk + n−k)Q
†
kp

†
M

In the same way we get

[q†MqM ,
M
∑

k=1

P †
kQ

†
k] = p†Mq

†
M +

2√
M

M
∑

k=1

P †
kQ

†
k −

1√
M

M
∑

k=1

(mk +m−k)P
†
kq

†
M .

Subtraction of the two equations leads to (C.10).

Action of the operators pM, p
†
M

, P
†
k

and Pk on |N〉a . In order to obtain the
action of the Hamiltonians used in our interferometric setups the following results
will turn out useful:

Lemma C.2. The operators p†M , pM , P †
k and Pk act in the following way on the

state |N〉

pM |N〉(M)
p = αN |N − 1〉(M)

p , (C.11)

p†M |N〉(M)
p = αN+1|N + 1〉(M)

p (C.12)

P †
k |N〉(M)

p = αN+1

√
M

N + 1
nk|N + 1〉(M)

p (C.13)

Pk|N〉(M)
p =

1

αN

N√
M

(1 − nk)|N − 1〉(M)
p , (C.14)

where αN was defined in Eq. (C.5).
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Proof. The first expression, (C.11) is Eq. (C.4). For the (C.12) we use (C.7):

p†M |N〉(M)
p = c

(M)
N p†M(p†M)N |0〉 =

c
(M)
N

c
(M)
N+1

|N + 1〉(M)
p = αN+1|N + 1〉(M)

p .

To obtain (C.13) we use the commutation relation (C.8) N times:

nk(p
†
M)N |0〉 =

(

p†Mnk +
1√
M
P †

k

)

(p†M)N−1|0〉 = . . .
N√
M
P †

k (p†M)N−1|0〉.

The relation for the normalization constants c
(M)
N /c

(M)
N+1 = α

(M)
N derived in (C.7)

leads to the desired result.

To arrive at (C.14) we use induction over N . For N = 1 we have c
(M)
1 = 1, p1 = 1.

Thus, the commutation relation (C.9) leads to

Pk|1〉 = Pkp
†
M |0〉 =

1√
M

(1 − nk − n−k)|0〉 =
1

α1

1√
M

|0〉.

For the induction step we use (C.8) and (C.13) to obtain

Pk(p
†
M)N+1|0〉 =

(

p†MPk +
1√
M

(1 − nk − n−k)

)

(p†M)N |0〉

= p†M
N√
M

(1 − nk)(p
†
M)N−1|0〉 +

1√
M

(1 − nk − n−k)(p
†
M)N |0〉

=
N + 1√
M

(p†M)N |0〉 − 2√
M

(p†M)N |0〉

− N√
M

(

nkp
†
M − 1√

M
P †

k

)

(p†M)N−1|0〉

=

(

N + 1√
M

− N + 2√
M

nk +
1√
M
nk

)

(p†M)N |0〉

=
N + 1√
M

(1 − nk)(p
†
M)N |0〉

Again, c
(M)
N /c

(M)
N+1 = α

(M)
N leads to the desired result.

C.1 Quasi-bosonic limit

This Section shows in detail the derivation of the formulae used in Sec. 2.5.2.1. The
Hamiltonian HM can be rewritten as

HM =
1

2

(

p†MqM + pMq
†
M

)

= J
(x)
M .
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For the calculation of the phase sensitivity given in (2.76) we have to determine

〈HMOHM〉 = 〈Ψ(M)
N |J (M)

x (J (M)
z )2J (M)

x |Ψ(M)
N 〉,

〈HMO
2HM〉 = 〈Ψ(M)

N |J (M)
x (J (M)

z )4J (M)
x |Ψ(M)

N 〉.

In the following we calculate J
(M)
z J

(M)
x |N,N〉 and (J

(M)
z )2J

(M)
x |N,N〉, as the norm

of these vectors is the desired expectation value. We start with J
(M)
x |N,N〉, using

(C.12) and (C.11):

J (M)
x |N,N〉 =

1

2

(

pMq
†
M + p†MqM

)

|N,N〉

=
1

2
αNαN+1 (|N + 1, N − 1〉 + |N − 1, N + 1〉) .

In this way it is easy to see that

J (M)
z J (M)

x |N,N〉 =
1

2

(

pMpM − q†MqM

)

J (M)
x |N,N〉

=
1

2
αNαN+1

(

α2
N+1 − α2

N−1

)

(|N + 1, N − 1〉 − |N − 1, N + 1〉)

(

J (M)
z

)2
J (M)

x |N,N〉 =
1

2

(

pMpM − q†MqM

)

J (M)
z J (M)

x |N,N〉

=
1

2
αNαN+1

(

α2
N+1 − α2

N−1

)

(|N + 1, N − 1〉 − |N − 1, N + 1〉)

Combining these results we arrive at

〈J (M)
x (J (M)

z )2J (M)
x 〉 =

1

8
α2

Nα
2
N+1(α

2
N+1 − α2

N−1)
2

〈J (M)
x (J (M)

z )4J (M)
x 〉 =

1

32
α2

Nα
2
N+1(α

2
N+1 − α2

N−1)
4. (C.15)

C.2 Interferometry far from the bosonic limit

In this Section we give the details of the calculations in Sec. 2.5.2.2. We have to
calculate 〈HF (J

(M)
z )2HF 〉 and 〈HF (J

(M)
z )4HF 〉.

Action of H on the input state In the first step, we derive an expression for
the action of H on the input state:

Lemma C.3. Let |Ψ(M)
N 〉 = |N〉(M)

a |N〉(M)
b ≡ |N,N〉 be the input state of the inter-

ferometer and let HF =
∑∞

k=1 P
†
kQk +Q†

kPk be the interaction Hamiltonian. Then

HF |Ψ(M)
N 〉 =

αN+1

αN

N (|N + 1, N − 1〉 + |N − 1, N + 1〉)

− N(N − 1)

M

1

αNαN−1

M
∑

k=1

P †
kQ

†
k (|N,N − 2〉 + |N − 2, N〉) .
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Proof. Using (C.13) and (C.14) we see that for all k ≤M

(P †
kQk +Q†

kPk)|N,N〉 =

αN+1

αN

N

N + 1
[nk(1 −mk)|N + 1, N − 1〉 + (1 − nk)mk|N − 1, N + 1〉],

and (P †
kQk +Q†

kPk)|N,N〉 = 0 for k > M . Summation over k leads to

HF |N,N〉 =

M
∑

k=1

αN+1

αN
N(|N + 1, N − 1〉 + |N − 1, N + 1〉)

− αN+1

αN

N

N + 1

M
∑

k=1

nkmk(|N + 1, N − 1〉 + |N − 1, N + 1〉). (C.16)

From (C.13) we see that nk|N〉 = N
M

1
αN
P †

k |N − 1〉 implying

nkmk(|N + 1, N − 1〉 + |N − 1, N + 1〉) =

(N − 1)(N + 1)

M

1

αN+1αN−1

(|N,N − 2〉 + |N − 2, N〉).

Plugging this in (C.16) leads to the desired result.

Calculation of J (M)
z

H|N, N〉 and (J (M)
z

)2H|N, N〉 Next, we derive an ex-

pression for J
(M)
z H|N,N〉 and (J

(M)
z )2H|N,N〉, as the length of these vectors gives

rise to the desired overlap:

Lemma C.4. Let V = N/(αN+1αN), a = (α2
N+1−α2

N ) and y = (α2
N −α2

N−2−4/M).
Then

J (M)
z H|N,N〉 = V

(

x− 1

N + 1
y

M
∑

k=1

nkmk

)

(|N + 1, N − 1〉 − |N − 1, N + 1〉)

(

J (M)
z

)2
H|N,N〉 = V

(

x2 − 1

N + 1
y2

M
∑

k=1

nkmk

)

(|N+1, N−1〉+|N−1, N+1〉).

Proof. For the proof we will need the commutation relation [J
(M)
z ,

∑M
k=1 P

†
kQ

†
k] given

in (C.10) and the action of H on |N,N〉 derived in lemma C.3. Using

J (M)
z (|N,N − 2〉 ± |N − 2, N〉) = (α2

N − α2
N−2)(|N,N − 2〉 ∓ |N − 2, N〉),



124 APPENDIX C. Interferometry with paired states

and (C.10), we can further obtain

J (M)
z

M
∑

k=1

P †
kQ

†
k(|N,N − 2〉 ± |N − 2, N〉)

=

M
∑

k=1

P †
kQ

†
k(α

2
N − α2

N−2)(|N,N − 2〉 ∓ |N − 2, N〉)

+
1√
M

M
∑

k=1

(mk +m−k)P
†
k (αN−1|N,N − 1〉 ± αN+1|N − 2, N + 1〉

− 1√
M

M
∑

k=1

(nk + n−k)Q
†
k(αN+1|N + 1, N − 2〉 ± αN+1|N − 1, N〉

=

(

α2
N − α2

N−1 −
4

M

) M
∑

k=1

P †
kQ

†
k(|N,N − 2〉 ∓ |N − 2, N〉).

using (C.13) leads to the desired result.

Calculation of the expectation values The result for the expectation values
is summarized in the following lemma:

Lemma C.5. For the input state |N,N〉 the following equations hold:

〈N,N |HF (J (M)
x )2HF |N,N〉 =

2N(M −N)(M +MN −N2 − 1)(M + 1 − 2N)2

M3(M − 1)
,

〈N,N |HF (J (M)
x )4HF |N,N〉 =

2N(M −N)(M +MN −N2 − 1)(M + 1 − 2N)4

M5(M − 1)
,

Proof. For the proof we use lemma C.4 to obtain

〈N,N |HF (J (M)
x )2HF |N,N〉 = V 2

(

2x2 +
2y2

(N + 1)2
Tnnmm − 4xy

N + 1
Tnm

)

,

〈N,N |HF (J (M)
x )4HF |N,N〉 = V 2

(

2x4 +
2y4

(N + 1)2
Tnnmm − 4x2y2

N + 1
Tnm

)

,

where the matrix elements Tnnmm and Tnm are given by

Tnm =

M
∑

k=1

〈N + 1, N − 1|nkmk|N + 1, N − 1〉,

Tnnmm =

M
∑

k,l=1

〈N + 1, N − 1|nknlmkml|N + 1, N − 1〉.
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To evaluate these matrix elements, we write the state |N〉 in the form

|N〉p = c
(M)
N

(

1√
M

M
∑

j=1

P †
j

)N

|0〉 = g
(M)
N N !

M
∑

j1<j2<...<jN=1

P †
j1
. . . P †

jN
|0〉,

and the normalization constant g
(M)
N fulfills

|g(M)
N |2(N !)2 =

N !(M −N)!

M !
.

With this result and from

nk|N〉 = g
(M)
N N !P †

k

M
∑

j1<j2<...<jN=1
ji 6=k

P †
j1
. . . P †

jN
|0〉

we can deduce that

〈N |nk|N〉 = |g(M)
N |2(N !)2

(

M − 1
N − 1

)

=
N

M
,

〈N |nknl|N〉 = |g(M)
N |2(N !)2

(

M − 2
N − 2

)

=
N(N − 1)

M(M − 1)
.

Putting all the pieces together one arrives at the formulas stated above.
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Appendix D

Derivation of the evolution
equation

In the following we give the details of the calculations of Subsec. 5.3.2.

Imaginary time evolution with H

We have to evaluate tr[Hρ(t)] and tr[{H2, ckcl}ρ(t)] using Wick’s theorem.

Calculation of tr[Hρ(t)]:

tr[Hρ(t)] =
∑

ij

TijΓij −
∑

ijkl

Uijkl(ΓijΓkl − ΓikΓjl + ΓilΓjk) = −tr[Γh3(Γ)],

h3(Γ) = T + 3trB[UΓ]. (D.1)

Calculation of tr[{H, ckcl}ρ(t)]: We split the calculation into the evaluation of
the terms tr[{H2, ckcl}ρ(t)] and tr[{H4, ckcl}ρ(t)]:

tr[{H2, ckcl}ρ(t)] = −
∑

i,j 6=k,l

Tij〈cicjckcl + ckclcicj〉 + 4Tkl

−
∑

Tik〈cickckcl + ckclcick〉 + Tkj〈ckcjckcl + ckclckcj〉 + (k ↔ l)

= 2
∑

i,j 6=k,l

Tij(ΓijΓkl − ΓikΓjl + ΓilΓjk) + 4Tkl

= 2
∑

i,j 6=k,l

(TijΓij)Γkl − 4
∑

i,j 6=k,l

TijΓikΓjl + 4Tkl

=
∑

ij

(TijΓij − 2TkjΓkj − 2TljΓlj)Γkl + 4Tkl − 4
∑

ij

TijΓikΓjl

+ 4
∑

(TikΓikΓkl + TljΓlkΓjl)

= − 2tr[TΓ]Γkl + 4(ΓTΓ + T )kl
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−itr[{H4, ckcl}ρ(t)] = −i
∑

Uijmn〈cicjcmcnckcl + ckclcicjcmcn〉 =

−i
∑

i,j,m,n 6=k,l

Uijmn〈cicjcmcnckcl + ckclcicjcmcn〉 − 24i
∑

i,j

Uijlk〈cicj〉

−4i
∑

i,j,m,n 6=k,l

Uijmk(〈cicjcmcl〉 + 〈clcicjcm〉) + Uijml(〈cicjcmck〉 + 〈ckcicjcm〉)

= −i
∑

i,j,m,n 6=k,l

Uijmn〈cicjcmcnckcl + ckclcicjcmcn〉 − 24
∑

i,j

UijlkΓij

Now, we perform the following simplification using Wick’s theorem:

−i
∑

i,j,m,n 6=k,l

Uijmn〈cicjcmcnckcl + ckclcicjcmcn〉

= −2i
∑

i,j,m,n 6=k,l

Uijmn〈cicjcmcnckcl〉

= 2
∑

i,j,m,n 6=k,l

Uijmn(−Γij〈cmcnckcl〉 + Γim〈cjcnckcl〉 − Γin〈cjcmckcl〉

+Γik〈cjcmcncl〉 − Γil〈cjcmcnck〉)
= 2

∑

i,j,m,n 6=k,l

Uijmn (−3Γij〈cmcnckcl〉 + Γik〈cjcmcncl〉 − Γil〈cjcmcnck〉)

= 6
∑

i,j,m,n 6=k,l

UijmnΓijΓmnΓkl − 24
∑

i,j,m,n 6=k,l

UijmnΓikΓjmΓnl

We treat the two terms independently:

6
∑

i,j,m,n 6=k,l

UijmnΓijΓmnΓkl

= 6 tr[Γtr[UΓ]]Γkl

−24
∑

j,m,n

(UkjmnΓkjΓmn + UljmnΓljΓmn)Γkl

+24
∑

m,n

(UklmnΓklΓmn + 2UkmlnΓkmΓln)Γkl

+24
∑

m,n

(UlkmnΓllΓmn + 2UlmknΓlmΓkn)Γkl

−24
∑

j,m,n

(UkjmnΓkjΓmn + UljmnΓljΓmn)Γkl − 24
∑

m,n

UklmnΓklΓmnΓkl

= 6 tr[Γtr[UΓ]]Γkl + 24
∑

m,n

Uklmn(ΓmnΓ2
kl − 2ΓkmΓln)

−24
∑

j,m,n

(UkjmnΓmnΓkj + UljmnΓljΓmn)Γkl
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−
∑

i,j,m,n 6=k,l

UijmnΓikΓjmΓnl

= −
∑

i,j,m,n

UijmnΓikΓjmΓnl

+
∑

m,n

(UmklnΓmkΓklΓnl + UlmnkΓlkΓmnΓkl)

+
∑

j,m,n

UljmnΓlkΓjmΓnl −
∑

m,n

(2 UlkmnΓlkΓkmΓnl − UlmnkΓlkΓmnΓkl)

+
∑

j,m,n

ΓjkΓknΓnl −
∑

m,n

(UlkmnΓlkΓkmΓnl + UmklnΓmkΓklΓnl

+
∑

j,m,n

UjlmnΓjkΓlnΓnl −
∑

m,n

(UmlknΓmkΓlkΓnl + UnlmkΓnkΓlmΓkl)

+
∑

j,m,n

UjmknΓmkΓmkΓnl −
∑

m,n

(UlmknΓlkΓmkΓnl + UmlknΓmkΓlkΓnl)

+
∑

j,m,n

UjmlnΓjkΓmlΓnl −
∑

m,n

(UmklnΓmkΓklΓnl + UmnlkΓmkΓnlΓkl)

+
∑

j,m,n

UjmnkΓmkΓmnΓkl −
∑

m,n

(UlnmnΓlkΓnmΓkl + 2UnlmkΓnkΓlmΓkl)

= −(Γtr[UΓ]Γ)kl + 2
∑

j,m,n

(UljmnΓjkΓmlΓnl − UkjmnΓjkΓkmΓnl)

+2
∑

m,n

Uklmn(ΓklΓmkΓnl − ΓmnΓ2
kl) +

∑

j,m,n

(UkjmnΓmnΓkj + UljmnΓmnΓlj)Γkl

The second term in the last expression vanishes, as it is symmetric under exchange
of k and l in the Γ’s, but antisymmetric in the U. Taking all pieces together, we
obtain

−itr[ρ{H4, ckcl}] = 24tr[UΓ]kl − 24(Γtr[UΓ]Γ)kl + 6tr[Γtr[UΓ]]Γkl

Imaginary time evolution with H̄

First, tr[H̄ρ(t)] = −tr[h̄Γ]. With the helpof Wick’s theorem, we obtain

−itr[ρ(t){H̄, ckcl}]
= −i

∑

i,j

ih̄ij〈cicjckcl + ckclcicj〉

=
∑

i,j 6=k,l

h̄ij〈cicjckcl + ckclcicj〉 − 4h̄kl

+2
∑

i

h̄ik(〈cicl〉 + 〈clci〉) − 4h̄lk + 2
∑

j

h̄lj(〈cjck〉 + 〈ckcj〉) − 4h̄lk

= 2
∑

i,j 6=k,l

h̄ij(−ΓijΓkl + ΓikΓjl − ΓilΓjk) − 4h̄kl
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= −2
∑

i,j 6=k,l

h̄ijΓijΓkl + 4
∑

i,j 6=k,l

h̄ijΓikΓjl − 4h̄kl

= −2
∑

i,j

h̄ijΓijΓkl − 4h̄kl

+4
∑

j

(h̄kjΓkj + h̄ljΓlj)Γkl − 4h̄klΓkl − 4h̄lkΓlkΓkl

+4
∑

i,j

h̄ijΓijΓikΓjl − 4
∑

j

(h̄ljΓlkΓjl + h̄jkΓjkΓkl) + 4h̄lkΓlkΓkl + 4h̄lkΓlkΓkl

= 2tr[H̄Γ]Γkl − 4(Γh̄Γ + h̄)kl
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[136] U. Schollwöck, Rev. Mod. Phys. 77, 259 (2005).

[137] M. Hastings, J. Stat. Mech. , P08024 (2007).

[138] F. Verstraete and J. I. Cirac, Phys. Rev. B 73, 094423 (2006).

[139] F. Verstraete and J. I. Cirac, (2004), cond-mat/0407066.

[140] F. Verstraete, V. Murg, and J. I. Cirac, Advances in Physics 57, 143 (2008).

[141] N. Maeshima, Y. Hieida, Y. Akutsu, T. Nishino, and K. Okunishi, Phys. Rev.
E , 016705 (2001).

[142] Y. Nishio, N. Maeshima, A. Gendiar, and T. Nishino, (2004), cond-
mat/0401115.

[143] M. B. Hastings, Phys. Rev. B 76, 035114 (2007).

[144] A. Isacsson and O. F. Syljuasen, Phys. Rev. E 74, 026701 (2006).

[145] V. Murg, F. Verstraete, and J. I. Cirac, Phys. Rev. A 75, 033605 (2007).



138 BIBLIOGRAPHY

[146] V. Murg, F. Verstraete, and J. I. Cirac, Phys. Rev. B 79, 195119 (2009).

[147] J. Jordan, R. Orus, and G. Vidal, Phys. Rev. B 79, 174515 (2009).

[148] M. Troyer, private communication .

[149] P. Jordan and Wigner, Z. Phys. 47, 631 (1928).

[150] F. Verstraete and J. I. Cirac, J.Stat.Mech. 0509, 012 (2005).

[151] G. Evenbly and G. Vidal, arXiv:0710.0692.

[152] D. Perez-Garcia, F. Verstraete, M. M. Wolf, and J. I. Cirac, Quant. Inf.
Comput. 7, 401 (2007).

[153] D. Perez-Garcia, F. Verstraete, J. I. Cirac, and M. M. Wolf, Quant. Inf.
Comput. 8, 0650 (2008).

[154] J. Eisert, M. Cramer, and M. Plenio, arXiv:0808.3773.

[155] M. M. Wolf, Phys. Rev. Lett. 96, 010404 (2006).

[156] D. Gioev and I. Klich, Phys. Rev. Lett. 96, 100503 (2006).

[157] F. Verstraete, J. J. Garcia-Ripoll, and J. I. Cirac, Phys. Rev. Lett. 93, 207204
(2004).

[158] A. Jamiolkowski, Rep. Math. Phys. 3, 275 (1972).

[159] F. Verstraete and H. Verschelde, quant-ph/0202124.

[160] N. Schuch, M. M. Wolf, and J. I. Cirac, Commun. Math. Phys 267, 65 (2006).

[161] J. Hubbard, Proceedings of the Royal Society of London. Series A, Mathe-
matical and Physical Sciences 276, 238 (1963).

[162] M. Rasetti, Series on Advances in Statistical Mechanics 7 (1991).

[163] P. Fulde and R. A. Ferrell, Phys. Rev. 135, A550 (1964).

[164] A. Larkin and O. Ovchinnikov, Zh. Eskp. Teor. Fiz. 47, 1136 (1994).

[165] R. Casalbuoni and G. Nardulli, Rev. Mod. Phys. 76, 263 (2004).

[166] H. Tasaki, Journal of Physics: Condensed Matter 10, 4353 (1998).

[167] E. H. Lieb, The Hubbard Model: Some Rigorous Results and Open Problems,
in Advances in Dynamical Systems and Quantum Physics, Internat. Press,
1993.

[168] E. H. Lieb and F. Y. Wu, Phys. Rev. Lett. 20, 1445 (1968).



BIBLIOGRAPHY 139

[169] H. Shiba, Phys. Rev. B 6, 930 (1972).

[170] G. Orso, Physical Review Letters 98, 070402 (2007).

[171] H. Hu, X.-J. Liu, and P. D. Drummond, Physical Review Letters 98, 070403
(2007).

[172] T. B. Bahder and F. Woynarovich, Phys. Rev. B 33, 2114 (1986).

[173] G. Ortiz, R. Somma, J. Dukelsky, and S. Rombouts, Nuclear Physics B 707,
421 (2005).

[174] F. Pan, J. P. Draayer, and W. E. Ormand, Physics Letters B 422, 1 (1998).

[175] A. E. Feiguin and F. Heidrich-Meisner, Physical Review B 76, 220508 (2007).

[176] M. Tezuka and M. Ueda, Physical Review Letters 100, 110403 (2008).

[177] G. G. Batrouni, M. H. Huntley, V. G. Rousseau, and R. T. Scalettar, Phys.
Rev. Lett. 100, 116405 (2008).

[178] M. C. Gutzwiller, Phys. Rev. 137, A1726 (1965).

[179] A. Paramekanti, M. Randeria, and N. Trivedi, Phys. Rev. Lett. 87, 217002
(2001).

[180] S. Pathak, V. B. Shenoy, M. Randeria, and N. Trivedi, Phys. Rev. Lett. 102,
027002 (2009).

[181] M. E. Pezzoli and F. Becca, Ground-state properties of the disordered hubbard
model in two dimensions, arXiv.org:0906.4870.

[182] L. Pitaevskii and S. Stringari, BoseEinstein Condensation (Clarendon Press,
Oxford, 2003).

[183] M. Henny et al., Science 284, 296 (1999).

[184] R. Horn and C. Johnson, Topics in Matrix Analysis (Cambridge University
Press, 1985).

[185] P. Billingsley, Probability and Measure, 3rd ed. (Wiley-Interscience, 1995).



140 BIBLIOGRAPHY



Acknowledgements

I am very deeply grateful for the support and guidance I have obtained from my
Thesis advisor Ignacio Cirac throughout the course of my Ph.D. Having the oppor-
tunity of getting the guidance of a person who has on the one hand such a deep
understanding of physics and on the other hand huge pedagogical abilities is a priv-
ilege every Ph.D. student can dream of. I acknowledge his immense patience, his
constant encouragement and his great kindness. Learning and discussing physics
from and with him has been a unique opportunity for me and has inspired me in
many ways. I will always stay in his debt.

Throughout the course of my Thesis I had the opportunity of collaborating with
various people, and I would like to acknowledge their contributions in chronological
order. In the beginning of my Ph.D. I got the possibility to learn from Michael
Wolf, who unfortunately moved to Copenhagen. I am very grateful for his help and
guidance.

The pairing theory was developed in close collaboration with Géza Giedke. I
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